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Abstract Sets of desirable gambles constitute a quite general type of un-
certainty model with an interesting geometrical interpretation. We study
inĄnite exchangeability assessments for them, and give a counterpart of
de FinettiŠs inĄnite representation theorem. We show how the inĄnite
representation in terms of frequency vectors is tied up with multivariate
Bernstein (basis) polynomials. We also lay bare the relationships between
the representations of updated exchangeable models, and discuss conser-
vative inference (natural extension) under exchangeability.
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1 Introduction

In this paper, we bring together desirability,3 an interesting approach to mod-
elling uncertainty, with infinite exchangeability, a structural assessment for un-
certainty models that is important for inference purposes.

Desirability, or the theory of (coherent) sets of desirable gambles, represents
the uncertainty of a subject with a set of gambles4 that she finds desirable. This
theory is more expressive than the theory of (coherent) lower previsions [11],
which itself is a generalization of the theory of linear previsions [5]. A complete
model for a rational subject’s uncertainty is a coherent set of desirable gambles,
or mathematically, a cone satisfying some constraints. This geometric aspect is
one of the points that make desirability appealing. Another is its generality [12].
We introduce the necessary desirability-related concepts in Sec. 2.

Here we study infinite exchangeability3 for sets of desirable gambles. An
exchangeability assessment expresses that the order of the samples in a sequence
of them is irrelevant for inference purposes. This study builds on earlier work on
exchangeability for coherent lower previsions [2] and finite exchangeability for

3 For a brief historical overview, see some of our earlier work [1, Sec. 1].
4 Gambles are also called bets or random rewards.
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sets of desirable gambles [1]. We need to recall the definition and representation
results for finite exchangeability of sets of desirable gambles (Sec. 3). After that,
we can give our definition and representation result of infinite exchangeability
for sets of desirable gambles and give some results about updating and natural
extension under exchangeability (Sec. 4).

We end with some conclusions (Sec. 5).

2 Desirability

Consider an experiment with a non-empty set Ω describing its mutually exclusive
possible outcomes, and a subject who is uncertain about its outcome.

Sets of desirable gambles A gamble f is a bounded real-valued map on Ω,
and it is interpreted as an uncertain reward. When the actual outcome of the
experiment is ω, then the corresponding (possibly negative) reward is f(ω). The
set of all gambles is G(Ω).

We say that a non-zero gamble f is desirable to a subject if she accepts
to engage in the following transaction, where: (i) the actual outcome ω of the
experiment is determined, and (ii) she receives the reward f(ω). The zero gamble
is not considered to be desirable.5

We try to model the subject’s beliefs about the outcome of the experiment
by considering which gambles are desirable for her. We suppose the subject has
some set R ⊆ G(Ω) of desirable gambles.

Coherence Not every such set should be considered as a reasonable model,
and in what follows, we give an abstract and fairly general treatment of ways to
impose ‘rationality’ constraints on sets of desirable gambles.

The set G(Ω) of all gambles on Ω is a linear space with respect to the (point-
wise) addition of gambles, and the (point-wise) scalar multiplication of gambles
with real numbers. The positive hull operator posi generates the set of finite
strictly positive linear combinations of elements of its argument set. A subset C
of G(Ω) is a convex cone if posi(C) = C.

Consider a linear subspace K of the linear space G(Ω). With any convex cone
C ⊂ K such that 0 ∈ C we can always associate a vector ordering � on K, defined
by f � g ⇔ f − g ∈ C ⇔ f − g � 0. The partial ordering � turns K into an
ordered linear space [10, Section 11.44]. We also write f ≻ g if f � g and f 6= g.
Finally, we let K�0 := {f ∈ K : f � 0} = −C and K≻0 := {f ∈ K : f ≻ 0} = C0.6

Definition 1 (Avoiding non-positivity and coherence). Let K be a linear
subspace of G(Ω) and let C ⊂ K be a convex cone containing the zero gamble 0.

A set of desirable gambles R ⊆ K avoids non-positivity relative to (K, C) if
f 6� 0 for all gambles f in posi(R), or in other words if K�0 ∩ posi(R) = ∅.

5 For clariĄcation on the confusing nomenclature in the literature, see [1, footnote 2].
6 Subscripting a set of gambles with zero removes the zero gamble, if present.
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A set of desirable gambles R ⊆ K is coherent relative to (K, C) if it satisfies
the following requirements, for all gambles f , f1, and f2 in K and all real λ > 0:
D1. if f = 0 then f /∈ R;
D2. if f ≻ 0 then f ∈ R, or equivalently K≻0 ⊆ R;
D3. if f ∈ R then λf ∈ R [scaling];
D4. if f1, f2 ∈ R then f1 + f2 ∈ R [combination].
We denote by D(K,C)(Ω) the set of sets of desirable gambles that are coherent
relative to (K, C).

These requirements make R a cone that excludes K�0:
D5. if f � 0 then f /∈ R, or equivalently K�0 ∩R = ∅.
We see that K is never, and K≻0 is always coherent relative to (K, C).

Natural extension If we consider an arbitrary non-empty family of sets of
desirable gambles that are coherent relative to (K, C), then so is their intersection.
If a subject gives us an assessment, a set A ⊆ K of gambles on Ω that she finds
desirable, then the following theorem tells us exactly when this assessment can
be extended to a coherent set, and how to construct the smallest such set.

Theorem 1 (Natural extension). Let K be a linear subspace of G(Ω) and
let C ⊂ K be a convex cone containing the zero gamble 0.

Consider an assessment A ⊆ K, and define its (K, C)-natural extension:
E(K,C)(A) :=

⋂
{

R ∈ D(K,C)(Ω) : A ⊆ R
}

, with
⋂

∅ = K. Then the following
statements are equivalent:

(i) A avoids non-positivity relative to (K, C);
(ii) A is included in some set of desirable gambles that is coherent relative

to (K, C);
(iii) E(K,C)(A) 6= K;
(iv) the set of desirable gambles E(K,C)(A) is coherent relative to (K, C);
(v) E(K,C)(A) is the smallest set of desirable gambles that is coherent relative

to (K, C) and includes A.
When any of these equivalent statements holds, then E(K,C)(A) = posi

(

K≻0 ∪A
)

.

Point-wise comparison coherence We now turn to the important special
case, commonly considered in the literature [12], where K := G(Ω) and the par-
tial order � is the point-wise ordering ≥.7 This partial order is associated to
C := G+

0 (Ω) := G(Ω)>0, the cone of all non-negative gambles.
If R avoids non-positivity relative to

(

G(Ω),G+
0 (Ω)

)

, we simply say that R
avoids non-positivity: G−(Ω)∩posi(R) = ∅, where G−(Ω) :=G(Ω)≤0 is the set of
all non-positive gambles. Similarly, if R is coherent relative to

(

G(Ω),G+
0 (Ω)

)

, we
simply say that R is coherent, and we denote the set of coherent sets of desirable
gambles by D(Ω). In this case, the coherence conditions D1–D5 are to be seen
as rationality criteria. The

(

G(Ω),G+
0 (Ω)

)

-natural extension of an assessment
A ⊆ G(Ω) is simply denoted by E(A), and is called the natural extension of A.

7 f ≥ g if f(ω) ≥ g(ω) for all ω in Ω; f > g if f ≥ g and f 6= g.
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Weakly desirable gambles We now define weak desirability, a concept that
lies at the basis of our definition of exchangeability.

Definition 2 (Weak desirability). Consider a coherent set R of desirable
gambles. Then a gamble f is called weakly desirable if f + f ′ is desirable for all
desirable f ′, i.e., if f + f ′ ∈ R for all f ′ in R. So the set of weakly desirable
gambles is DR := {f ∈ G(Ω) : f +R ⊆ R}.

Every desirable gamble is also weakly desirable, so R ⊆ DR. Moreover, DR also
satisfies the scaling and combination requirements D3–D4, so it is a cone as well.

Updating sets of desirable gambles Consider a set of desirable gambles R
on Ω. With a non-empty subset B of Ω, we associate an updated set of desirable
gambles R⌋B := {fB : f = IBf ∈ R} ⊆ G(B),8 where fB is the restriction of f
to B and IB is the indicator function of B, i.e., 1 on B and 0 elsewhere. R⌋B is
our subject’s set of desirable gambles contingent on observing the event B.

Proposition 1. If R is a coherent set of desirable gambles on Ω, then R⌋B is
a coherent set of desirable gambles on B.

3 Finite exchangeable sequences

Now that we have familiarised ourselves with sets of desirable gambles, we turn
to exchangeability. In this section, we recall the basic definitions and results
about finite exchangeable sequences from our earlier work [1], and add some
new material related to frequency vector representations.

Consider random variables X1, . . . , XN taking values in a non-empty finite
set X , where N ∈ N0, i.e., a positive integer. The possibility space is Ω = XN .

Let x = (x1, . . . , xN ) be an arbitrary element of XN . PN is the set of all
permutations of the index set {1, . . . , N}. With any such permutation π, we
associate a permutation of XN , also denoted by π, and defined by (πx)k = xπ(k).
Similarly, we lift π to a permutation πt of G(XN ) by letting πtf = f ◦ π.

The counting map TN maps a sequence x to its count vector, an X -tuple
with a z-component TNz (x) := |{k ∈ {1, . . . , N} : xk = z}| for all z in X . The set
of possible count vectors is given by NN :=

{

m ∈ N
X :
∑

x∈X mx = N
}

. The
permutation invariant atoms [x] := {πx : π ∈ PN} are the smallest permutation
invariant subsets of XN . If m = TN (x), then [x] =

{

y ∈ XN : TN (y) = m
}

,
so the atom [x] is completely determined by the count vector m of all its the
elements, and is therefore also denoted by [m].

Defining exchangeability If a subject assesses that X1, . . . , XN are exchange-
able, this means that for any gamble f and any permutation π, she finds exchang-
ing πtf for f weakly desirable, because she is indifferent between them [11, Sec-
tion 4.1.1]. Taking into account that DR is a cone, we introduce the linear9 space
DUN := posi

{

f − πtf : f ∈ G(XN ) and π ∈ PN
}

. It holds that R∩DUN = ∅.

8 Our deĄnition is diferent from, but equivalent to the usual one [12].
9 Due to the negation invariance of posiŠs argument.
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Definition 3 (Exchangeability). A coherent set R of desirable gambles on
XN is called exchangeable if one (and hence both) of the following equivalent
conditions is (are) satisfied: (i) all gambles in DUN are weakly desirable: DUN ⊆
DR; and (ii) DUN +R ⊆ R.

Updating exchangeable models Consider an exchangeable and coherent set
of desirable gambles R on XN . Assume that the subject has observed the values
x̌ = (x̌1, x̌2, . . . , x̌ň) or a count vector m̌ ∈ N ň of the variables X1, . . . , Xň. She
wants to make inferences about the remaining n̂ :=N − ň variables. Consider the
updated models R⌋{x̌} × X n̂ and R⌋[m̌]×X n̂, and their restrictions to these n̂
variables, R⌋x̌ and R⌋m̌.

Proposition 2. Consider x̌ in X ň, m̌ in N ň, and a coherent and exchange-
able set of desirable gambles R on XN . Then R⌋x̌ and R⌋m̌ are coherent and
exchangeable sets of desirable gambles on X n̂. If m̌ = T ň(x̌), then R⌋x̌ = R⌋m̌.

Finite representation in terms of count vectors In earlier work [1], we have
proved that a coherent and exchangeable set of desirable gambles on sequences
can be represented by a coherent set of desirable gambles on count vectors. To
move between both spaces of gambles, we were led to the linear map MuHyN that
maps a gamble f on XN to the gamble MuHyN(f) := MuHyN(f |·) on NN . Here,
for every m in NN , MuHyN(f |m) :=

∑

y∈[m] f(y)/|[m]| is the expectation of f

under the multivariate hyper-geometric distribution [7, Section 39.2] associated
with random sampling without replacement from an urn, whose composition
is characterised by the count vector m. For the other direction, we use the the
linear map TN that maps a gamble g on NN to the permutation invariant gamble
TN (g) := g ◦ TN on XN assuming the value g(m) on the invariant atom [m].

Theorem 2 (Finite Representation). A set of desirable gambles R on XN is
coherent and exchangeable iff there is some coherent set S of desirable gambles
on NN such that R = (MuHyN)−1(S), and in that case this S is uniquely
determined by S =

{

g ∈ G(NN ) : TN (g) ∈ R
}

= MuHyN(R). We call S the
count representation of the exchangeable set R.

Multinomial processes Next, we turn to a number of important ideas related
to multinomial processes. They are useful for comparisons with the existing liter-
ature [6, for example], and essential for our treatment of countable exchangeable
sequences in Section 4.

Consider the X -simplex ΣX :=
{

θ ∈ R
X : θ ≥ 0 and

∑

x∈X θx = 1
}

, and, for
N ∈ N0, the linear map CoMnN from G(NN ) to G(ΣX ) defined by CoMnN(g) =
CoMnN(g|·), where for all θ in ΣX , CoMnN(g|θ) :=

∑

m∈NN g(m)Bm(θ) is the ex-
pectation associated with the count multinomial distribution with parameters N
and θ, and where Bm is the multivariate Bernstein (basis) polynomial of degree
N given by Bm(θ) :=

(

N

m

)
∏

x∈X θ
mx
x = |[m]|

∏

x∈X θ
mx
x . We also consider the

related linear map MnN from G(XN ) to G(ΣX ) defined by MnN(f) = MnN(f |·),
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where for all θ in ΣX , MnN(f |θ) :=
∑

m∈NN MuHyN(f |m)Bm(θ) is the expecta-
tion associated with the multinomial distribution with parameters N and θ. We
then have that CoMnN = MnN ◦ TN and MnN = CoMnN ◦MuHyN.

The Bernstein basis polynomials Bm, m ∈ NN form a basis for the linear
space VN (ΣX ) of all polynomials on ΣX of degree up to N [9]. This means that
for each polynomial p whose degree deg(p) does not exceed N , there is a unique
gamble bNp on NN such that p = CoMnN(bNp ). We denote by V (ΣX ) the linear
space of all polynomials on ΣX .

Finite representation in terms of polynomials We see that the range of
the linear maps CoMnN and MnN is the linear space VN (ΣX ). Moreover, since
for every polynomial p of degree up to N , i.e., for every p in VN (ΣX ), there is
a unique count gamble bNp ∈ G(NN ) such that p = CoMnN(bNp ), CoMnN is a
linear isomorphism between the linear spaces G(NN ) and VN (ΣX ).

In summary, everything that can be expressed using the language of gambles
on NN , can also be expressed using the language of polynomial gambles on ΣX
of degree up to N , and vice versa. The map CoMnN and its inverse are the tools
that take care of the translation between the two languages. This is essentially
what is behind the representation theorem for countable exchangeable sequences
that we will turn to in Section 4. In order to lay the proper foundations for this
work, we now present a version of the finite representation theorem in terms of
polynomial gambles of degree N on ΣX , rather than count gambles on NN .

We first introduce a concept of coherence for Bernstein polynomials:

Definition 4 (Bernstein coherence). We call a set H of polynomials in
VN (ΣX ) Bernstein coherent at degree N if it satisfies the following properties:
for all p, p1, and p2 in VN (ΣX ) and all real λ > 0,
BN1. if p = 0 then p /∈ H;
BN2. if p is such that bNp > 0 then p ∈ H;
BN3. if p ∈ H then λp ∈ H;
BN4. if p1, p2 ∈ H then p1 + p2 ∈ H.

Bernstein coherence at degree N is very closely related to coherence, the only
difference being that we do not consider whether a polynomial p is positive, but
whether its Bernstein expansion bNp is. Interpretation-wise, this means that mod-
els in terms of sequences or count vectors are authoritative over those in terms
of frequency vectors. Bernstein coherence at degree N is a special case of the
general concept of coherence relative to (K, C), discussed in Section 2, where
K := VN (ΣX ) and C :=

{

p ∈ VN (ΣX ) : bNp ≥ 0
}

is the convex cone of all polyno-

mials of degree at most N with a non-negative expansion bNp in the Bernstein
basis of degree N .

Theorem 3 (Finite Representation). A set of desirable gambles R on XN ,
with count representation S := MuHyN(R), is coherent and exchangeable iff there
is some subset H of VN (ΣX ), Bernstein coherent at degree N , such that R =
(MnN)−1(H) or equivalently S = (CoMnN)−1(H), and in that case this H is
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uniquely determined by H = MnN(R) = CoMnN(S). We call H the frequency
representation of the coherent and exchangeable set of desirable gambles R.

4 Countable exchangeable sequences

With the experience gained in investigating finite exchangeable sequences, we are
now ready to address reasoning about countably infinite exchangeable sequences.
The first step is to use finite frequency representation to find a Representation
Theorem for infinite exchangeable sequences. We can then show what updating
and natural extension look like in terms of this frequency representation.

Infinite representation We consider a countable sequence X1, . . . , XN , . . . of
random variables assuming values in the same finite set X . We call this sequence
exchangeable if each of its finite subsequences is, or equivalently, if for all n in N0,
the random variables X1, . . . , Xn are exchangeable.

How can we model this? First of all, this means that for each n in N0, there is
a coherent and exchangeable set of desirable gambles Rn on Xn. Equivalently, we
have a coherent set of desirable gambles (count representation) Sn :=MuHyn(Rn)
on Nn, or a set (frequency representation) Hn := Mnn(Rn) = CoMnn(Sn) of
polynomials in Vn(ΣX ), Bernstein coherent at degree n.

In addition, there is a time-consistency constraint. Consider the following
linear projection operators projn1

n2
: Xn2 → Xn1 defined by projn1

n2
(x1, . . . , xn2

) :=
(x1, . . . , xn1

), where n1 ≤ n2. With each such operator there corresponds a linear
map extn2

n1
between the linear spaces G(Xn1) and G(Xn2), defined as follows:

extn2

n1
(f) = f ◦ projn1

n2
. In other words, extn2

n1
(f) is the cylindrical extension of

the gamble f on Xn1 to a gamble on Xn2 .
Time-consistency now means that if we consider a gamble on Xn2 that re-

ally only depends on the first n1 variables, it should not matter, as far as its
desirability is concerned, whether we consider it to be a gamble on Xn1 or
a gamble on Xn2 . More formally, we require that (∀n1 ≤ n2) extn2

n1
(Rn1) =

Rn2 ∩ extn2

n1

(

G(Xn1)
)

.
How can we translate this constraint in terms of the count representations Sn

or the frequency representations Hn? If we introduce the linear extension map
enln2

n1
from the linear space G(Nn1) to the linear space G(Nn2) by enln2

n1
(g) :=

∑

m∈Nn1
g(m)|[· −m]||[m]|/|[·]|, then MuHyn2 ◦ extn2

n1
= enln2

n1
◦MuHyn1, and

time-consistency is equivalent to (∀n1 ≤ n2) enln2

n1
(Sn1) = Sn2 ∩ enln2

n1

(

G(Nn1)
)

,
which is in turn equivalent to (∀n1 ≤ n2)Hn1 = Hn2 ∩ Vn1

(ΣX ). The time-
consistency condition is most elegantly expressed using frequency representa-
tions.

We call the family Rn, n ∈ N0 time-consistent, coherent and exchangeable
when each member Rn is coherent and exchangeable, and when the family Rn,
n ∈ N0 satisfies the time-consistency requirement.

We can generalise the concept of Bernstein coherence given in Definition 4
to sets of polynomials of arbitrary degree:
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Definition 5 (Bernstein coherence). We call a set H of polynomials in
V (ΣX ) Bernstein coherent if it satisfies the following properties: for all p, p1,
and p2 in V (ΣX ) and all real λ > 0,
B1. if p = 0 then p /∈ H;
B2. if p is such that bnp > 0 for some n ≥ deg(p), then p ∈ H;
B3. if p ∈ H then λp ∈ H;
B4. if p1, p2 ∈ H then p1 + p2 ∈ H.

We can replace B1 by the following requirement, equivalent to it under B2–B4:
B5. If p is such that bnp ≤ 0 for some n ≥ deg(p), then p /∈ H.

This type of Bernstein coherence is again very closely related to coherence,
the only difference being that not all positive polynomials, but rather all polyno-
mials with some positive Bernstein expansion are required to belong to a Bern-
stein coherent set. Bernstein coherence is a special case of the general concept
of coherence relative to (K, C), discussed in Section 2, where K := V (ΣX ) and
C := V+(ΣX ) :=

{

p ∈ V (ΣX ) : (∃n ≥ 0)bnp ≥ 0
}

is the convex cone of all poly-
nomials with some non-negative Bernstein expansion. We also denote the set
D(V (ΣX ),V+(ΣX ))(ΣX ) of all Bernstein coherent subsets of V (ΣX ) by DBe(ΣX ).

We are now ready to formulate our Infinite Representation Theorem, which
is a significant generalisation of de Finetti’s representation result for countable
sequences [3]. A similar result can be proved for coherent lower previsions [2].

Theorem 4 (Infinite Representation). A family Rn, n ∈ N0 of sets of de-
sirable gambles on Xn, with associated count representations Sn := MuHyn(Rn)
and frequency representations Hn := Mnn(Rn) = CoMnn(Sn), is time-consistent,
coherent and exchangeable iff there is some Bernstein coherent set H of poly-
nomials in V (ΣX ) such that, for all n in N0, both Sn = (CoMnn)−1(H) and
Rn = (Mnn)−1(H), and in that case this H is uniquely given by H =

⋃

n∈N0
Hn.

We call H the frequency representation of the coherent, exchangeable and time-
consistent family of sets of desirable gambles Rn, n ∈ N0.

Updating and infinite representation Suppose we have a coherent, ex-
changeable and time-consistent family of sets of desirable gambles Rn, n ∈ N0,
with associated count representations Sn := MuHyn(Rn) and frequency represen-
tation H :=

⋃

n∈N
Hn with Hn := Mnn(Rn). Now suppose we observe the values

x̌ of the first ň variables. It turns out that updating becomes especially easy in
terms of the frequency representation.

Theorem 5. Consider a coherent, exchangeable and time-consistent family of
sets of desirable gambles Rn, n ∈ N0, with associated frequency representation H.
After updating with a sample with count vector m̌ ∈ N ňX , the family Rn̂⌋m̌,
n̂ ∈ N0 is still coherent, exchangeable and time-consistent, and has frequency
representation H⌋m̌ := {p ∈ V (ΣX ) : Bm̌p ∈ H} .

Independence: iid sequences We can use Theorem 5 to find an intriguing
characterisation of a sequence of independent identically distributed (iid) ran-
dom variables X1, . . . , XN , . . . assuming values in a finite set X . This is an
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exchangeable sequence where learning the value of any finite number of vari-
ables does not change our subject’s beliefs about the remaining, unobserved
ones. This is the case iff the frequency representation H of the sequence satisfies
(∀ň ∈ N0)(∀m̌ ∈ N ňX )H⌋m̌ = H. This is equivalent to (∀ň ∈ N0)(∀m̌ ∈ N ňX )
(

∀p ∈ V (ΣX )
)

(p ∈ H ⇔ Bm̌p ∈ H), and also to H = V+(ΣX )H, which is

shorthand for
(

∀p ∈ V (ΣX )
)(

∀p+ ∈ V+(ΣX )
)

(p ∈ H ⇔ p+p ∈ H).

Bernstein natural extension The intersection of an arbitrary non-empty
family of Bernstein coherent sets of polynomials is still Bernstein coherent. This
is the idea behind the following theorem, which is a special instance of Theorem 1
with K := V (ΣX ) and C := V+(ΣX ).

We denote by V+
0 (ΣX ) the set of all polynomials on ΣX with some posi-

tive Bernstein expansion: V+
0 (ΣX ) =

{

p ∈ V (ΣX ) :
(

∃n ≥ deg(p)
)

bnp > 0
}

and

by V−(ΣX ) =
{

p ∈ V (ΣX ) :
(

∃n ≥ deg(p)
)

bnp ≤ 0
}

the set of all polynomials on
ΣX with some non-positive Bernstein expansion. Moreover, we say that a set A of
polynomials avoids Bernstein non-positivity if no polynomial in its positive hull
posi(A) has any non-positive Bernstein expansion, i.e. posi(A) ∩ V−(ΣX ) = ∅;
clearly, this is the case iff A avoids non-positivity relative to

(

V (ΣX ),V+(ΣX )
)

.

We also call the
(

V (ΣX ),V+(ΣX )
)

-natural extension E(V (ΣX ),V+(ΣX ))(A) of A
its Bernstein natural extension, and denote it by EBe(A).

Theorem 6 (Bernstein natural extension). Consider A ⊆ V (ΣX ) and its
Bernstein natural extension EBe(A) :=

⋂

{H ∈ DBe(ΣX ) : A ⊆ H}. The following
statements are then equivalent:

(i) A avoids Bernstein non-positivity;
(ii) A is included in some Bernstein coherent set of polynomials;
(iii) EBe(A) 6= V (ΣX );
(iv) EBe(A) is a Bernstein coherent set of polynomials;
(v) EBe(A) is the smallest Bernstein coherent set of polynomials including A.

When any these equivalent statements holds, then EBe(A) = posi
(

V+
0 (ΣX ) ∪A

)

.

Exchangeable natural extension for infinite sequences To finish this dis-
cussion of exchangeability for infinite sequences of random variables, we take up
the issue of deductive inference, and introduce exchangeable natural extension.

Suppose we have an assessment consisting of a set An of desirable gam-
bles on Xn for each n in N0. We are looking for the (element-wise) smallest
coherent, exchangeable and time-consistent family Rn, n ∈ N0 that includes
this assessment in the sense that An ⊆ Rn for all n in N0, or equivalently
⋃

n∈N0
Mnn(An) ⊆

⋃

n∈N0
Mnn(Rn) =:H, a condition formulated in terms of the

frequency representation H of the family Rn, n ∈ N0.

Theorem 7. Consider an assessment consisting of the sets of desirable gambles
An on Xn for each n in N0, and the corresponding set of ‘desirable’ polynomi-
als A :=

⋃

n∈N0
Mnn(An). There is a coherent, exchangeable and time-consistent
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family Rn, n ∈ N0 that includes this assessment iff A avoids Bernstein non-
positivity. In that case EBe(A) is the frequency representation of the (element-
wise) smallest coherent, exchangeable and time-consistent family that includes
this assessment.

5 Conclusions

Modelling an infinite exchangeability assessment using sets of desirable gambles
is not only possible, but also quite elegant. Our Infinite Representation Theo-
rem reduces reasoning about infinite exchangeable sequences to reasoning about
(polynomials of) frequency vectors. This automatically guarantees that, next
to the exchangeability of finite subsequences, time-consistency of these subse-
quences is satisfied. The representation for the natural extension and for updated
models can be derived directly from the representation of the original model.
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