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ABSTRACT

The latest video coding standard (Wiegand, 200326#AVC, uses variable block sizes
ranging form 16x16 to 4x4 to perform motion estiimatin inter-frame coding and a rich set of
prediction patterns for intra-frame coding. Themohust RDO (Rate Distortion Optimization)
technique is employed to select the best codingenzodl reference frame for each macroblock.
As a result, H.264/AVC exhibits high coding effisy compared to older video coding
standards [2, 3] and shows significant future peanin the fields of video broadcasting and
communication. However, high coding efficiency alsarries high computational complexity.
Fast mode decision is one of key techniques tdfgigntly reduce computational complexity for
a similar RD (Rate Distortion) performance. Thiggter provides an up-to-date critical survey of
fast mode decision techniques for the H.264/AVQidtad. The motivation for this chapter is
twofold: Firstly to provide an up-to-data reviewtbe existing techniques and secondly to offer
some insights into the studies of fast mode detitdohniques.

Keywords — survey, video coding standard, H.264/AVC, fastde decision, Rate Distortion
optimization, skip mode, intra mode, inter modéaifinter mode selection

1. INTRODUCTION



The H.264/AVC video coding standard is the newddeo coding standard which is
proposed by JVT (Joint Video Team). A number of ndesign features are adopted in this
standard which significantly improve the rate distm performance as compared to other
standards. These features include variable blogk sind quarter sample accurate motion
compensation with motion vectors even outside péctooundaries, multiple reference frames
selection, decoupling of referencing from displagies for flexibility and removal of extra delay
associated with bi-predictive coding, bi-predictipietures to be used as references for better
motion compensation, weighted offsetting of prddictsignals for coding efficiency in scenes
including fades etc, improved “skipped” and “difestode inference for better RD performance
in video sequences containing neighboring macrdsl¢of the same scene object) moving in a
common direction etc. H.264/AVC further allows ditienal edge extrapolation in intra coded
areas for improving the quality of the predictiognal and allowing prediction from neighboring
areas that are inter coded, in-loop de-blockintgrfilor removing compression artifacts as well as
providing better quality reconstructed signals fembsequent motion compensation, and
hierarchical block size transforms that enable aigmwith sufficient correlation to use longer
basis functions than 4x4 transforms. There are @lsuisions for embedded processors such as
exact match inverse transforms for “drift free” dded representations and finally the standard
provides advanced entropy coding techniques suclCA¢LC (Context Adaptive Variable
Length Coding) and CABAC (Context Adaptive BinaryitAmetic Coding) which are also
present in the H.263 and JPEG2000 standards.

However, the improvements in the RD performance eonith significant complexity
increases. These new features not only increaseothplexity of H.264/AVC encoders but also
of the corresponding decoders. Variable block gizetion estimation and compensation,
Hadamard transform, RDO mode decision, displacemextbr resolution and multiple reference
frames are the main H.264/AVC encoding tools whitirease the complexity of H.264/AVC
encoders. In (Ostermann, 2004) an analysis of dheptexity increase in the H.264/AVC video
coding standard is presented and compared with iquevstandards. The significant
computational complexity makes it very difficult tase the standard as it is in real-time
applications. Reducing the complexity without delimg RD performance thus becomes a critical
problem.

In order to understand the complexity of H.264/A\flore clearly, an experiment of
complexity analysis is performed here. The Intel®ivie™ Performance Analyzer7.0 is used in
this work as the evaluation tool to evaluate thiéwsre performance and obtain the complexity
profile of an H.264/AVC encoder. In this experimethie Foreman sequence (100 frames, QCIF
(Quarter Common Intermediate Format) format, Basgtirofile) is encoded on an Intel Pentium-
4 3.09GHz PC with 768 MB memory and using the Miofo Windows XP operating system.
Figure. 1 shows the complexity proportion of diffiet encoding modules in the H.264 JM8.1
[21] reference encoder.
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According to Figure 1, the most time-consuming nieslof the H.264/AVC encoder are
Motion Estimation, Interpolation, SATD (Sum of Alhste Transformed Differences), and DCT
(Discrete cosine transform) which are all relatedhte RDO based motion estimation and mode
decision. Because mode decision covers all these depects, a good fast mode prediction
algorithm for H.264/AVC is a promising way to redufie complexity of video encoders.

The relation between complexity reduction and seamlideo communication can be best
described by using Figure 2 (Hsu 1997) below:
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Figure 2: Time delay diagram of a video communaragystem




The total delay of the system is the sum of thayeln the encoder, decoder buffers and the
channel delay. Evidently, there needs to be a balamong the rates of filling the encoder buffer
with bits, emptying it to the channel, filling thdecoder buffer with bits and emptying it for
playing a specified number of video frames/sec.otputationally intensive encoding process
will result in disturbing this balance since it Wieduce (drastically) the rate of filling up the
encoder buffer. This in turn will result in redugithe frames/sec at the decoder end, thus
producing a non smooth visual experience (videbagipear jerky or frozen at periods). It can be
easily deduced that techniques to reduce the campual load at the encoder would restore the
rate balance between different components of a agmuation system and thus enhance the end
user experience. Provided that the relationshipsd®n the buffer sizes and the rates in different
parts of the system are upheld, reduced computmiques may also imply more frames/sec,
thus smoother visual experience at the decoderlarttie context of H264 AVC, most of these
technigues are mode decision techniques whichemerithed and analyzed in this chapter.

The necessity of computational complexity reducfimmusing video on mobile handsets can
be evidenced from the fact that consumers incrghsimant, and expect their mobile devices to
capture and playback HD video without adverselydotimg battery life. Handset developers
have a range of video codec options to satisfy ¢hissumer demand such as fully customized
hardware blocks integrated into system-on-chip (Sd€signs, optimized software codecs
running on enhanced-instruction set RISC or DSRg®sors, or software running on standard
processor cores, like ARM 9 or ARM11. In order ®dble to bring high-definition video to the
hands of users, mobile device designers must ggithie power consumption of all components.
Therefore, minimizing the maximum power consumpfiigmire of a chip often concentrates on
finding the most power-efficient way to implementl@o processing algorithms. Again in the
context of H264 AVC, most of these power efficisahemes are hardware solutions combined
with the software mode decision techniques whiah described and analyzed in this chapter.
This combination is a classical case of hardwafeyaoe co-design.

This chapter is organized as follows: Section Zgia brief overview of the mode decision
mechanism of H.264/AVC and focuses both on RDO damed on low complexity mode
decision preliminariesSection 3 focuses on speeding up RDO based modsatetechniques. It
presents, analyses and compares skip/direct, intes,and selective inter/intra schemes. Section
4 concludes the paper and presents future resdmetttions.

2. MODE DECISION IN H.264/AVC

Macroblocks in H.264/AVC standard have many moatedidates due to variable block size
motion estimation and directional intra modes. @guently, some criteria need to be used to
decide which candidate mode is the best one forctireent macroblock. The H.264/AVC
standard suggests two mode decision schemes fadenca high-complexity mode decision,
also known as Rate Distortion Optimised (RDO) basedie decision, and a low-complexity
mode decision. Compared to the low-complexity mddeision, RDO-based motion estimation
and mode decision improves PSNR (Peak Signal-teéNBiatio) (up to 0.35 dB) and bit rate (up
to 9% bit savings) but also comes at the costgrfiicant computational complexity for common



test video sequences. In the rest of this sectionvil briefly introduce these two mode decision
schemes.

2.1 RDO Based Mode Decision for H.264/AVC

In the high complexity mode of the H.264/AVC stard] the macroblock mode is chosen by
minimising the Lagrangian function:

J(s ¢ MODH QRA,o0e )= SSD,s,c MODE QPA,oe * (R s ¢ MODE | (1)

In the above equation, J denotes the cost funetimhis dependent on s (the original signal
macroblock), ¢ (the reconstructed signal macroblesid MODE (selected from a set of modes

as explained later). J is found for a given QP (@iaation Parameter) anﬁlMODE (the Lagrange

multiplier for mode decision). SSD is the sum of #guared differences between the original
macroblock and its reconstruction with QP andsbalepends on the original and reconstructed
macroblock, as well as the mode decision (MODE).

Finally, the rateR(SC MODE | QP) depends on the original and reconstructed maarkblo

with QP, as well as the chosen MODE, and refldotsrtumber of bits produced for header(s)
(including MODE indicators), motion vector(s) andefficients. It is worth mentioning that an

encoder is free to calculate this rate by eitheasugng or by estimating it. In RDO mode, the
reference encoder will actually measure it, in pthierds, it will code the current macroblock up
to and including entropy encoding

In equation (1), MODE is chosen from the set ofptitil prediction modes as follows:
For Intra slices: \ODED{ INTRA*4, INTRE6*16} 2)
For P slices: {single reference forward or backwanetiction}
MODEO{INTRA*4, INTRA6*16, SKIP MODE 16*16, MODE_16*8(3)
MODE _8*16,MODE _8*8}
For B slices: {bi-directionally predicted slices}

MODEL{ INTRA*4, INTREKS*16, DIRECT MODE16*16, MODE16*8
MODE_8*16, MODE _8*8}

DIRECT mode is particular to the bi-directionallyedicted macroblocks in B slices, while
SKIP mode implies that no motion or residual infation will be encoded (only the MODE
indicator is actually transmitted).



In the above mode sets, any mode with the prefikRN will result in encoding the spatially
predicted signal rather than its temporal residwhile any mode with the prefix MODE_ refers
to inter modes. Furthermore, when MODE is equdN{bRA4*4 or INTRA16*16, the best intra
mode for each case is chosen through evaluatidheofunctional of equation 3-12 with mode
choices from the following sets:

INTRA*4[1{ DG HORIZONTAL VERTICAL DIAGONAL DOWN RIGHT
DIAGONAL_ DOWN _ LEFT VERTICAL LEFRT VERTICAL RIGK5)
HORIZONTAL_ UR HORIZONTAL DOWN

INTRAL6*16[1{ DG HORIZONTAL VERTICAL PLAN (6)

A similar functional minimisation results in theaibe of the best 8*8 mode for P and B slices
from the following set:

MODE_ 8*80{INTER 8+*8, INTER 8*4, INTER4*8, INTER4*4  (7)

Any mode with the prefix MODE_ in equations (3,4daNTER_ in equation (7) assumes
that the best motion vector is known for this made implies functional minimisations for each
candidate motion vecton = (m m ) inside the search window of the form:

x1 'y

J(M Ayorion) = Dorp(S € M)+ Ayorion™ R Mk (8)

whereA is the Lagrange multiplier for motion estimatiqs(
MOTION Py py)

is a predicted
motion vector andR(m-p)is the number of bits for encoding motion residuatly. The rate term
is computed from a look-up table, while the distwrtterm D, (S c(m))depends on the
original signals and the reconstructed best matcthat in turn depends on the candidate motion

vectorm. It has to be noted that the choice)Pf in equation (8) is affected by the choice of
MOTION

the distortion metric.

Once the best 8*8, INTRA4*4, INTRA16*16 modes amuiid, the minimal cost for the
macroblock is evaluated by looping through theedéhnt mode possibilities (equations 3, 4).

A straightforward mode decision complexity assesgnfer a 16*16 macroblock (luma
component only) reveals that we need 144 cost atiahs for the best INTRA4*4 mode. Adding
4 more evaluations for the INTRA16*16 case, 16 morethe best 8*8 inter mode and 7 more
for selecting the minimal cost among all modes Itesan 148 evaluations for macroblocks in
Intra slices and 171 evaluations for macroblock$inr B slices. Coupled with similar cost
evaluations for the chroma components and the tfatt our complexity assessment did not
consider evaluations for the best motion vector depend on the size of the search window and
on the sub-pixel accuracy, clearly shows that ttmdendecision process is computationally
intensive.



2.2 Low-Complexity Mode Decision

In the low-complexity mode decision scheme, tleekldifference between the prediction for
each candidate mode and the block to be encodrdciglated in the first step. In the second step,
this block difference is either transformed to gt value using the Sum Absolute Transformed
Difference (SA(T)D) or the absolute values are dalied and summed for each block location
using the Sum of Absolute Difference (SAD) metilhe transform used for SA(T)D is the
Hadamard transform. In any case, a set of predioitidl values for SA(T)D is then calculated
in the third step by using quantisation paramedacsbit usage estimates for motion vectors
(magnitude + labels). Finally, the minimum SA(T)RPis chosen as shown in the flow-chart of
Figure 3.
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Figure 3: Flow Chart of Low Complexity Mode Decisio

Low complexity mode decision uses SA(T)D which irt#@s only subtraction and a simple
convolution to represent the distortion term. #oalises SA(T)P which only includes the table
look up computation to find the bit rate term. NaCT) IDCT (Inverse Discrete Cosine
Transform) and entropy coding are included in thve tomplexity mode decision scheme, which
implies much lower computation as compared with high complexity scheme. The average



execution time of low-complexity mode decision iy 7% of that of high-complexity mode

decision. However, low-complexity mode decisione®san average of 0.48dB in PSNR
compared to the RDO based mode decision. In tHewimig sections, unless we mention low-
complexity mode decision explicitly, mode decisioeans RDO based mode decision.

3. SPEEDING UP RDO BASED MODE DECISION IN H.264/AVC

As explained before, the RDO based mode decisioa very computationally intensive
process due to the multiple motion estimations Iwvea. This fact inspired a variety of fast mode
decision techniques to be developed for reduciegcttimputational complexity, while retaining
similar rate distortion performance. In this segtithe most important four categories of fast
mode decision techniques — fast skip/direct modst fnter mode, fast intra mode and fast
intra/inter mode—will be discussed. Inside eaclegatty, different mode decision approaches
will be presented and compared. The comparisonk emiible us to better understand the
assumptions, advantages and limitations of thegmaphes.

3.1 Fast Skip/Direct Mode Decision Techniques

In some prior standards, for example H.263+, gmd macroblock is defined as a
macroblock with zero Motion Vector and zero QuasdiZransform Coefficients. A significant
proportion of macroblocks are skipped (not coded}ticularly in low-motion sequences and/or
at higher quantizer step sizes (and hence loweates#). The difference between prior standards
and H.264/AVC is that in prior standards, a skippeda of a predicted slice was assumed
stationary, while in H.264/AVC a predicted motioector derived directly from previously
encoded information is used in skipped areas.

C. Grecos and M.Y Yang (2005) presented a fast skigle decision technique based on
spatio-temporal neighborhood information. The ideabased on the observation (which is
particularly evident in slow moving sequences) thatareas of a slice consisting of macroblocks
in SKIP mode, slowly change over time. If the médocks on the top and left of the one to be
encoded in the current frame and the macroblockshernright and bottom of the co-located
macroblock in the previous frame are all in skipdeothen this mode pattern can be a good
indication that the current macroblock can be séihplo strengthen the accuracy of the skip
mode prediction, the authors also add an extraitondthat the SAD between the current
macroblock and its co-located one should be leaa the average SAD among the skipped
macroblocks in the reference picture and their coated predictors. The proposed scheme
predicts SKIP modes without any motion estimatiohiolvr can significantly reduce the
computational complexity.

A.C.W. Yu, G. R. Martin and H. Park (2008) proposedovel skip mode detection technique
based on three layers. Considering that skip mémrké tend to occur in clusters (in a similar
idea to (Grecos, 2005), spatial and temporal slipgerinformation is used in the first layer. If the
co-located macroblock in the reference frame deadt one of the upper or the left macroblock
of the current macroblock in the current framenisskip mode, the current macroblock passes



through the first layer. Otherwise the current robtwck can not be predicted as SKIP mode
directly. In the second layer, if the SAD betwed&e turrent macroblock and its co-located
macroblock in the reference frame is smaller thamadaptive threshold (the average SAD of the
available skipped neighbors and their collocateelsan the first layer), the current macroblock
can be considered as a potential SKIP mode maakb@therwise the current macroblock can
not be predicted as SKIP mode. A fast transforrmtjped implementation based on (Malvar,

2003) is used in the third layer to detect whetilequantized coefficients of SATD between the

current and co-located macroblocks are zeros. Ijrthk current macroblock is in SKIP mode if

it passes through all the three layers. The authmmiside the quantization parameter and the
integer transform in the mode decision process lwhiakes their work robust, however they do
not consider motion information.

C.S. Kannangara et. al. (2006) also proposed actowmplexity SKIP mode decision scheme.
The SKIP mode RD cost of the current macroblock lmarcalculated based on predicted motion
vectors without performing any motion estimatioheTbest inter mode RD cost can be predicted
through a model based on local sequence stat@stit$or a given Lagrange multiplier parameter.
This model requires no motion estimation eithere Harly SKIP mode detection is made by
comparing the two RD costs. The achievable comioutalt savings for typical video sequences
are in the range of 19%-67% in the baseline prafitthout significant loss of rate-distortion
performance as compared to the standard. The expets show that the technique achieves very
similar Rate Distortion performance with the lowrgadexity mode of H.264/AVC

A Bayesian framework for fast SKIP mode decisioprigposed by M. Bystrom, |. Richardson
and Y. Zhao (2008). The RD cost difference, whickhie difference between the RD costs of the
SKIP mode and the best other mode, is used ascandiisator. This difference depends on the
QP and the frame content activity and its modelimgrobabilistic. Firstly, the conditional
probability density functions (PDF) of the RD cafifference are modeled for a set of training
sequences at different bit rates. These PDF arsurezhfor the SKIP mode and the other modes.
The model of RD cost difference for the SKIP mosesimulated by a Gaussian PDF and the
model for other modes is simulated by a Rayleigh-PDhe final RD cost difference can be
calculated using Maximum Likelihood (ML) and Maximua Posteriori (MAP) algorithms based
on these conditional PDFs and the priori probaédiof the SKIP and other modes. The a priori
probabilities of SKIP and other modes can be catedl as the average frequency of SKIP and
other modes in previous frames. Alternatively aklop table, from where the a priori
probabilities can be indexed, can be built basedhenvideo content activity factor and QP.
Compared with (Jeon, 2003), this work can achie2#-58% more time savings with average
0.04dB PSNR decrease and 0.15% bit rate increamgevtr, the performance is dependent on
the range of content for the training set, the ey of modeling and even the sequence
resolution. For example, comparing with (Jeon, 2003the particular case of mobile video
sequences, 13% less time saving is attained witBd® PSNR decrease and 2.75% bit rate
increasing.

A fast SKIP mode decision technique which resuitedontributions to the standard, is the
work of Jeon et al. (Jeon 2003). According to thisk, a macroblock can have SKIP mode in the
baseline profile, when the following set of founditions is satisfied:



1) The best motion compensation block size far thacroblock is 16x16
(MODE_16*16)

2) The best reference slice is the previous slice

3) The best motion vector is the predicted motiector (regardless of this being a zero
motion vector or a non-zero one)

4) The transform coefficients of the 16x16 bloidesare all quantized to zero.

This set of four conditions is non sufficient dwethe assumption that the mode with the
lowest RD cost is the inter MODE_16*16 (conditiopy Which may be true or not. If it is true,

then we can safely say that the macroblock cankipped sinceJ, ., < J,,ooe 1616 fOF the

same motion vectors as condition 3, thus makindgslKE> mode the chosen one due to its lowest
cost. If the first condition above is not true thbuthe algorithm will miss-predict macroblocks
as skipped and the RD performance will suffer. Timportant point here is that although
condition 1 makes the set of the above conditiams sufficient for SKIP mode decision, it is
“good enough” (dependent on the video content afs®). So in order to predict SKIP mode, the
approach described in (Jeon, 2003) only needsrforpe motion estimation for the 16x16 mode
and thus motion estimation for the remaining mgges can be saved if the above conditions are
satisfied. Experimental results show that the psegaomethod results in time savings of 15% on
the average without any noticeable RD performamnss las compared to the standard. The
proposed technique cannot achieve very signifitiam savings since motion estimation is still
performed for MODE_16x16, however good RD perforogaiis retained due to the use of
sufficiently accurate temporal information from tinetion estimation step.

J.Lee, B Jeon et al (2004) also presented similzais to predict direct mode for B slices. A
macroblock is predicted as having SKIP mode when fthlowing set of two conditions is

satisfied:

1) The reference slices and the motion vectoedlae same as the ones decided under the
DIRECT mode.

2") The transform coefficients of the 8x8 sub-Ikeof this macroblock are all quantised to
zero.

With the same reasoning as above, we can obseavéehin set of conditions for SKIP mode
decision in the B slices of the main profile is refficient either. This is due to the fact that no
motion compensation takes place as can be seeoniditions 1' and 2' and it is implicitly
assumed that the DIRECT_16*16 mode is the one with minimal cost. If true, the RD
performance is not hampered, otherwise it is. Q@mil’ in fact enforces the mode of the sub-
blocks to be DIRECT_8*8 and the mode of the wholacmblock to be DIRECT_16*16.

Furthermore, JSK,p<JMODE_16*16 for the same motion vectors and reference slices f

condition 1’, clearly implying that the macroblocin be safely skipped. The reader should note
that in contrast to the baseline profile, thereadsually no assumption in terms of the best
reference slice for the SKIP mode detection inBtadices of the main profile. From the design of
the standard, the DIRECT and SKIP modes both hhgesame reference slices and motion
vectors, while they are different only in the fatat the SKIP mode needs to have all quantised
coefficients in the 8x8 sub-blocks equal to zerbjlevsome coefficients are not zero for the
DIRECT mode (condition 2’). Theoretically, conditi®’ is a relatively strong one in terms of
skipping, since the likelihood of having non zeaefficients in a larger block size (16x16) is



very small. Time savings of 52% on the averagebmaachieved with an average PSNR decrease
of 0.01db and average bit rate increase of 0.26&brpared to the standard.

In summary, the above analysis shows that SKIPHUR modes are especially useful for
low bit rate coding. Early detection of these modmm lower the encoder complexity
significantly (roughly in the order of 20% - 60%)ithv only small losses in quality. Most
SKIP/DIRECT mode decision techniques exploit terapoand spatial neighbourhood
information in combination with adaptive thresholt#owever, to reduce the impact on the RD
performance, such methods should incorporate theal@Pthe fact that SKIP/DIRECT modes
have an inferred motion vector in H.264/AVC, sonmagtthat is often omitted.

3.2  Fast Inter Mode Decision techniques

X. Jing and L. Chau (2004) propose a fast intedendecision method which only depends
on the pixel based Mean Absolute Difference (MADgtrit between the current and previous
frames. The main idea is to use large blocks fooam areas and small blocks for areas
containing complex motions. If the MAD between th@rent and co-located macroblocks is
smaller than the weighted Mean Absolute Frame Biffee (MAFD) between the current and
previous frames, large mode types {MODE_16*16, MOD&*8, MODE_8*16} are chosen.
Otherwise all mode types are examined. The disadgarof this algorithm is that the weighting
used in the MAFD metric is based on the QuantimaRarameter (QP). This implies that initial
offline training is needed for relating the weights QPs for every sequence. Furthermore
generalizing the use of these weights to arbitseiguences is likely not to perform optimally due
to differences in motion characteristics, thus mgkhis algorithm not very practical in real time
applications. The proposed algorithm can obtairtaug8% computational savings with similar
rate distortion performance to the standard foaréety of test sequences.

A. Chang (2003) proposes another algorithm whichsupixel based Sum of Absolute
Difference (SAD) information to predict inter modékthe texture undergoes an integer-pixel
translational motion, the texture will look exacthe same in the two consecutive frames and it
can be predicted perfectly by integer-pixel motestimation. If the edges of the texture have a
half-pixel or quarter-pixel offset, they may be told thus sub-pixel motion estimation will be
important. The SAD of the MODE_16*16 is calculaigter integer-pixel motion estimation. If
this SAD is smaller than an adaptive threshold thase the average SAD of the macroblocks
having MODE_16*16 as their best mode, the curreatnmblock is assumed to have integer-
pixel translational motion and MODE_16*16 is chosenthe best mode. Otherwise, the current
macroblock may have a half-pixel or quarter-pixbet. If MODE_16x16 is the best mode,
texture analysis and segmentation will be subsdtyuparformed on the best match to potentially
refine the best mode to MODE_16*8 or MODE_8*16.wéwer, (Chang, 2003) only considers
three coding modes namely MODE_16*16, MODE_16*8 aM@®DE_8*16 which may be
limiting in cases where more refined mode decissonequired for improved RD performance
due to motion characteristics of sequences. Theowgments in RD come of course to the
expense of CPU/ run time savings. By considerinly three modes, 40.73% run time savings
can be achieved with 0.04dB PSNR degradation a®2P0.bit rate increase as compared to the
standard.



Motion vector information is used by (Ahmad, 20@@ predict inter modes. This algorithm is
based on the principle of 3D recursive search dlgor (Haan, 1993) which provides a fast,
convergent and highly accurate motion vector ptai¢c taking into account the total cost of
some modes in the previous and current framestdthecost of a mode is defined as the cost of
the mode itself plus the motion vector cost fort theode. The motion vector cost in turn is
calculated using Lagrange multipliers and motiootee magnitudes. Candidate modes for total
cost calculations are chosen from the modes oflgfietop, and top-left macroblocks of the
current one and the macroblock which is two rowswmand one column right of the collocated
macroblock in the previous frame. The mode with iieimal total cost is chosen as the best
mode for the current macroblock. Using this aldonf a maximum increase of about 15% in
bitrate is achieved at the same quality compardh standard. Evidently, the increase in bitrate
is significant at the same quality and thus affeetgatively the RD performance.

K.P.Lim et. al (2003) propose a new algorithm ahltbomogeneous regions detection” to
classify the inter modes into groups. It is obsdret in non-deforming, smoothly moving video
sequences, the smooth regions of video objects together. One of the main reasons for using
variable block sizes in H.264/AVC is to represemtion of video objects more accurately. Since
homogeneous regions tend to move together, homogenielocks in the frame should have
similar motion and should not be further split istoaller blocks. A region is homogeneous if the
texture in the region has very similar pixel valugs some macroblocks which are homogeneous
could belong to a specific subset {MODE_16*16, MOOE*8, MODE_8*16} of modes, and do
not need to be motion estimated for the rest of tfeles. The authors use the edge map
computed in the fast intra mode decision technigfu@an, 2003) to decide which macroblocks
belong to homogeneous regions. If the current nidocl is homogeneous, its mode belongs to
the set {MODE_16*16, MODE_16*8, MODE_8*16}, othersé all modes are tested. The results
show a speed up of 30% in run times with a maxinofi®08dB PSNR decrease and a maximum
of 1.44% bit rate increase as compared to the atdndHowever, this algorithm needs a fixed
threshold to decide which macroblock is homogeneand thus will not be very suitable for
different video sequences.

D. Zhu (2004) uses a 7-tap filter on horizontal asdtical directions of the original and
reference images respectively to get down-sampkatl resolution small images. The mode
selection method of (Lim, 2003) is used to get tadeprediction mode candidates in small
images. This set of mode candidates is then mappediother set of mode candidates for the
current macroblock in the original image. Becausgion estimation is performed in small
images, a small set of mode candidates is chosgthas a lot of time savings can be achieved.
The experimental result shows that this algorittan ceduce by nearly 50% the encoding time
with PSNR reduction of about 0.2dB as compareti¢cstandard.

C. Grecos and M. Y. Yang (2007) extend (Lim, 2008 the error domain. The basic idea
can be summarized as follows: Video objects in ecntve frames are not always deformed or
divided. They may be still or just change locatibanslationally, especially for slow motion
video sequences or for the slow motion frame paftdast video sequences. In terms of
computational speed ups, there is potential midiptien of modes in macroblocks of those areas
from spatial only mode decision techniques sucfiLas, 2003). This occurs in the cases where
these macroblocks have high spatial detail anduab svill be assigned smaller size modes,



whereas by examining error characteristics thesgahlocks can be assigned larger size modes.
Similarly with (Lim, 2003), the authors check horeagity but in the error domain. A novel
concept of the “moving average sum of amplitudesedfie error vectors” is exploited for
designing adaptive thresholds, which makes (Gre2@@7) suitable not only for the slow motion
video sequences but also for the fast motion veismuences. BDPSNR (Bjontegaard Delta Peak
Signal-to-Noise Ratio) and BDBR (Bjontegaard DelBit Rate) (Bjontegaard, 2001)
recommended by JVT are used as metrics to meabkargdrformance difference between
methods. Experimental results show that comparegd (kim, 2003), the algorithm gains an
average of 12% time savings for the baseline grafith BDPSNR average reduction of 0.04dB
and BDBR average increase of 0.43% for the simpdéile. For the main profile, a BDPSNR
average reduction of 0.03dB and BDBR average isered 0.07% are observed depending on
motion characteristics.

Cost comparisons based on the SATD metric have bget in (Kim, 2004; Tanizawa, 2004)
for fast mode decision. The basic idea comes frapements showing that there is a strong
relationship between the costs of low complexitydmdecision and the costs of RD based mode
decision. In the above algorithms, three most prttbanodes with lowest costs in low-
complexity mode decision are chosen for high comifylanode decision. The disadvantage of
these schemes is that mode candidates are knownaftel all motion estimation has been
performed for the low complexity case, thus onlyt pd the mode decision process can be saved
time-wise. About 80% of execution time of RD bassolle selection can be saved for an average
PSNR loss is 0.07dB as compared to the standard.

A fast inter mode decision algorithm is propose¢zhou, 2004) by exploiting the correlation
of J costs. The basic idea of this algorithm ig ththe cost of larger block-size modes is higher
than the cost of the current block-size mode, therbest mode of current macroblock cannot be
of a larger block-size. Meanwhile, if the cost asraaller block-size mode is higher than that of
current block-size mode, then best mode of cummeadroblock cannot be of a smaller block-size.
A similar idea has been used in (Yin, 2003) whistbased on the monotonicity of the error
surface as another way to group the modes. The ewdace is built initially by 3 modes:
MODE_16*16, INTER_8*8 (the entire macroblock is exaed using only 8x8 partitions which
means four 8x8 sub-blocks for this macroblock), INRT 4*4 (the entire macroblock is examined
using only 4x4 partitions which means the entirecmoblock is partitioned equally into sixteen
4x4 sub-blocks). If the error surface is monotorif@t is if J(16x16) < J(8x8) < J(4x4) or
J(16x16) > J(8x8) > J(4x4) where J denotes a cwsttion, only modes (block sizes) between the
best two modes are tested. If not, all other mauesd to be tested. The order of motion
estimation suggested by the H.264/AVC standard@D¥_16*16, MODE_16*8, MODE_8*16
and MODE_8*8. And then in each 8x8 sub-block, mmtiestimations of INTER_8*8,
INTER_8*4, INTER _4*8 and 4x4 are performed one lyeoln this structure, best motion
vectors of neighbor sub-blocks can be utilized riedjet the predicted motion vector (the initial
position for motion estimation) of current sub-tkoklowever in (Yin, 2003) the order of motion
estimation for different partition block size isattged which will introduce complexity and will
affect negatively the RD performance.

B. G. Kim (2008) proposed a fast inter mode denisadgorithm based on the temporal
correlation of mode information for P slices. IretBlow motion video sequences, the mode



information in the previous reference slice is hjgborrelated with the mode decision in the
current slice. Experimental test shows that if tleelocated macroblock is in skip mode, the
probability that the current macroblock will be $kip or MODE_16*16 is greater than 91%.
When the co-located macroblock is in MODE_16*1@, finobability that the current macroblock
will be in skip, MODE_16*16, MODE_16*8 or MODE_8*1fodes is greater than 80%. Even
when the co-located macroblock is in MODE_16*8 o©ODBE_8+*16, the probability that the
current macroblock will be in skip, MODE_16*16, M@D16*8 or MODE_8*16 is still greater
than 70%. Due to this observation, a simple maoablmode tracking strategy is devised.
Initially, motion estimation for the MODE_16*16 performed and the best match will intersect
at most four macroblocks in the reference slices Tiost correlated macroblock of the current
one is found in the reference slice and basedsomitde type, a sub set of candidate modes is
checked initially. If the minimum J cost of candiglanodes is less than the cost of the tracked
macroblock (the most correlated macroblock in teference slice), the mode of the current
macroblock is the one that has the minimum J ci$terwise, the sub set of candidate modes is
enlarged with the co-located macroblock mode typmge intensity analysis is also used to
refine the choice of candidate modes. The authorpemed his algorithm with other three fast
mode decision algorithms (Jeon, 2003; Jing, 20Gdadslo, 2006) and showed that he can
achieve a good balance between time savings andgrRdrmance. A speed-up factor of 57% on
the average was shown, with a bit rate incremet@f% and a loss of 0.05dB as compared to
the standard.

C Grecos (2005) presented a layered inter modegiiead scheme for P slices. In the first
stage, an enhanced fast skip mode decision teahisqused. After a percentage of macroblocks
in characterized as skipped, the conditions ofr{(,J8003) are used to identify even more skipped
macroblocks in the second stage. For the remaimragroblocks (which also include a
percentage of skipped macroblocks that were nesifiad with the first two stages), (Jeon, 2003)

proposed a set of three smoothness conditionsthyf-ithe JMODE_le*16 cost of the current

macroblock should be less than the averdggDE_w16 cost of the macroblocks in this mode in

the reference frame. Secondly the co-located rbémek in the reference frame should be of skip
mode or of MODE_16*16. Thirdly, the SAD between therent and the co-located macroblock
should be less than the average SAD among thens&gie macroblocks in the previous frame
and the collocated macroblocks in the current frafm RD performance very close to the

reference encoder, (Jeon, 2003) achieves 35-58@&tied in run times and 33-55% reduction in

CPU cycles for both rate-controlled and non-ratetaled encoding. Compared to (Jeon, 2003),
gains of 9-23% in run times and 7-22% in CPU cyeesreported from the scheme of (Grecos
2005). In order to increase the time savings, Gec@ and M. Y. Yang proposed another
algorithm in (Grecos, 2006) which could be consdeas an extension of (Jeon, 2003). Their
algorithm devised three heuristics instead of thseeoothness conditions to be used for

predicting subsets of decidable modes. Firstly, jhe cost of the current macroblock
MODE_16*16

should be less than the average cost of the macroblocks in this mode in the presio
MODE_16*16

slice of the same slice type. Secondly, for all mbhlocks not satisfying the first heuristic, the

JnTer geg COSt of the current macroblock should be less tharaverageJINTER g+g COSt Of the

macroblocks in the previous slice that are neitfldpped nor were satisfied with the first



heuristic. Thirdly, the Jnooe. 1616 cost should be less thary, .. 4., for the current

macroblock. If any of these three heuristics idsfatl, a subset of candidate modes {SKIP,
MODE_16*16, MODE_16*8, MODE_8*16} is assigned toetlturrent macroblock. For the
macroblocks that are neither skipped nor belondingthe above subset of modes, the
monotonicity property (Zhou, 2004) is used to pcedven more macroblocks. For very similar

RD performance, ( 33%-90%) reduction in run times can be achieved as compteithe

standard. Compared to (Jeon, 2003; Lee, 2004)bet used as input to the standard, (Grecos,
2006) is faster by 9-23% for very similar RD perf@nce. The ideas in (Grecos, 2006) can be
implemented in both the simple and main profiles.

In (Seok, 2008), the authors propose a fast modesida algorithm using a filter bank of
Kalman filters for the H.264/AVC. The basic ideasimilar with (Jeon, 2003; Grecos, 2006). A
simplified Kalman filter that evaluates an expecRid cost for current macroblock can be built
based on the estimated RD cost for the previousahbick mode, the real RD cost of previous
macroblock mode, and the adaptation gain. In caefassify each category, the authors employ
three Kalman filters: EJa (the expected RD costalbmacroblock modes together), EJp (the
expected RD cost for all inter macroblock modes BdJi (the expected RD cost for all intra
macroblock modes). Macroblock modes can be categgbinto four classes based on these three
filters and each class contains a subset of allemodhe algorithm has two steps. Firstly the
current macroblock is encoded using some candiaeige types of each class. In the second
step, if the minimal RD cost of the current macoahkl is less than the average RD cost of the
mode types of all previously encoded macroblockéhencurrent frame, the candidate mode set
for the current macroblock is reduced. Otherwidee tandidate mode set for the current
macroblock is increased. The authors claimed engodpeed ups of about 30% with small
degradation of video quality as compared to thedsted. Since this algorithm is designed
especially for high definition video encoding, immot be used for low bit rate and/or low
resolution video sequences for two reasons. FiteByMODE_8*8 is disabled in the technique
due to the insignificant effect of the MODE_8*8 hiigh definition video in high bit rates. But
without using the MODE_8*8, the RD performance Wi degraded significantly for the low bit
rate cases. Secondly, an initial phase of collgainleast 15 macroblock modes is needed before
the estimation can be performed by using Kalmaer§l For low resolution video sequences
which are typical for video on mobile devices, tbellection time for filter evaluation is
prohibitive thus both reducing overall time savitgs more importantly potentially violating real
time constraints for bidirectional communications.

The works in (Choi, 2006; Kuo, 2006; Wang, 200®pmse fast inter mode decisions based
on the useful information extracted from the motiestimation step. B. D. Choi (2006)
contributed a scheme to jointly optimize inter madgection and ME using multi-resolution
analysis. The multi-resolution motion estimatiorsdx on the discrete wavelet transform and
modified integer transform is employed in the 4x4b anacroblock level. Different search
patterns are chosen in different bands. Subseguedlfje intensity is calculated in each band for
each 4x4 sub macroblock. Homogeneity properties fated using linear or quadrature
discriminant functions for both the 8x8 sub-macoakland 16x16 macroblock levels. Candidate
modes for the current macroblock are assigned basedhis homogeneity information.
Experiments are performed in slow and average matideo sequences. The encoding time is



reduced by 60% on average with up to 0.15 dB PSKE&tedse as compared to the standard.
However, no bit rate information is provided. Irssteof using multi-resolution motion estimation,
(Kuo, 2006) simply used a diamond search (DS) maodistimation algorithm for each 4x4 block
of the current macroblock. Sixteen motion vect@ted the seed motion field are collected after
DS. The Bhattacharyya distance is calculated tosmreathe separability of motion field
classification. If the seed motion field is sep&ealnaximum likelihood classification based on
the motion vectors distribution is employed to findhich mode is most likely from the set
{MODE_16*16, MODE_16*8, MODE_8*16, MODE_8*8}. If th motion field not separable,
the predicted RD costs are calculated using thd sesion vectors and the seed motion vector
which gives the minimal cost is set as the seaettter for motion refinement. If MODE_8*8 is
selected as the best mode, the motion estimatioblafk types in the set {INTER_8*8,
INTER_8*4, INTER_4*8, INTER_4*4} can be sped up lgsing a predicted initial search
position and an adaptive search range based osetite motion vectors information. Compared
with (Yin, 2003; Kuo, 2006), this algorithm achielvenore time savings with similar RD
performance. In (Wang, 2007), motion estimatiomiplemented in the conventional way from
16x16 to 4x4 block sizes. An all-zero coefficietudiks detection technique similar to (Yu, 2008)
is adopted during the motion estimation. If all #he4 blocks within the current block are
determined as all-zero coefficient blocks, the omwtestimation is terminated and the rest of
modes are skipped. If there are some none zerfiaerts in the current macroblock, spatial and
temporal homogeneity information with the help loé ffixed thresholds is employed to predict
the candidate modes. About 52% (Simple Profile) 44fb (Main Profile) of time on the average
can be saved with 0.06 PSNR reduction and 0.80%&atdtincrease as compared to the standard.

In (Yu, 2008), the authors proposed a hierarctstraicture comprising of three layers for fast
inter mode decision. The first layer is a fast skipde detection algorithm using all-zero
coefficient blocks as well as the spatial and teralpskip mode information. The central idea in
the second layer is homogeneous contents analysii® iDCT domain. High AC components of
the current macroblock after the DCT transformdatié a homogeneous macroblock. So the total
energy of the AC coefficients of a macroblock isdigor classifying it into two categories (low
spatial complexity and high spatial complexity) wihe help of a fixed threshold after empirical
evaluation. Low spatial complexity macroblocks viié assigned the candidate mode set {SKIP,
MODE_16*16}, whereas high complexity macroblocke et {MODE_16*8, MODE_8*16}.
From the above two candidate mode sets, if the dobvRD cost mode is in the low spatial
complexity set, MODE_8*8 and its sub-modes will h& examined. Otherwise, the algorithm
will go to the third layer. In the third layer, nim estimation will be performed in the partition
size of the 8x8 block. If the RD cost of the cutr8r8 block is bigger than a quarter of the RD
cost of the best mode in the previous layers, moflesnaller partition blocks are ignored. The
simulations show that up to 75% time savings iseactble with very similar RD performance as
compared to the standard.

In summary, due to the extensive use of interiptieth in coded video sequences and the
multitude of INTER coding modes in H.264/AVC, a loft research efforts target fast INTER
mode decision algorithms. Despite the very highediity in techniques that are applied to
achieve a fast mode decision, a number of gendsab&s can be identified: techniques that
predict the current mode based on spatio-tempofafmation (e.g., based on SA(T)D, MAD),
technigues that use a prediction model based oremtadistics, probabilities, or mode regions,



techniques that also incorporate (fast) motionnesion in the mode decision process, and
technigues that efficiently predict the bit rate adrtain modes (thus eliminating multiple
redundant encoding steps). The reported resulisatalthat overall, gains in the range of 30% -
80% can be achieved by applying fast INTER modesdet Due to the high diversity in
techniqgues and the different comparison points domplexity and RD performance, it is
impossible to state that one class of techniquefnmes better than another. However, mode
decision techniques that use a statistical modgiréadlict modes tend to report slightly higher
gains. Also combining motion estimation and modesien looks very promising.

3.3 Fast Intra Mode Decision

The total number of candidate intra modes for arotslock is five hundred and ninety two,
thus imposing a high computation load of the encade triggering of course a flurry of research
efforts for the reduction of this load. In (Mend)3; Zhang, 2004; Pan, 2003; Fu, 2004; Tsai,
2008; Yang, 2004; Cheng, 2005) fast intra modesif@tiis based on pixel domain analysis. B.
Meng (2003) proposed a fast intra-prediction athamifor INTRA4*4 modes. According to this
work, pixels in 4x4 blocks are categorized intoréups and each group is a “down-sampled”
version of the original block. The best predictimode is chosen in a computationally efficient
manner by using both SAD and the quantisation pearamnto check some of these groups of
blocks. Due to the correlation of intra modes dimts, the best prediction mode’s two
neighbouring directional modes are also chosenaasliidate modes, so finally the candidate
mode set has cardinality of three. For improving $ipeed of intra mode prediction, thresholds
for early termination are also used. Computatiam k& saved by not only examining a small set
of INTRA4*4 mode candidates but also by using fewetels due to down-sampling of the
original block. In order to achieve significant #nsavings and good RD performance, different
thresholds for different video sequences basedftareht quantization parameters need to be set
before encoding. Evidently, the setting of thredhotan be problematic in one pass encoding
schemes with video of unknown contents.

Y. Zhang's (Zhang, 2004) algorithm is based on wiservations. One is that the best
INTRA4*4 mode in 4x4 blocks is highly likely to bie the dominant direction of the local edges.
The other is that the DC mode has higher probgltditbe the best mode compared to other intra
4x4 modes. According to the algorithm, a 4x4 bleckitially divided into four 2x2 blocks and
feature analysis is performed to find the local dw@nt edge direction. The local dominant edge
direction can be classified into 7 types namelyobwgious edge, vertical edge, horizontal edge,
diagonal down/left edge, diagonal down/right edgertical-dominant edge and horizontal-
dominant edge. A set of modes based on local eugetidn information plus the DC mode are
chosen to be the set of candidate modes. Howegeg Hre two problems in the above algorithm
which result in increase of bitrates and loss oNRSas compared to the standard. Firstly the
assumption of the best mode being in the domindg eirection is not always true and secondly
analysis of local edge information extraction basadhe 2x2 blocks’ intensity can not be very
accurate. According to the authors, 40% to 70%oofifputational complexity can be saved with
less than 5.5% of bit rate increase and not mae h05dB PSNR degradation as compared to
the standard.



Pan’s algorithm (Pan et. al 2003) is based on ledge directional information in order to
reduce the amount of calculations in intra predictirstly, the Sobel edge operators (Gonzalez,
2002) are applied to the current frame to genetlaée edge map. Then an edge direction
histogram is calculated from all the pixels in teck by summing up the amplitudes of those
pixels with similar directions in the block. Thestigram cell with the maximum amplitude
indicates that there is a strong edge presendaaindirection, and thus it is the direction of the
best prediction mode. For increased accuracy, d samaber of the most likely intra prediction
modes are also chosen for RDO calculation. The llials are similar with (Zhang, 2004). This
method shows average gains of 60% in time savifigshacan be achieved with average increase
of 5.9% in bit-rate and induces negligible los#8NR as compared to the standard.

In Pan’s algorithm (2003), an edge map needs tprbeéuced for the whole picture and this
needs some computation. F. Fu (2004) proposedter falgorithm which performs only partial
edge detection since he observed that mode degisionally depends on the edge information
between the left, top blocks and current block. $heof candidate modes is chosen based on
Pan’s intra candidate mode selection but usinggbagtige information. A most probable intra
mode type for current macroblock can also be obthbased on the intra mode types and costs of
the left and top macroblocks of the current maarckl and this most probable intra mode type
can be used for an early termination criterion isalle INTRA4*4 or INTRA16*16 mode
decision. If the most probable intra mode typeN$RA4*4 and the Rate distortion cost of the
best INTRA4*4 mode is significant, the INTRA16*16dlMbe disabled. If the most probable intra
mode type is INTRA16*16 and the Rate distortiontadshe best INTRA16*16 is negligible, the
INTRA4*4 modes will not be examined. Compared wian (2003) this work reduces
computation time by a factor of 2 to the expenseen§ small RD performance degradation.

In (Tsai, 2008) another intensity gradient filtbtg, 1998) called texture edge flow is adopted
instead of the Sobel edge detector. The differdratereen these two gradient filters is that the
Sobel detector only uses two directional gradiemesxtract edge information but the texture edge
flow uses four. This difference makes texture efligg more suitable for the H.264/AVC than
the Sobel detector since the energy informatioexiracts from different directions is more
accurate. By ordering the energy data of differetnh modes, a sub-set of candidate intra modes
can be selected. A good balance can be achievededetcomputation complexity and RD
performance by selecting an appropriate numbeandiiclate modes. Based on experiments, four
modes for INTRA4*4 and 2 modes for INTRA16*16 wdoaind to be a good option. Compared
with the standard, the algorithm can achieve aral6% time savings with an average of 0.17 dB
PSNR decrease and 2.83% bit rate increase. Austigoclaim that their scheme outperforms the
work in (Pan, 2003) in terms of PSNR (0.05dB insgabit-rate (0.66% decrease) and encoding
time savings (around 43% savings).

A fast INTRA16*16/INTRA4*4 mode selection algorithim proposed in (Yang, 2004) which
uses macroblock properties. The main idea is tNaiRIA16*16 modes are more suitable for
predicting smooth areas and INTRA4*4 modes caneaghigood prediction in regions with
significant detail. Based on this idea, pixel leaglalysis based on thresholds is performed to
classify macroblocks into smooth and non-smoottsared assign to them the aforementioned
mode groups. The proposed algorithm can achieve4d@% computation reduction with similar
PSNR and bitrate performance compared to the stdnda



C. Cheng (2005) assumed that the J costs of INTRAd&Gdes are monotonic and proposed a
three-step fast intra mode prediction algorithnha&t end of which only six INTRA4*4 modes
need to be examined instead of nine in the standaqoeriments show that this algorithm can
obtain about 31% time savings on the averagentoa imode decision, with similar PSNR and
about 1% of bit rate increase compared to the araind

Instead of using spatial (pixel) domain analydis, @lgorithms in (Sarwer, 2008; Wang, 2007;
Yu, 2005) develop fast intra mode decision algonghusing transformed domain analysis. The
work in (Sarwer, 2008) used the SATD metric for samfithe INTRA4*4 modes. Due to the high
spatial correlation information in the natural videequences, the probability that the best mode
for the current macroblock is the same as the nabdee upper or left macroblocks is very high.
The proposed method reduces the number of candidaties from nine to one based on the
combination of the rank of the SATD values for fiubset of the examined INTRA4*4 modes
and the most probable mode i.e the one of the tégftanacroblocks. Thresholds are also needed
in this algorithm. Experimental results show tHds tscheme saves about 70% of the encoding
time with 0.06dB loss and 2.24% bit rate increaseanpared to the standard. H. M. Wang et al
(Wang 2007) proposed a fast intra 4x4 mode decisilgorithm based on a fast SATD
computation scheme which reduces the full compnadf the metric by about 50% The INTRA
4*4 mode decision is further sped up by a two s&gwlified scheme. In the first step, only five
out of nine possible modes are examined and ana extde based on the SAD criterion is further
examined for the current block in the second sid achievable time savings are 70% on the
average, with 0.05dB quality loss and 0.51% bié riatrease as compared to the standard. In
(Yu, 2005), a fast intra mode prediction algoritinproposed based on a fast partial DCT
transform scheme. The DC coefficient and the losgfirency AC coefficients which contain
more energy than the high-frequency ones, are leddzliusing this fast transform scheme for all
intra modes. Between one and four modes with tredlest energy plus the most probable mode
are selected as the candidate modes for the cunleek. Compared with Pan (2003) the average
time savings are increased and the RD performanicepiroved.

Changsung Kim (2004; 2006) proposed a new fasa iptediction mode scheme which is a
combination of spatial (pixel) and transformed domanalysis. The proposed algorithm adopts a
multi-stage mode decision process which uses aatgitmain feature (SAD) and a transform
domain feature (SATD) together to remove unlikeiya modes. In the final step of this scheme,
a new Rate Distortion model is used to find the besa mode from the set of intra modes when
the QP is larger than a threshold (sixteen in¢hie). Since the RD model predicts the rate and
distortion instead of actually measuring them, sagraputation can be further saved in the mode
decision step due to avoiding macroblock reconstms. When the QP is smaller than the
threshold, full RD-based mode decision (includieganstructions) will be used. Experiments
show reduction of the computational complexity mfa mode decision of up to 90%, with little
PSNR degradation and at very similar bitrates coatpwith the standard.

In summary, there are two main approaches fominiode decision techniques: based on
pixel information (e.g., edge detection) or basadransformed domain analysis (e.g., SATD).
Because pixel-domain processing also implies sangptexity, the reported gains in complexity
(for the same RD performance) for pixel-domain teghes (30% - 70%) tend to be lower than



those for the transform-domain techniques (50%%R@f course, these complexity gains only
apply for intra-only coding and the impact thereafthe overall mode decision process will be
much smaller (since the majority of execution tisiepent on inter coding).

34 Fast Mode Selection Between Intra and Inter Sets of Modes

The selective intra/inter mode decision technigtiédJeon, 2003) contains a spatial (pixel)
domain analysis which aids the decision of whetherintra modes for the current macroblock
should be checked or not. This technique uses\themge boundary error (ABE) between the
pixels on the boundary of the current and its afjpencoded blocks under the best inter mode as
an indicator of the degree of spatial correlatioml dhe average rate (ARig., the average
number of bits consumed to encode the motion-cosgied residual data under the best inter
mode as an indicator of the degree of temporaktation. Subsequently, the average rate for the
best inter mode and the average boundary errothi@rcurrent block are compared. If AR
<k*ABE which k is a certain user-defined positivenmber, there is no need to consider any intra
modes for the current macroblock so only inter mddeisions are performed. Otherwise, both
inter and intra modes should be considered. Exmgrisnshow that about 20% of time savings on
the average can be achieved, at the expense o6dBOBSNR reduction and 0.7% bitrates
increase as compared to the standard.

A feature-based fast intra/inter mode decision webtis proposed by Changsung Kim (Kim
2007) to reduce the encoder complexity of the H.2#8#0 coding standard. Three extracted
features are considered: the spatial domain cdioeldound by applying SATD on the intra
prediction residual, the temporal domain correfatiound by applying SATD on the difference
between the current macroblock and the best mateshedn the reference slice, and finally the
motion vector length. These three features areaeted from the current macroblock to form a
3D (three-Dimension) feature vector. Subsequebtged on the location of feature vector in the
feature space, the video slices are partitionamtimee regions: risk-free, risk-tolerable and risk
intolerable regions. Depending on the small cells ivhich the risk region is quantized, the risk
minimizing mode can be found. Finally, if the fe@wector lies in the risk-free region, the mode
decision is made based on simple feature compariéahe feature vector lies in the risk-
tolerable region, the risk minimizing mode is stdec If the feature vector is in the risk-
intolerable region, a full RD based mode decisioacpss is performed. Experiments show
reductions of about 19-25% of the total encodingetiat the expense of 4.1% average rate
increase and 0.27% average PSNR loss as compatteal #b264/AVC standard.

4. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

The H.264/AVC standard has shown significant Rzttortion improvements as compared
to other standards for video compression. Spedalgd of the network abstraction layer also
makes it more flexible for application to a wideriety of network environments. Considering
that transmission bandwidth is still a valuable owadity, H.264/AVC becomes a very promising
standard in applications ranging from televisionduitast to video for mobile devices. However,
high coding performance comes with high computatiod power consuming cost, which makes
this standard problematic in its use for low ded@ylications such as video conferencing. In this



context, fast mode decision techniques are veryitapt since they enable meeting these low
delay requirements. This chapter gives an overwéthe state of the art in fast mode decision
algorithms. Some of our most important findings firstly that motion estimation and mode
decision are inter-wined and the majority of tinaviags in mode decision occurs due to the
avoidance of motion estimations, secondly that nteglogains in speed are often hard to interpret
since they depend on the experimental conditionsécd and thirdly that the literature rarely
compares mode decision methods and whenever ttisothere is not a clear winner,

We would like to conclude by stressing two factssthy, in this chapter we concentrated on
algorithmic rather than micro architectural optiatiens and added speed-ups and power savings
are possible if we take the latter class of optatins into account. Classic techniques for
optimizations at the micro level include module duadctional unit level parallelism and clock
gating. In module and functional unit level paridi®, different parts of an algorithm and
different operations in each module are executeacwwently in a pipelined manner, thus
improving the speed significantly. In clock gatirdpcks can be deactivated for functions when
they are not required, thereby reducing the chiwgsoconsumption. Secondly that fast mode
decision is still an on-going research area armsliak there is a lot of room for improvement but
also for extensions in the recent H264 derivatives/pical example is the lack of much research
work in the contexts of H264/SVC (Schwarz, 2007) &264/MVC (Vetro, 2006), the scalable
and multi-view extensions of the H.264/AVC. We hdjpat this chapter will ignite more research
efforts in these directions.
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