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Abstract

Split fovea theory proposes that when the eyedimated within a written word, visual informatiorbaut the
letters falling to the left of fixation is projectanitially to the right cerebral hemisphere whilisual information
about the letters falling to the right of fixatiemprojected to the left cerebral hemisphere. T garts of the word
must be re-united before the word can be recogniBddteral projection theory proposes instead thigual
information is projected simultaneously to both spheres provided that it falls within the foveafided as the
central 2 to 3 degrees). On this more traditiomabant, no interhemispheric transfer would be negfliin order to
read a word presented within the fovea. We revissvetvidence in support of split fovea theory andster some
of the objections that have been raised. We atgateat split fovea affects the reading of wordsxattion, something

that must be recognised and accounted for by degnitomputational and neural models of reading.
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1. Introduction

The essence of ‘split fovea theory' (SFT) is tHa fovea is anatomically and functionally divideoeh the
middle, with all visual information that originatés the left of fixation projecting initially to #hright cerebral
hemisphere while all visual information that origies to the right of fixation projects first to theft cerebral
hemisphere. In contrast, the longer-establisheatdsil projection theory (BPT) proposes that wihilormation
presented in the left and right visual fields adisthe fovea projects to the right and left hemésph respectively,
foveal information (usually taken to be the cen®d°) is projected simultaneously to both hemispheThat would
include all the letters in a centrally-fixated wdhét fall within the fovea.

When skilled readers are processing connectedgerte words are skipped, but most are fixated. Vheord
is fixated, the fixation point typically falls abbone-third of the way into the written word (O’'Reg& Jacobs,
1992; Rayner, 1998). If the BPT is correct thendamnormal reading conditions, the whole of a wurdt is
contained within the fovea will be projected touak areas in both hemispheres, including the lagergeominant
hemisphere from which word recognition can procé&drd recognition will include access to the wordiganing
(semantics) and its spoken form (phonology). Ifiwvbeer, the SFT is correct, then those lettersderarally-fixated
word that fall to the right of fixation will be pjected initially to visual areas in the left hentigpe while those
letters that fall to the left of fixation will bergjected first to visual areas in the right hemisgh The two parts of
the word will need to be brought together for idfécation, which would presumably involve the trégrsof those
letters projected to the non-dominant hemispheresacthe corpus callosum to the language-dominamigphere.
In readers with left hemisphere language dominawbéh is the majority of readers, that would inxe@kransfer of
letters that fell to the left of fixation from thigght hemisphere to the left hemisphere, where tmyld be reunited
with the letters that fell to the right of the drigl fixation. If the SFT provides a better accoahfoveal processing
of words and other visual stimuli, then researckglisneed to explore the implications for cognéivcomputational
and brain-based models of reading, including hod/\&here the left and right parts of a fixated ward re-united,

and what problems might arise as a result of dafictallosal transfer (cf. Brysbaert, 1994, 2004s E2004, 2009;



Henderson, Barca, & Ellis, 2007; Lavidor & Walsi)02; Monaghan & Shillcock, 2008; Shillcock, Ellisof&
Monaghan, 2000; Whitney, 2001; Whitney & Corneliss2008).

There are three main lines of evidence relevanhéoissue of whether the human fovea is or is pbt, @nd
whether any putative split affects visual word mgrution. The first line of evidence comes from @ involving
patients with loss of vision in one or other vishamifield (hemianopia). SFT predicts that whenoriss lost in one
visual hemifield, that loss will extend right up ttee midline, even within the fovea. In contragcéuse the BPT
proposes that the fovea projects to both hemisgh#re BPT predicts that the fovea should be sparBdmianopic
patients in whom only one visual field is damagHae second line of evidence relevant to whethehtlraan fovea
is split or not concerns so-called ‘split-braintipats whose cerebral hemispheres have been sllygitsconnected,
either wholly or partially. SFT predicts that theplems such patients experience in transferriggaliinformation
between hemispheres as a result of the severingllokal fibres should mean that one hemispherebeilinable to
access visual information falling in the oppositsual field, even when that input falls within tfevea. The BPT
theory makes the opposing prediction that becahsefdvea projects in its entirety to both hemisphereach
hemisphere will retain full access to foveal infation even when extra-foveal information can nogkembe
transmitted between hemispheres. The third and fiima of evidence comes from studies of word regtign in
normal, healthy readers which explore parallelsvbet the processing of whole words in the leftightrvisual
fields (beyond the fovea) with the processing @ ligft and right halves of centrally-fixated wordfge will review
each of these lines of evidence in turn, payingnitbn to the various points raised by Jordan aatdrBon (2009) in
their critical assessment of research in this arassessment which comes down in favour of BREF 8#T. Other
reviews of the evidence, including more extensisgectage of older research, can be found in Brysh@®94,
2004), Ellis (2004), Leff (2004), and Lavidor andalsh (2004). We should note that while our primesyncern is
with the implications of a split fovea for understang reading processes, some of the crucial sudi¢he three
different areas employed simple, nonverbal stimmutih as small dots or geometric figures. The ingmu# of those

studies for discriminating between BPT and SFTuishs however, that we will include them in thisieav.

2. Evidence from hemianopia



A basic source of evidence commonly cited in favouBFT and against SFT was published by Huber 2196
who reasoned that by examining patients with heapan(i.e., loss of vision in one visual field asansequence of
unilateral ablation of primary visual cortex), heutd determine the amount of central overlap (if)ametween the
left visual field (LVF) and the right visual fiel(RVF). Such overlap would be interpreted as indligathe region
from which there is bilateral projection to bothntispheres. After presenting dots of light around tkertical
meridian and asking patients if they could see thidober argued that there was an overlap of 0.5E°tovhich
widened to 1.5° on either side in foveal visior.(ito include the full fovea). Huber's conclusgeemed to receive
strong support when Stone, Leicester, and Sherd@ir] cut the left or right optic tract in monkeysd observed
the resulting retinal degeneration, reporting g sf intermingling ganglion cells down the verticaeridian that
extended 0.5° into each visual field. Because tived does not contain ganglion cells (they arelaigg towards
the parafovea to increase the density of the recgpit appeared that the complete fovea wasfstilttioning. The
latter finding seemed to receive further corrobioratwvhen Bunt and colleagues (Bunt & Minckler, 19Bunt,
Minckler, & Johanson, 1977) and Leventhal, Aultd aritek (1988) injected a retrograde labeler irte teft or the
right optic tract of monkeys and observed whichglian cells in the retinas had been marked. Agtiare was an
intermingling of ganglion cells 0.5° into each hestina and a band of stained ganglion cells aratedfovea,
indirectly suggesting that the full fovea (3° indtyi) projected to the labelled optic tract, and-d¢fare that the full
fovea projected bilaterally to the primary visuattices in both hemispheres.

Even though the above-mentioned studies did natepitedirect behavioural evidence showing hemifosldriap
in foveal vision, they have been used repeatedthasasis for proposing bilateral representatibfoweal vision,
both in ophthalmology and in psychology. In ophthalogy, the BPT seemed to present an explanationaciilar
sparing — the phenomenon whereby central vision is oftesgrved in patients with hemianopia. In psychology
BPT provided researchers with a reason not to parate split processing and interhemispheric conication into
their models of foveal word recognition and a r@asnore generally, to marginalize the literaturedifferences
between the processing of words presented beyanfibtiea in the LVF or RVF as relevant only to n@sychology

and the study of hemispheric differences. The pichas, however, changed considerably over the2lasears or



so, in terms of both anatomical understanding (L2804; Toottell, Mendola, Hadjikhani, Liu, & Dal#988} and
psychological theorizing (Brysbaert, 1994, 2004jsE2004; Shillcock et al., 2000; Whitney, 2001hitviey &
Cornelissen, 2008).

With respect to macular sparing in humans, theistudf Trauzettel-Klosinski and Reinhard (1998) and
Reinhard and Trauzettel-Klosinski (2003) are oftipalar importance. Trauzettel-Klosinski and Reirth§1998)
examined the phenomenon of macular sparing undefutly controlled conditions. They used a scanniaser
ophthalmoscope which allowed them to film the r@tand to reveal the exact position of stimuli oa tktina
(Figure 1). In this way they were able to make dina the data they obtained were not affectedniagléquate
fixation control. In addition, their stimuli (smabllack dots against a red background, presentedZ0rms) were
specifically designed to ensure that the findingsld not be explained in terms of light being smattl from one
part of the retina to another. Scatter is a probldmen bright stimuli are presented against a dadkground: even
though the source of the light cannot be perceilight scattered from one part of the retina totheomay disclose
the fact that a stimulus has occurred out therthénvisual world. Trauzettel-Klosinski and Reinh@t®98) took
measurements for each eye separately and werdaabistinguish three types of hemianopia: (1) hetopa with
large macular sparing (up to 5° in the affected inetina), (2) hemianopia with moderate macular spaup to 2-
3° in the affected hemiretina), and (3) hemiananyith little or no macular sparing (no more than°drbthe affected
hemiretina). Trauzettel-Klosinski and Reinhard prged evidence that the first two categories of utacsparing
were due to spared functioning of parts of theci#fe visual cortex and were not due to bilaterptesentation of
the central 4-10° of the visual field. A similarnabusion about the origins of macular sparing wesched by Miki,
Nakajima, Fujita, Takagi, and Abe (1996) on theidasbrain imaging.

Figure 1 about here

1 At first sight, the title of the review by Tootadt al. (1998), “The representation of the ipsateisual field in human cerebral
cortex”, seems to suggest that Tootell revisecehitier opinions. The Tootell et al. (1998) papegibs, however, by saying that,
“in macague monkeys, input to primary visual cor(gd) appears completely crossed, with little ormeasurable activation
from the ipsilateral visual field.” (p. 818). Thest of Tootell et al.'s (1998) article deals witietfunctioning of ‘higher-tier

cortical areas’, which have increasing input frdme tpsilateral visual field and for which the authdypothesize that, “Such
electrophysiological variations in the ipsilateaativation may reflect corresponding variationshia density otallosal input..

" (p. 818, italics added). There is nothing in Telbet al. (1998) that contradicts SFT. Anothererefce often cited in favor of
BPT (Gazzaniga, 2000) concludes from an evaluatfaesearch on macular sparing in split-brain pasi¢hat, “The callosotomy
research thus supports other work showing that lFaasparing cannot be explained by nasotemporalaé (p. 1297).



Reinhard and Trauzettel-Klosinski (2003) contintleeir research by testing the subset of hemianpaiients
who showed little or no macular sparing (i.e., thed type mentioned above). In particular, thelteaswhether
these patients would shofeveal sparing that is, preservation of a smaller region of canvtision in line with
Huber’s (1962) original claim. Reinhard and TrateeKlosinski (2003) used the same methodologyrasheir
previous study and were able to test a total afy&k in 20 patients. In 12 eyes they found thap#irents could see
the dots presented 0.5° in the blind hemifield bat beyond. In 22 eyes the patients could see the a an
eccentricity of 0.5° in parafoveal vision babt in foveal vision. In no eye did the authors obeettve pattern of
sparing in the foveal area proposed by Huber (dger& 2). On the basis of these observations, Rethland
Trauzettel-Klosinski (2003) concluded that Hub€1962) findings must have been an artefact of iqadte eye
fixation control and/or light scatter from the stilnused. According to Reinhard and Trauzettel-iKieki's data, the
amount of foveal overlap is at most 0.5°, and ccadd0° (given that the spatial accuracy of the messents
themselves was 0.5°).

Figure 2 about here

In sum, Trauzettel-Klosinski & Reinhard (1998) aRdinhard and Trauzettel-Klosinski (2003) showedwn
careful studies that macular sparing is due toespdunctioning of the affected cerebral hemisphand that
apparent foveal sparing can be explained as atresalther scattering of light across the retingbrtions that lie
across the vertical meridian and which projectriaét visual cortex, or to preserved functioningpafts of the
visual cortex in an otherwise damaged hemisphetgei\these two possibilities were excluded, theimese for
the bilateral projection of foveal information wvedi across individuals from 0° to a maximum of (&Bout 1.5
letters under normal reading conditions). This emitk against significant bilateral foveal projestiooming from

the best controlled studies of hemianopia in ttegdture, is the first finding on which the SFbased.

3. Evidence from split-brain patients

This brings us to our second line of evidence fiéf Svhich comes from the study of ‘split-brain’ patts. If the

fovea is split, so that interhemispheric communmicatvia the corpus callosum is required for foveabrd



recognition, a straightforward prediction is thantral word recognition should no longer be possiblsplit-brain
patients who have had their corpus callosum sestigprovided that their eyes are not allowed todeano one side
of a word or the other, allowing whole words todvejected to a single hemisphere). According to 3R& severing
of callosal fibres in split-brain patients shouléan that they are unable to recombine the porti@lwiefly-fixated
word that falls to the left of fixation, and is tieéore projected to the right hemisphere, with pbetion that falls to
the right of fixation, and is therefore projectedtie left hemisphere. The best that an isolatedismhere could do
would be to formulate a guess as to the possilgletity of the word based on those letters thapaogected directly
to it. In contrast, BPT states that foveal word8 prioject in their entirety to both hemispheres,reading foveated
words should not present a problem for split-bgatients.

Corballis and Trudel (1993) reported preciselydiféculties with central word recognition predictdy SFT in
two split-brain patients, one of whom (LB) had urgtee a complete sectioning of the corpus callogomthe
treatment of intractable epilepsy while the otHeK) had undergone a posterior callosotomy, sepagatie visual
areas at the back of the brain. Both patients @& a lexical decision task requiring the diséniation of 4-letter
words from nonwords. The stimuli were displayed 60 ms just to the left of fixation, just to thight of fixation,
or across fixation (two letters to the left of tfeation point and two to the right). As one wowddpect, healthy
controls with intact interhemispheric communicatggored highly in all three conditions. The twoigats were
close to 100 per cent correct for words and nonwatidplayed entirely to the right of fixation, attierefore
projecting in full to their left hemispheres. Oretbasis of the results shown in Figure 5 of Coibahd Trudel
(1993), Brysbaert (1994) estimated that DK scoitedraund 73 per cent on items displayed to thed&fixation,
projecting to the right hemisphere, while LB scoadund 82 per cent. These LVF performance levelscate
some capability for word recognition in the isothtéght hemispheres of these patients (cf. Sidtape, Wilson,
Rayport, & Gazzaniga, 1981; Zaidel, 1998). Both Bxxd LB were, however, close to chance (around 5% get
correct) for items presented across fixation, desthie fact that acuity is highest at this locatiém inability to
discriminate words from nonwords when those stiratdi presented at fixation is precisely what SFTldigredict

in split-brain patients, but is not predicted byTBP



Corballis and Trudel (1993) also asked LB to rebmlic briefly-presented words and nonwords (rathent
simply indicate whether each item was a word ooaword). LB performed well on RVF words and nonwsord
(10/10 on both). He managed to read 9/10 LVF wosdggesting once again a significant capability reading
familiar words presented in their entirety to thght hemisphere. His right hemisphere was much &stept,
however, at reading LVF nonwords (2/10). He managecgtad 5/10 centrally-presented words corredtiydould
read none of the 10 central nonwords. LB’s respoitsehe 5 central words that he managed to reaéatty were
very slow and laboured. Corballis and Trudel (1998)gested that LB may have succeeded in guessing sf the
centrally-presented words on the basis of thosertethat appeared in the RVF and were therefajeqed directly
to his left hemisphere. Guessing would not be ampngdor nonwords, which LB was completely unabderéad
when displayed across fixation. LB had previousgib one of a set of patients studied by Sperryz&sdga, and
Bogen (1969). Those authors observed that “If adwike catkin [which is composed of two wordsat andkin]
falls half in one field and half in the other, ttwo parts are perceived only as two separate wahgdscomplete
single word is never perceived as such unlessdbe i centred to the left or right of the wholedidp. 277). This
is exactly what SFT would predict.

Unfortunately, because the above research wasesigried specifically to address the issue of @BPT, the
stimuli used were not well controlled on their widThe words used by Corballis and Trudel (1993¢med 2° to
either side of fixation. This leaves the possipitthat the centrally fixated stimuli could not becognized because
the first letter fell outside the bilaterally profang fovea. Sperry et al. (1969) did not providérmation about the
width of their stimuli, but given that the words megeasonably long, it is quite likely that theiongs also extended
beyond foveal vision. The best controlled studyhvat split-brain patient that is relevant to SFT \pablished by
Fendrich and Gazzaniga (1989), though theirs was study of word recognition. Fendrich and Gazgarisked a
split-brain patient (VP) to compare target figupessented 1° or less from the retinal vertical melwith reference
figures that were presented further from the mallin either the same or the opposite visual fidldtget and
reference stimuli consisted of four different getmeefigures constructed from straight lines of ablength (a
square, a bisected triangle, an asterisk, and arglass-like shape). On each trial, one of thergwserved as the

referent. It was presented for 1 sec. prior todhset of the target, 2.5° to the left or right lné fixation point. The



target figure was then presented for 200 ms wighréffierent remaining on the screen. The targetthesame figure
as the referent on half the trials and one of tired alternative figures on the remaining trialee Target was
displayed in one of five positions — 15’ or 1° frdlre fixation point in the same visual field as teérent or 15’,

30, or 1° from the fixation point in the oppositesual field. The patient’s task was to indicateetiter target and
referent were the same or different. Viewing wasaaular (with the right eye) and eye fixations thighout a trial

were tightly controlled with an eye-tracker and azgrcontingent display technique (i.e., the stinwgire only

visible when the participant was looking at theuiegd fixation point). VP had few problems compgriggeometric
figures presented in the same visual field (90qestt correct for targets presented at 15" and 9kc@et for target
presented at 1°). However, performance dropped alieally when the figures appeared on opposite ssiofe
fixation (to 60 per cent for targets presentedih3he opposite visual field, 57 per cent forgets at 30’, and 55
per cent for targets at 1°). On the basis of thieskngs, Fendrich & Gazzaniga (1989, pp. 277-2d@)cluded that
“A change from near perfect accuracy to near chaccerracy was therefore produced by a one halfegegfift in

target position across the center of the subjéot/sa.” SFT predicts this pattern of results: BREsInot.

Fendrich, Wessinger, and Gazzaniga (1996) ran iasistudy on another split-brain patient, JW. Tiirise they
were more interested in the temporal aspect ratfaer the spatial aspect. In particular, they comgguerformance
for target durations of 200 ms (‘fast’) with targhtrations of 2 s (‘slow’). The stimuli in this styywere sine wave
gratings and the patient had to indicate whether ttho gratings were both horizontal, both vertioal, one
horizontal and one vertical. Eye movements werek&d to ensure that JW did not move his eyes dwgiimulus
presentation. When the gratings were presentedamelly from fixation (2° to the left or right), JIWaw at or nearly
at chance whether the presentation was fast or. 8\dven the gratings were close to fixation (1°He teft or the
right), JW remained at chance with the fast pregiemts (49-56 per cent correct depending on theadgeequencies
of the gratings). Only with presentation time ofécs was JW able to get above chance to accunaslg leetween
65 and 80 per cent (again depending on the sgetigliencies of the gratings). This suggests thateslmw-level
information may be capable of being transferrednfrone hemisphere to the other in the absence afrpus
callosum, but that the quality of this informatiand the speed of transfer are too poor to be ofrusermal reading

(for a review of the type of visual information tlean be transferred between the hemispheresitrbsgin patients

10



using non-callosal routes, see Corballis, 149B) was not able to match stimuli presented thédeft and right of
fixation for 200 ms, something he should have beeriectly capable of doing if that region enjoys thilateral
projections to both cerebral hemispheres propogdeHT .

The fact that split-brain patients cannot matclefbripresented stimuli displayed either side ofafign, even
when the stimuli fall within the fovea, and havear difficulty reading words and nonwords presergefixation
despite being able to read items presented in YHe @nd sometimes in the LVF), forms the second bhevidence

in support of SFT.

4. Evidence from normal readers

The evidence from hemianopia and split-brain p#iestrongly suggests the need for callosal transfezn
processing foveal stimuli that cross the verticatidian, including written words. The evidencedsd than optimal,
however, for drawing firm conclusions about the chder interhemispheric communication in normal word
recognition. The hemianopia evidence is based wdiest using simple, non-alphabetic stimuli, and/ame of the
split-brain studies used stimuli that were smalthiggh to fit entirely within foveal vision. The stied reviewed in

this section looked for evidence that a split foirepacts on visual word recognition in healthy llski readers.

4.1. Optimal viewing positions for readers withtdefnd right-hemisphere language dominance

Studies of the optimal viewing position for recang written words present the words briefly in lsuec way
that across the trials of an experiment, fixatiafisf at different positions in the words (e.g., each of the
component letters of the word from first to lagtpsitioning of the words is randomized so thatghdicipants have
no way of knowing exactly where the word will appea a given trial. Participants respond to eachdvas quickly

as possible (e.g., by reading it aloud or makigxecal decision response). Fastest responseypically observed

2 We note that a comparable phenomenon exists ineneia. When these patients are asked to gues®g\whthe blind
hemifield a stimulus has been presented, theyldesta do so at an above chance level, a phenoneailead blindsight (e.g.,

11



when fixation occurs to the left of the centre loé word, while the slowest responses occur wheatifim falls on
the last letter (Brysbaert, 1994; O’'Regan & Jacdl92). Optimum viewing positions (OVPs) are prdhab
determined by a range of factors including theritiigtion across words of information indicating tidentity of the
words (which tends to be skewed towards the iniigitiers which vary more across words than do fiettérs), the
fact that visual acuity falls away with distancerfr fixation, and perceptual experience and leardieigved from
the fact that fixations in reading usually landtie first half of each word (Brysbaert & Nazir, Z)OBut if SFT is
correct, a fourth determinant of OVPs could be thia¢n fixation falls in the first half of a wordhe majority of the
letters will be in the RVF, and will therefore peof directly to the left hemisphere, which is tarduage-dominant
hemisphere in most readers. Fixating to the lefteasitre will reduce the number of letters that fallthe left of
fixation, and therefore project initially to theght hemisphere, requiring callosal transfer in otdeébe reunited with
the other letters (Brysbaert, 1994; Brysbaert & iIN&005). BPT, in contrast, maintains that the iehaf the fovea
projects to both hemispheres, so that provided svéatl within the fovea, all the letters will prajedirectly to the
language-dominant hemisphere. BPT would then exple OVP data in terms of some combination ofrimfation
distribution, visual acuity and perceptual learning

While most adults are left hemisphere dominant lforfguage, a minority have right hemisphere language
dominance (Knecht et al., 2000). According to BRihguage dominance should have no impact on OVRghw
are determined by factors other than hemisphedcgssing. SFT predicts, however, that OVPs shdiftlia right
hemisphere dominant readers because for thoseidndig, interhemispheric transfer of letters fromme t
nondominant to the dominant hemisphere will betledsen fixation falls to theight of centre. SFT therefore
predicts that OVPs will be different in left- anigihit-hemisphere dominant readers, while BPT haseagon to
predict any such differences. Hunter, Brysbaert, inecht (2007) used two well-established techrsqf&RI and
functional transcranial Doppler sonography) toidgtish two small groups of healthy, left-handedividuals — a
group with left hemisphere speech dominance androaipgwith right hemisphere speech dominance. The

discrimination was based on differences in levdl$lood flow to Broca's area in the left hemisphened its

Cowey, 2004). However, there is no evidence thatrésidual capacity would be of any assistandbeéridentification of words
presented at a normal reading speed.
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homologue in the right hemisphere during a worddpotion task. In their Experiment 2, Hunter et @007)
presented 4- and 7-letter words for 180 ms at iiffepositions across fixation. The stimuli wererslkenough to fit
within the fovea, even when seen from the firsther last letter, when the letters extended froni 6r2one side of
fixation to 1.7° on the other. A participant’s task each trial was simply to name the stimulus wasdjuickly as
possible. We will focus on the results for 4-lettesrds which were presented in such a way thafitee second,
third, or fourth letter fell at the point of fixat. Figure 3, which is based on Table 4 of Hunteal .(2007), shows
the results expressed as the mean RT for each gtoegch fixation position relative to the grougiage. Positive
values mean that word naming RTs at that positienewelatively slow for that participant group véhihegative
values mean that RTs were relatively fast. Theltesue clearly different for left- and right-doraimt participants.
Whereas the left-dominant participants were 20 astef to name words fixated on the first lettentba the last
letter, the right-dominant participants were 10 simwer when fixating on the first letter than ore tlast. The
differences in naming time between fixations on fingt letter and the last letter perfectly predittthe speech
dominance of the participants as assessed with fijiRhter & Brysbaert, 2008-a) and were in full agrent with
the VHF advantages shown by the same participarasparafoveal word naming task (Hunter & Bryshaz008-b).
These results are as predicted by SFT and havewvious explanation under the BPT.
Figure 3 about here

The study of Hunter et al. (2007) relied on indtiarts to participants to control fixation, combinadth a
proportion of trials in which digits presented védnyefly at fixation that participants were requirt identify (the
idea being that those digits could only be ideadifif fixation was maintained accurately at theteem@and did not
stray to left or right). Jordan and Paterson (20G8)e argued that such fixation control in insudfit, and that direct
monitoring of eye movements is required. Van deredtm, Drieghe, and Brysbaert (in press) ran a Bet o
experiments to determine the extent to which moeeipe fixation control (and presentation to botaseor just the
dominant eye) might affect the shape of the OVReuls it the case, for example, that the typicttgrn of faster
responses when fixation falls in the left half ofsard reported in past experiments was due in somg to
inadequate fixation control? In Experiment 1 of \G@r Haegen et al. (in press) right-handed paditip with right

eye dominance were presented with 6-letter wordsshbtended 2°%f visual angle. The words were displayed for
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150 ms at different positions across fixation. Tdmk was to read each word aloud as quickly asiessn addition
to instructions emphasizing the importance of edritation, on 10 per cent of trials, single dgjiwere presented at
fixation for 80 ms, followed by an 80 ms mask @articipants were paid extra if they identifiedestst 80 per cent
of the digits correctly. Naming responses showedstandard OVP curve, being fastest (500 ms)iXatién on the
third letter (slightly to the left of centre) antbwest for fixation on the last letter (553 ms).rivder Haegen et al.’s
Experiment 2 presented the same stimuli in suchag that letters never fell more than %L fom fixation.
Movements of the right eye were monitored diredthythe first part of the experiment, eye movemevese simply
monitored during stimulus presentation (the ‘eyenitaring condition’); in the second part of the exient,
conducted a week later, words were only presentednwthe eyes were fixating correctly (the ‘eye fiosi
contingent condition’). There were no addition&ls involving digits. Analysis of the eye fixatiatata showed that
participants were fixated on the correct lette38mM% of trials in the eye-monitoring conditiondarnl.9% of trials
in the eye position contingent condition. Both dtinds revealed a small tendency to fixate to #fedather than to
the right of the designated fixation point, with arerage leftward bias of 0.57 letter position4§0.of visual angle)
in the eye-monitoring condition, and 0.13 letted<0# of visual angle) in the eye position contingent ditian.
Fixation fell within half a letter of the targetdation on 61.9% of trials in the eye-monitoring dition and 97.9%
of trials in the eye position contingent conditi@verall naming latencies were longer (524 mshimeye position
contingent condition than in the eye-monitoring dition (476 ms). Once again, naming was fastesfifation on
the third letter and slowest for fixation on thgtliletter. Importantly, there was no significanteraction between
the type of eye movement monitoring and shape®fQRP curves, indicating that the nature of the @UJR/e was
similar in the eye-monitoring and eye position @ogént conditions. A third experiment was the saase
Experiment 2 except that only the dominant righe esas used (the left eye being covered with arpayeh). Error
rates were higher and naming latencies longer witinthe binocular presentation of Experiments &l 2nbut the
shape of the OVP curve was unchanged. In sum, e @ata obtained by Van der Haegen et al. (in presse
essentially the same as those obtained by preginuakes that used binocular presentation and ticerdil’ methods
of fixation control. The OVP curves were the samgardless of the form of eye movement control deglpand

regardless of whether presentation was binoculanarocular. These manipulations affected overak Rid error
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rates, but not the shape of the OVP curves. Tisene ireason to believe that the OVP results obddiyeBrysbaert
(1994) and Hunter et al. (2007), which lend suppoithe SFT, were in any way an artefact of inadég|dixation

control.

4.2. EEG responses in Chinese readers

Hsiao, Shillcock, and Lee (2007) presented righeleal Chinese participants with target words thatewa!
composed of two characters. One of the charactenpidsing a word gave a clue as to the meaning@faord (the
‘semantic radical’) while the other gave a clugathe pronunciation (the ‘phonetic radical’). Haffthe words had
the semantic radical on the left and the phonetilical on the right (the most frequent pattern fiin€se). The other
half of the words had the semantic component orritiie and the phonetic component on the left & leommon
arrangement). The words were presented centrall¥50 ms. The characters were all 0.6° x 0.6° eflonfell within
foveal vision. Participants were required to holdaeget word in memory for 1300 ms then compareiih a
comparison word to decide whether the target amdpesison words sounded the same. (Chinese contaamy
homophones that are written differently.) EEGs weerded throughout. Hsiao et al. (2007) obsetkat for the
words with the phonetic component to the right ishtion there was a stronger N170 (N1) effect ie thft
hemisphere than in the right hemisphere. The rewses observed for words with the phonetic compbteethe left
of fixation. If these two-character words presergatirely within the fovea were projected simultangly to both
hemispheres, as proposed by the BPT, then wordsthét phonetic component on the right or on thedbbuld
have been conveyed to both hemispheres simultalyedusvhich case there is no reason why the strend the
N100 responses should depend on the location gbtibeetic radical. SFT, in contrast, predicts tha¢ character
would be projected to one hemisphere and the atharacter to the other. Under such circumstanegstalized
EEG responses could depend on the relative positjoof the semantic and phonetic characters. Is thse, the
EEG response to the phonetic component of the wasistronger when that component fell to the rafttxation
than to the left. According to SFT, a phonetic comgnt presented to the right of fixation will prajeirectly to the

language-dominant left hemisphere where the phgiedb information it conveys will be extracted rdpd A
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phonetic component presented to the left of fixatidll be projected the non-dominant right hemisghand will
need to be transferred across the corpus callosuthet left hemisphere before its phonological cohtan be
registered. The findings of Hsiao et al. (2007) r@&dily explained by SFT, and cannot be easilyanpd by the

BPT.

4.3. Effects of the number of letters in a word fa# to the left or right of fixation

A different approach to testing the predictionsS&fT was taken by Lavidor, Ellis and colleaguesigEBrooks,
& Lavidor, 2005, Lavidor, Ellis, Shillcock, & Blan®001; Lavidor, Hayes, Shillcock, & Ellis, 2004)he starting
point for those experiments was the observation tie magnitude of the RVF advantage for extrafoweard
recognition is not fixed, but varies with the chaegistics of the words presented. The general fofrithe argument
derived from SFT was to propose that if a factar imre of an effect on the recognition of wordsspreed entirely
in one visual field than the other (well away frolhe fovea), then the same factor may have diffakaffects on
those portions of centrally-presented words thihtdeone side or the other of the fixation poiRtar example, letter
length affects recognition speed for familiar woidishe LVF more than in the RVF (Ellis, 2004).itshe case that
recognition times for words presented centrallyramee affected by the number of letters that faltite left of the
fixation point than by the number of letters thall to the right? If they are, that would suppoRTSover BPT
(which maintains that centrally-presented wordspamgected to both hemispheres and so will be msee by the
language-dominant (usually left) hemisphere, witheed for callosal transfér)

The first attempt to test this general line of oeasg was based upon the fact that if familiar veoid normal
formats (lower or upper case) are presented eyptinethe LVF or the RVF, the magnitude of the RVidivantage
varies with the number of letters in the stimulugrds. Longer words generate larger RVF advantageause
increasing letter length affects the speed andracguof processing LVF words more than RVF wordsil{B

Lewine, 1988; Ellis, Young, & Anderson, 1988; Litid&lichols, & Castle, 2002; Young & Ellis, 1985)his holds

% If BPT is correct, processing of central words dtiaenerally resemble processing of RVF more th¥f words (in people
with left hemisphere language dominance).
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true even when the spaces between letters in vesedadjusted so that words containing different Iners of letters
have the same physical length on the screen anttheometina, suggesting that the decline in perforceawith

increased length in the LVF has to do with the nemlof letters in a word rather than any effectaafity change
that may result from longer words projecting furtigo the periphery (Bruyer & Janlin, 1989; Lavid&llis, &

Pansky, 2002).

Lavidor et al. (2001) tested the prediction deriftrenn SFT that the speed of central word recognitibould be
more affected by the number of letters fallinghe teft of the fixation point than by the numbenetters falling to
the right. Five- and 8-letter words were presemtedght-handed participants with the fixation pdialling in one of
two locations. The first location was between teeosid and third letters in words, which meant thatnumber of
letters to the left of fixation in 5- and 8-lettwprds was constant at 2, while the number of Id&king to the right
of fixation was either 3 (for 5-letter words) or(fer 8-letter words). The second fixation locatieas between the
penultimate letter of a word and the letter precgdt. For 5-letter words that was between the @rd 4th letters,
while for an 8-letter word it was between the 6tld &@th letters. For this location, the number t¢ieles falling to the
right of fixation was constant at 2 while the numbé letters falling to the left of fixation was aig either 3 or 6.
The use of these two fixation positions made itsfide to examine independently the influence oftarvariation to
the left or right of fixation. None of the stimydrojected more than 0.8° from fixation, so all gtienulus words fell
within the fovea. Lavidor et al. (2001) presentieel tvords in a random order, interleaved with arakqumber of 5-
and 8-letter nonwords presented in the same wag.td$k was lexical decision: participants presses lmutton as
quickly as possible if the stimulus was a word amdther if it was a nonword. The results showed lirdcal
decision speed was affected more strongly by varidh the number of letters falling to the left fofation than by
variation in the number of letters falling to thHght. Figure 4A presents the results in such a asyo show the
effect of variation in letter length on reactiomés, measured as the percentage increase in Rlbs§mr compared
with shorter words (i.e., the cost of increasetktdength). The results for variation in the numbkletters falling to
the left of fixation (Central Lvar) or to the rigbf fixation (Central Rvar) in centrally-presentedrds come from
Experiment 1 of Lavidor et al. (2001). The grea#ect on lexical decision speed of left half véida in length than

right half variation is apparent, and is mirrorecthe results for words presented entirely in thM& lor RVF (data
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from the comparison of 4- versus 6-letter Englistrds in Experiment 1 of Lavidor et al., 2002). SbEdicts that
the number of letters falling to the left of fixaii in foveated words will have more of an effectvaord recognition
than the number of letters falling to the rightfotion, which is what Figure 4A shows. BPT hasneason to
predict that result.

Figure 4 about here
4.4, Effects of the number of orthographic neighb@roused by that portion of a word that fallsthe left or right

of fixation

The study by Lavidor et al. (2004) rested on aeddht set of findings; this time concerning theeeffof
‘orthographic distinctiveness’ on the recognitidrwmrds presented in the LVF or RVF away from tbeefa. One
way of measuring the orthographic distinctivendsa word is to count the number of other words tteat be made
by changing single letters. That number repres@retsiumber of close orthographic ‘neighbours’, anknown as
the word’s N count (Coltheart, Davelaar, JonasébrBesner, 1977). Lavidor and Ellis (2002-a,b) foutidt a
word’s N value (i.e., the size of its orthograph&ighbourhood) had more of an effect on recognitipeed in the
LVF than in the RVF: lexical decision RTs were &adb high than to low N words in the LVF, whilestbffect of N
in the RVF was not significant. In a study of lediclecision in Spanish, Perea, Acha and Fraga (24168 found a
facilitatory effect of N in the LVF, though in thatudy there was an inhibitory effect of N in thémR(slower RTs to
high N words than to low N words) rather than nieett

Lavidor et al. (2004) extended the results of Lavidnd Ellis (2002-a,b) to the split fovea situatitf SFT is
correct, word recognition speed may be more infteenby the number of orthographic neighbours amblisethat
portion of a fixated word that falls to the leftfofation than by the number of neighbours arousgthe portion that
falls to the right of fixation. Lavidor et al. (20Dselected 6-letter words which varied on the neindf other 6-letter
words that could be generated either by retainirgfirst three letters and changing the last theters (referred to
as ‘lead neighbours’), or by retaining the lastethdetters while changing the first three (refertedas ‘end
neighbours’). For example, the lead neighbours ASTLE, which share the first three letters, inclUlaSHEW

and CASINO, while the end neighbours, which shaeelast three letters, include BEETLE and SUBTLEorig
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were chosen that had many or few lead neighbouasnzany or few end neighbours. The four resultimgdisets
were matched on overall N. The words were presantadexical decision experiment with the fixatipaint falling
in the middle of each word (or nonword), and witttle stimulus subtending a visual angle of 1.1°ufEgiB shows
the results for centrally-fixated words which varien the number of lead neighbours (Central Lvathe number
of end neighbours (Central Rvar). For comparisaguie 4B also the results for high and low N woptlesented
entirely in the LVF or RVF (from Lavidor & Ellis, ®@2-a). In each case, the effect of neighbourhape is
measured as the percentage increase in reactias tior words with few neighbours over words withnya
neighbours (i.e. the cost of having few neighbalfge greater effect of variation in the numbeteafd (left-half)
neighbours than in the number of end (right-hajghbours mirrors the greater effect of N for whelerds
presented in the LVF than in the RVF words (Lavi&oEllis, 2002-a,b; Perea et al., 2008). That ipesdicted by
SFT. BPT has no reason to predict differential@ffeof the number of neighbours aroused by therkethat fall to

the left or right of fixation.

4.5, Effects of case alternation applied to thetiporof a word that falls to the left or right akétion.

We noted above that word recognition in right-hahgarticipants shows a substantial effect of lerfigttwords
displayed entirely in the LVF but a much smalleftdn non-significant) effect for words displayedtiegly in the
RVF. The implication is that the left hemispherebitter able than the right to process the compoletiers of
words in parallel, reducing the differences in iggd@tion speed between shorter and longer wordss(E1004). That
pattern only applies, however, to familiar wordeganted in a familiar format (i.e., normal, hori@dnlower or
upper case presentation). If familiar words ares@néed in unfamiliar formats, such as verticallyroMiXeD cASE,
the pattern changes and comparable length effeetseen in both visual fields. That is becauseodisg the
appearance of familiar words induces a sensittatword length in the RVF which is like that showy words in
the LVF under all presentation conditions (FiseA&uin, 1999; Lavidor & Ellis, 2001; Lavidor et ak002). The
implication here is that parallel processing of tbenponent letters of words by the left hemisplaegends on those

words being presented in formats that the left kphre is skilled at dealing with. Presenting waxlshe left
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hemisphere in unusual formats causes the left pdraie to process the component letters in a moia $&shion,
which is how the right hemisphere processes albgiarrespective of format (Ellis, 2004).

SFT predicts that if the left hemisphere is moresg&ve to format distortion than the right hemispdy then
distortion applied to those letters in a centraligsented word that fall to the right of fixatiohosld affect
recognition speed more than distortion appliedhimsé letters that fall to the left of fixation. iEllet al. (2005)
created 8-letter words in which case alternation agplied either to the first four letters (e.gXckElange) or the last
four letters (e.g., infiNiTe). The words were pnetsel centrally to right-handed participants in andrd lexical
decision task with an equal number of similarly-ipatated nonwords. Presentation time was 150 msthad
fixation point fell in the middle of the word. Tretimuli subtended an angle of 1.8°, so fell witthie fovea. Figure
4C shows the impact of format distortion appliedhose letters that fell to the left of fixationdral Lvar) or to
those letters that fell to the right of fixationg@ral Rvar). For comparison, Figure 4C also shibvegesults for case
alternation applied to whole words presented dgtirethe LVF or RVF (6-letter words from Lavidot al., 2002,
Expt 1). Effects are again displayed as the peagenincrease in reaction times for distorted owar-distorted
words (i.e., the cost of case alternation). As wétigth and N variation, the effect of case altBamaapplied to the
portion of a word that fell to the left or right ikation mirrored the effects seen for words préed entirely in the
LVF or RVF. This time, however, the effects wereaer in the RVF and in the right halves of cehtrfikated
words than in the LVF and the left halves. So, albtiateralized manipulations affecting recognitispeed have
stronger effects in the LVF where processing isegealty slower. The results of Ellis et al. (2005¢ as predicted by
SFT and have no ready explanation under BPT.

The studies on neurologically-intact readers by tduet al. (2007) and Hsiao et al. (2007), combinéti the
results concerning the effects of length, N ana @dernation in the left and right halves of wofE8is et al., 2005;
Lavidor et al., 2001, 2004), constitute the thirtelof evidence supporting our belief that SFT @rtiwy of serious

consideration, and that a split fovea has consamsefor normal reading.

5. Re-evaluating the criticisms directed against SFT
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For a long time, SFT has been criticized only bignence to the empirical evidence provided by HU(862),
Stone et al. (1973), Bunt and Minckler (1977), Bahal. (1977), and Leventhal et al. (1988). Althlouhe critics
usually include more recent articles (e.g., Gazyan2000; Lindell & Nicholls, 2003) to support thelaims, these
articles are simply reviews based on the older riztdn section 2 (above) we gave our reasondédieving that
such evidence is not incompatible with SFT, and tither, related evidence (Trauzettel-Klosinski &ifhard,
1998; Reinhard & Trauzettel-Klosinski, 2003) pogity supports SFT. In recent years, Jordan an@aglles have,
however, reported new empirical evidence whichhiirtview challenges the notion of a split foveastigularly as
applied to visual word recognition. In this sectiwe will consider the extent to which those studies genuinely

problematic for SFT.

5.1. Failures to replicate the differential effect the number of letters falling to the left oght of fixation in

centrally-presented words.

Jordan, Paterson, and Stachurski (2009) and JoR#darson, Kurtev, and Xu (in press) have preseatseries
of experiments which appear not to replicate timelifig reported by Lavidor et al. (2001) that lekidacision
performance is more affected by the number ofefi@ling to the left of fixation than by the nuefalling to the
right. Jordan and colleagues claim that the diffees in results between their studies and Lavitat.€2001) are
due to the fact that their experiments controltesl gaze direction of participants more effectivibign Lavidor et al.
(2001) managed to do through simple instructiortigsh& same time, however, the experimental comtg@nposed
on the participants in the Jordan et al. studieannthat the accuracy of lexical decision respomges very low in
some conditions (sometimes approaching chancegwéglction times were very long.

Jordan et al.’s (2009) Experiment 1 is presented dsect replication of Lavidor et al. (2001), ngithe same
materials and, as far as was possible, the sanditioms of presentation. The results, however, wemy different.
Whereas Lavidor et al. (2001) found more of anatféd the number of letters falling to the left fofation than to
the right (see Figure 4A), Experiment 1 of Jordaale(2009) found no such differential effect. Térdy detectable

effect in that experiment was a tendency for RTe/tods to be faster when fixation fell towards teginnings of
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the words than when it fell towards the ends (il Nvith the OVP effect shown in Figure 3; Huntealet2007). The
accuracy levels in that experiment were, howeverchriower than in Lavidor et al. (2001), and thesRilere much
longer. Thus, accuracy in Lavidor et al.’s experitnwas 91% when fixation fell towards the beginsiraj words
and 86% when fixation fell towards the end. Theegponding accuracy levels in Jordan et al.’s (R@@eriment
1 were 80% and 67%. These were lexical decisioporeses to stimuli that were half words and halfwars, so
chance was 50 per cent. The problem with low peréorce levels is that many of the ‘correct’ respertsewords
that enter into the analysis of reaction times ,viillreality, be lucky guesses where the partidiged little or no
idea whether the stimulus was a word or not andl appened to press the right button. The inclusibra
significant proportion of ‘lucky guesses’ will add great deal of noise to any analysis of RTs fqpsgedly
‘correct’ responses. Mean RTs for ‘correct’ respmndo words fixated towards the beginning or thd én
Experiment 1 of Jordan et al. (2009) were 769 nms &b ms respectively. In contrast, the correspundiTs in
Lavidor et al. (2001) were 428 ms and 449 ms, [a&3&0 ms or 80% faster than in Jordan et al. (2009)

Jordan et al.’s (2009) Experiment 2 was very simitatheir Experiment 1 except that the positionegk
fixations was monitored with an eye tracker. Thegra of results was similar to their Experimenthd therefore
different from those of Lavidor et al. (2001). Badgcuracies were again substantially lower tharaividor et al., and
RTs were again substantially slower (75% sloweffif@tions towards the beginnings of words and %1&wer for
fixations towards the ends). Experiment 3 of Jorefaal. (2009) was like their first two experimerggcept that this
time the eye movement monitoring apparatus was tesedsure that stimuli were only presented whetigigants’
right eyes were fixating at the desired locatiomp&sure durations were reduced to 50 ms from 150(thes
exposure duration used by Lavidor et al., 2001, Expts 1 and 2 of the same study). The resultingiacy levels
were 85% for words fixated towards the beginnind @r% for words fixated towards the end. The pattdrresults
was similar to that in Experiments 1 and 2 of thens study (i.e., different from Lavidor et al., 200Reaction
times in this experiment were very slow indeednbe89% slower than Lavidor et al. for words fixatedvards the
beginning and 98% slower (i.e., twice as long\fords fixated towards the end.

Jordan et al. (in press) report two more experisiasing the Lavidor et al. (2001) stimuli and figatpositions.

Presentation times were 50 ms (as in Jordan e2@09, Expt 3). Participants’ non-dominant eyeseneccluded
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using eye patches and stimuli were only presenteghvwthe dominant eyes were fixating correctly. Expent 1 of
this study used the same sized typeface as Jotddn(2009) while Experiment 2 used a larger tggef Accuracy
levels were somewhat better than in Jordan et2809), though lexical decision accuracy for cehtrptesented
words fixated towards the ends was still only 6%®%s were faster than in Jordan et al. (2009), blitnsore than
50% slower than in Lavidor et al. (2001). Curioyghere is clear evidence for a speed-accuracetnodidbetween
the two experiments in this study. The use of laggnuli in Jordan et al.’s (in press) Experim@nincreased the
accuracy of responding to words sltwedRTs by 30-40 ms. Participants who were shown ahger stimuli seem
to have taken the opportunity to respond more atelyr than participants who saw the smaller stimulit they
sacrificed speed in order to achieve those higbeuwracy levels. In our experience, such speed-acgurade-offs
are rare in studies of either central or lateralizeord recognition. Importantly, the pattern ofuks in both of
Jordan et al.’s (in press) experiments were theesagnthe pattern in the three experiments of Joetlah (2009),

and therefore different from the pattern obtaingd.&vidor et al. (2001).

5.2. Further replications of the differential effeof the number of letters falling to the leftraght of fixation in

centrally-presented words.

We are reassured in our belief that the resultsagfdor et al. (2001) are not entirely spuriousdese we know
that similar patterns can be discerned in othedistu(i.e., more of an impact on central word reitign of the
number of letters falling to the left of fixatiohan the number of letters falling to the right)lis£(2004) reanalysed
data from Brysbaert (1994) who collected namingrates from participants whose performance on ttests of
lateralized perception indicated that they wer¢ hefmisphere dominant for language. The subsetnfimy RTs
analysed by Ellis (2004) were for trials in whichriicipants fixated on the first or last letters @fitch words
containing 3, 4, 5, 7 and 9 letters. When fixatiaas on the first letter, different numbers of Iettéell in the RVF:
when fixation was on the final letter, differentmibers of letters fell in the LVF. Although the dataBrysbaert

(1994) were not collected with such an analysisiind, Ellis (2004) showed that naming speeds weseeraffected
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by the number of letters projecting to the leftfixition than by the number of letters projectimgthe right, as
reported by Lavidor et al. (2001).

Table 2 of Hunter et al. (2007) includes word nagniRTs from German-speaking participants with left
hemisphere language dominance (as determined hgctianial Doppler sonography). The naming RTs cboma
3-, 5- and 7-letter words presented at differeniZomtal positions across fixation in a study théte Brysbaert
(1994), was concerned with optimal viewing posisidar word recognition. Three-letter words fixateal the first
letter have one letter at fixation and 2 lettererding into the RVF, while the same words fixabedthe last letter
have one letter at fixation and 2 letters extendimg the LVF. Five-letter words fixated on thesfiror last letter
have one letter at fixation and 4 letters extendmg the RVF or the LVF, while 7-letter words fiea on the first or
last letter have one letter at fixation and 6 Istiextending into the RVF or LVF. By comparing méfs in those
particular conditions we can see the effect of gméag words such that 2, 4 or 6 letters fall te t&ft or right of
fixation, with a single letter at fixation and netters in the opposite visual field. The results displayed as the
black bars in Figure 5 which shows that naming Ri€se affected more by the number of letters extemdito the
LVF than by the number of letters extending inte RVF. That is the result of Lavidor et al. (2081at was also
detected by Ellis (2004) in the data of Brysha&#o4).

Figure 5 about here

A similar analysis can be made by comparing RT3-{&- and 7-letter words fixated on either theosekor the
penultimate letter in the data of Hunter et al.Q20 The second and the penultimate letter areséinee (middle)
letter for 3-letter words, the second and fourtiels in 5-letter words, and the second and siettells in 7-letter
words. In this comparison there is one letteratfon, one letter to the left or right of fixatioand 1, 3 or 5 letters
extending into the other visual field. The meares aicompletely different set from those employethin previous
analysis, yet the pattern is the same: naming R& sfffected more by the number of letters extenditgthe LVF
than by the number of letters extending into the=Rthe white bars in Figure 5). The data in Fighreome from
German not English or Dutch readers, and from ngméther than the lexical decision task used byidavet al.
(2001). Fixation was controlled by presenting digithich participants had to report very briefly (8%) at the

fixation point once every 6 or 7 trials (on averadeis true that the longer words in both Brysthg@994) and
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Hunter et al. (2007) projected beyond the foveaaftmund 2.7° for the longest words in Brysbaerlgt1995, and
3.5° for the longest words in Hunter et al., 20@vhjch makes them less than perfect for evaluatiegSFT. We
note, however, that SFT predicts continuity in tesults obtained for foveal and parafoveal presiems (because
all words and letters that fall to the left or righiffi@ation project only to the contralateral hentigpe, not just those

stimuli that fall outside the fovea) where the Bfr€dicts discontinuity.

5.3. Why have different studies obtained diffepatterns of results?

Why then are the results of Jordan et al. (2009ra&ss) different from those of Lavidor et al. (20and
different from the patterns discernible in the teswf Brysbaert (1994) and Hunter et al. (20079dan and
Paterson (2009) place the responsibility for tHedénce in findings firmly on the fact that theénet studies failed to
ensure accurate fixation with an eye tracker. H@wevordan and colleagues have never presente@éneed
indicating that monitoring fixation makes any diface to the pattern of results obtained in tashsrevwords are
presented at fixation. On the contrary, when VanHkeegen et al. (in press) directly compared thd*&@\rve under
various conditions of fixation control, they failéd find any differences except for an overall gase in RT and
error rate. Similarly, the attempted replicatiorid.avidor et al. (2001) by Jordan et al. (2009piress) generated
exactly the sameattern of results when fixation was unmonitorad iy Lavidor et al., 2001), when fixation was
monitored with an eye tracker, when both eyes wmyen, when only the dominant eye was open, and when
presentation was contingent on precise fixation.nittwing fixation and using fixation-contingent pestation
affected the overall speed and accuracy of respgnidi Jordan et al.’s studied, but did not chartge gattern of
results obtained. In addition, although Jordanle{2909) stressed the fact that in a simple mainigpcondition
fixation did not fall exactly on the fixation loéah on 42% of the trials, these deviations werelyamore than one
letter position (i.e., less than 0.25°) to the t&fto the right (cf. Van der Haegen et al., ingg)e Given their strong
contention that precise fixation matters, it is ystery to us why Jordan and colleagues have neparted analyses
showing that errant fixations of up to one lettesifion drastically altered the pattern of resolbained, rather than

just injecting a degree of noise into the data.
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Our current best guess as to why the results Joetah (2009; in press) differ from those of Lawicet al.
(2001), Brysbaert (1994), and Hunter et al. (208%hat it has to do with overall performance Iev@ccuracy and
RTs), not fixation monitoring. If we are to progsethis debate, we first need to know that it makedifference
whether fixations are monitored precisely compasdith alternative such as presenting occasional llstigits at
fixation or simply impressing upon participants tingportance of fixating carefully. If it can be sho that the
results obtained with precise monitoring of fixatiare different from those obtained using altemgatnethods
(something which, we repeat, has yet to be dematesty, then we need to know that results presentedpport of
SFT disappear when fixation is controlladd when performance levels are brought within themarrange for
words presented at fixation, within the fovea.

Replication is vital in science. In other scienceben a notable result is reported, other labs attémpt to
replicate it as a matter of course. Psychologydackradition of attempting to replicate importeedults, tending to
rely too much orp values as indicators of reliability. Our concesrthat Jordan and colleagues repeatedly adopt the
tactic of pointing to a possible confound and udingt as grounds to dismiss an empirical findinghaiit ever
explaining how the confound in question could braigput the disputed pattern of results (i.e., asults which
support SFT). Exactly how could bias in eye movetsé@mduce a difference in OVP curves between left aght
dominant participants (as in Figure 3)? What gdas would cause word recognition speed to be afteotore by
the number of letters to the left of fixation thiay the number of letters to the right (Figure 4Ayhat gaze bias
would cause the number of ‘lead neighbours’ toaffecognition speed more than the number of ‘exighbours’,
or cause case mixing towards the ends of word#féctaecognition more than case mixing towardshkginnings
(Figs. 4B and 4C)? How would a gaze bias explaig @hinese words with the phonetic component toritpet of
fixation induce a stronger EEG response in theHefhisphere, whereas Chinese words with the ploeethponent
to the left of fixation induce a stronger ERP effecthe right hemisphere under conditions wheeetttio forms of
Chinese words were randomly intermixed (Hsiao gt28107)? These questions are never even poseartgniand
colleagues, let alone answered. At the time ofimgijt Jordan and colleagues have failed to iderdifgingle

systematic bias in gaze direction that could expéaiy of the effects we have summarized above.
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6. Re-considering the usefulness of the Reicher-Wheeler task in hemispheric and split fovearesearch

Many different tasks have been used to investigat¢ral word recognition (Grigorenki & Naples, 2008pker,
2008). Most of those tasks have then been borrdya@searchers interested in the word recognitapabilities of
the two cerebral hemispheres (see Banich, 200&, ED04). Jordan and colleagues have champioredsé of the
Reicher-Wheeler task in hemispheric research, dioty split-fovea research (e.g., Jordan, PatchéadJilner,
2000; Jordan, Patching, & Thomas, 2003; Jordarerfa, & Kurtev, 2009; Jordan, Paterson, & Stadhiug908).
We believe, however, that the Reicher-Wheeler tesk a number of shortcomings which limit its useésk for
addressing the questions of interest here.

The Reicher-Wheeler task is built around pairs ofds that differ on a single letter (e.beak bearn. In a
typical experimental trial, one of the two wordspigesented briefly to a participant. That singlegéa word is
followed by a pair of choice alternatives creatgdpbesenting the pair of letters which differergiéhe two words,
with the remaining letters replaced by dashes.eixample, following the brief presentation of theg&t wordbeak
a participant would see three dashes then thedétendn displayed one above the other. The participaask ts to
choose which of the letteisor n occurred in that particular position in the targeaird. Presentation time of the
targets is usually adjusted so that the overafloperance level is around 66 per cent across altlitioms. Reicher
(1969), Wheeler (1970) and subsequent researcherges that performance on the task is better ifstirauli are
familiar words (e.g.peak bear) than if they are letter strings which are unwikelland hard to pronounce (e.g.,
bafk bqgfn). Thisword superiority effechas been taken to imply the presence of top-dd¥etts in which word-
level representations influence the perceptionhef component letters of words. Explaining the preseof word
superiority effects was considered an importantiregnent for the first generation of computatiomaldels of word
recognition (e.g., McClelland & Rumelhart, 1981aBaNewsome, McDonald, & Schvaneveldt, 1982).

Jordan et al. (2008) questioned SFT on the basisstidy in which they presented four-letter wdndthe left or
right of fixation, either in foveal vision (with #ir ‘medial edge’ at 0.15°, 0.25° or 0.35° fromdiion) or in
parafoveal vision (medial edge at 2.00°, 2.10°2.@0° from the fixation point). In an effort to exja foveal and

extrafoveal performance levels, the words preseatdtie fovea were smaller (subtending a visualean§0.55°)
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than the parafoveal words (subtending a visualean§ll.10°). In a variant of the archetypal Reietdreeler task,
the briefly-presented target words were followedalghoice between two whole words presented cénfradt two

letters accompanied by dashes as in the convehfmma of the task). Jordan et al. (2008) founddrgperformance
on this task in the RVF than the LVF for parafovpesentations but not foveal presentations. Pedace within
the fovea was symmetrical between presentatiorisaled right of fixation. This, Jordan et al. (200&)gued,
constituted evidence for a bilaterally projectiogdal region of at least 1-2°.

One major problem with the Reicher-Wheeler taskid it is performed off-line. Responses are notient the
target stimuli themselves in a way that would, totample, allow reaction times to be gathered tlefliect
processing as it happens (as in word naming orc&kxecision). Instead, scores are based on theramc of
choosing between two alternatives presented subséda the target. Typically, participants are unde time
pressure to make their choice decisions: they cardgr as long as they like before deciding whichthaf two
alternatives matches the briefly-presented targbe off-line, deliberative nature of responses hie Reicher-
Wheeler task matters when it comes to interpretiegnull findings of Jordan et al. (2008). SFT dnesclaim that
interhemispheric transfer in healthy participantevitably results in the incomplete or deficienansfer of
information that could cause left foveal performana be worse than right foveal performance. Thatikl happen
only in a participant with a split or badly-funatiog corpus callosum. Figure 3 suggests that ietarspheric
transfer in healthy participants introduces a toust of only 20 ms. This is unlikely to be refletia a decrement in
performance accuracy in an off-line task such asRbicher-Wheeler task. Hence, until the findinjdardan et al.
(2008) are repeated using on-line word processaisgst involving the measurement of reaction timesatget
stimuli, we do not regard them as compelling evageagainst SFT.

There are other differences between performande/énand RVF words in the Reicher-Wheeler task coraga
with other, on-line processing tasks that may bpartant. For example, Jordan et al. (2000, Exptcathpared
performance in the Reicher-Wheeler task for 44etterds and unpronounceable nonwords (letter stjingihe
accuracy with which participants could indicate efhof two letters had occurred in a specified pasiin the target
stimulus was better for words than for letter gsinvhen the target stimuli were presented in th& Rt there was

no significant difference between words and leitengs when they were presented as targets ih\ire Jordan et
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al. (2000, p. 1204) concluded that, “The absenceveh a slight word-nonword effect for LVF stimidiour study
suggests that words presented briefly to the tgimisphere were unable to make effective contatt ary higher-
order representations (i.e., for words or letterugs).” A similar insensitivity of the LVF to theormal superiority
of words over unpronounceable nonwords can be wlisdein the results of Jordan et al. (2003) andaloret al.
(2008). In contrast to this evidence that LVF womigy fail to engage lexical representations durihg
performance of the Reicher-Wheeler task, numertudies involving naming or lexical decision haveifid lexical
influences on the processing of LVF words. ThusrdMoequency and imageabilityave been shown to affect the
speed and accuracy of responses to LVF as web &VE words in naming and/or lexical decision (eBples,
1983; Chiarello, Liu, Quan, & Shears, 2000; Cor2305; lacoboni & Zaidel, 1996; Scott & Hellige, B)9This
implies that the cognitive processes recruitechim performance of the Reicher-Wheeler task areghetsame as
those recruited in on-line word recognition tasparticularly when words are presented in the lésual field
beyond the fovea. These responses may be basedmnlow-level perceptual judgments which do notagey
higher-level representations and which results énfggmance on familiar words that is indistinguilsleafrom
performance on unpronounceable letter stfings

In sum, the off-line nature of the Reicher-Wheg#sk means that it is incapable of detecting effdtat need to
be measured in terms of costs to the speed of gsgetarget stimuli. This, we suggest, may be teystudy by
Jordan et al. (2008) was insensitive to differerinagsponding to words that fell within the fovieat to the left or
right of fixation. Brysbaert has argued in a numbiepapers that word naming is the simplest andtimbsrmative
task for investigating issues of laterality anderhiemispheric communication (e.g., Brysbaert, 1¥4sbaert &
Nazir, 2005; Hunter & Brysbaert, 2008-a,b; Hunteale, 2007). Naming is on-line, is close to natueading, and
vocal responses can be timed with millisecond amurNaming involves the mapping of orthographyoospieech
production processes which are clearly lateralig®dnich, 2004; Zaidel, 1998) and can be easily ealibly

assessed with brain imaging (cf. Knecht et al. 0200

4 Note that changing the case of letters betweagetsand probes does not prevent the use of logt-rceptual strategies in
the Reicher-Wheeler task. Imagine, for examplé, ttetarget word waseakand that the participant was then offered theaghoi
between ---K and ---N, or between BEAK and BEAN.alsituation where participants can take as lontheg like to make a

response, they only have to think whether or nettéinget word included an ascending letter (k) fnajected above the rest of
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7. Closing remarks

SFT is a relatively new arrival on the theoreti@atl empirical stage. There is much to be done beferwill be
in a position to know whether SFT, BPT or somedtatternative provides the best explanation of itfepping
between the retinae and the brain, and of the psireg of stimuli that fall entirely or partially the left or right of
fixation. SFT has generated a range of novel anghtesintuitive findings in relation to word recogioh —
observations that would not have been made withloeitprompting of the theory, but which now needb&®
accounted for by any satisfactory theory of visuald recognition. SFT has also stimulated signifiddeoretical
developments; for example in the computational iogdework of Shillcock et al. (2000), Monaghan a8Hillcock
(2008) and Whitney (2000). We might take issue vaiipects of those computational models, but thabisthe
point: the point is that they have inspired newking in an area of both theoretical and praciicglortance.

In contrast, nearly a decade of studies by Jordwh alleagues — from Jordan et al. (2000) to Joralach
Paterson (2009) — has focussed on questioning $fd almost exclusively on the basis of inadequiiation
control. The resulting papers have been persistergative in tone, content to point towards reaineaginary
faults in other studies and to publish null resditsssed up as failures to replicate effects updmperly controlled
conditions. Jordan and colleagues have never atéehtp explain how the alleged faults of SFT experits could
generate the patterns of results upon which thimmslaf SFT are based, or how small biases in fixatocation
could generate those effects artefactually. Instdasly have been content to point out that the 8Fd minority
position (as if that matters) and to imply that apyparent failure to replicate its predictionsnsegh to discredit the
theory in its entirety.

SFT will not be the last word on the involvementtteé hemispheres in perception and reading, btiberewill
BPT. The task right now is to decide which theayeiading us in the right direction. We thank Jardad Paterson

(2009) for stimulating us to conduct our own retaa#ion of the evidence for and against SFT. W lfmoward to

the word. If it did, the answer is ---K / BEAK: iif did not, the answer is ---N / BEAN. The familigror otherwise of the word
would not be expected to affect performance wheh superceptual strategy is employed.
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the day when Jordan and colleagues employ BPTieedato generate novel and original hypotheseschvigredict
positive results (rather than null effects) thalphdiscriminate BPT from SFT, and which the reshazommunity
can sink its collective teeth into. In the meantime hope that readers of this article will be iregh to read the
original articles reviewed by us and by Jordan Baterson (2009), and to take their own unprejudiaedurately-
fixated look at whether the fovea is split and wieetthis has consequences for the way we recogvisds in

reading.
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Figure legends

Figure 1. Image from Trauzettel-Klosinski & Reintigf1998) showing the retina of the participant, fixation
stimulus (the cross) and the stimulus presentdalg& dots against a red background presented2@mis; in the
figure the dots are shown at an eccentricity of B3rticipants had to indicate how many dots tteey sn each trial
(announced by an auditory signal). The inset (Bwshthe criteria Trauzettel-Klosinski & Reinhardeds Scenarios
(a) and (b) with far eccentricities were used tagdiose macular sparing or splitting. A person witicular splitting
saw no dots (a), a person with splitting saw one 8oenarios (c) and (d) with close eccentricitiese used to
decide about a vertical strip of hemifield overl&ithout overlap, the persons sees no dots (c)) witerlap the
person sees all three dots (d). Source: Trauzehslinski & Reinhard (1998).

Figure 2. Amount of foveal sparing in hemianopidiqgras without macular sparing. This figure représethree
possible scenarios of hemifield overlap. In thstfgcenario (A), there is a constant overlap of.drbthe second
scenario (B) there is a widening of the overlafoweal vision, as claimed by Huber (1962). In tastIscenario (C),
there is an overlap of 0.5° in peripheral visiort hot in central vision. Of the 34 eyes tested ®inRard and
Trauzettel-Klosinski (2003), 12 fell in scenaricafAd 22 in scenario C. No cases were observed ehf@paring of
the sort suggested by Huber (1962). Source: FigufeReinhard and Trauzettel-Klosinski (2003).

Figure 3. Word naming times relative to the grouprage for left dominant and right dominant paptgits as a
function of the fixation position within the worBarticipants with left speech dominance named fbyeaesented
4-letter words faster when they were presentediah @ way that the participants were fixating oa finst letter,
whereas participants with right speech dominancg d& advantage for words presented in such a waty th
participants were fixating on the last letter. NMetthat the effect is a gradual one, not only prefe fixations on
the extreme letter positions but also for fixati@msthe second and the third letter. If the RTsrarecorrected for
the group averages, the curve of the rightdomir@aticipants is higher than the curve of the leftiltant
participants (see also Brysbaert, 1994). Becauseb#tween-group difference was far from significdne to the

large variation within each group, it has not bestained in the figure, Source: Hunter et al. 200

Figure 4. lllustration of how the effects of letlength (4A), neighbourhood size (4B) and caserradition (4C) in
those portions of fixated words that fall to thé ler right of fixation mirror the effects seen farords presented
entirely in the left or right visual field. LVF /XA = words presented entirely in the left or rigigual field, away

from the fovea. Central Lvar / Central Rvar = cahprresentation with variation in length, neightfmod size or
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case alternation in that part of the stimulus wibvat falls to the left (Lvar) or right (Rvar) ofxftion. Fig. 1A.
Percent RT changes for LVF and RVF words is defiasd(((LVF6 - LVF4)/LVF4) * 100) and (((RVF6 -
RVF4)/RVF4) * 100) respectively, where LVF4, LVARYF4 and RVF6 are the mean RTs for 4- and 6-|étieer
case words presented in the LVF or RVF in Exptf lLLavidor et al. (2002). Percent change as a fanaf length
variation to the left or right of fixation in ceatly-presented words is defined as (((Lvar8 - LyArgar5) * 100) and
(((Rvar8 - Rvar5)/Rvar5) * 100) respectively, whéngar5 and Lvar8 are the mean RTs for centrallyspréed 5-
and 8-letter words in Lavidor et al. (2001) whea ttords were positioned such that the variatioemgth occurred
to the left of fixation, and Rvar5 and Rvar8 are thean RTs for centrally-presented 5- and 8-lettaxds when the
words were positioned such that the variation imgte occurred to the right of fixatiorig. 1B. Percent RT changes
as a function of variation in number of orthographeighbours (N). Mean RTs for whole words in LMdaRVF
come from Expt. 1 of Lavidor and Ellis (2002-b) ¥ehinean RTs for variation in the number of neighlsdar those
letters that fall to the left or right of fixatidn centrally-presented words come from Expt. 1 afidor et al. (2004).
Fig. 1C. Percent RT changes as a function of case altemdflean RTs for whole words in LVF and RVF come
from Expt. 1 of Lavidor et al. (2002; 6-letter mikand lower case) while mean RTs for variationhi@ humber of
neighbours for those letters that fall to the @ftright of fixation in centrally-presented wordsnee from Expt. 2 of

Ellis et al. (2005; words left and right alternatesdower case).
Figure 5. Word naming latencies for participantshweft hemisphere language dominance, showingetfest for

words presented at fixation of variation in the t@mof letters in one visual field when the numbgletters in the

opposite visual field is controlled (at 0 or 1)eSext for details. Source: Hunter et al. (2008bIE 2.
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