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Abstract 

Many published studies have quantified film stress evolution for different processing 

conditions and deposition methods.  Here, data from multiple wafer curvature measurements in 

the literature (for evaporated and sputter-deposited Cu, Ni, Co, Cr, Mo and W) are analyzed in 

terms of a kinetic model to develop a comprehensive picture of the processes that control film 

stress.  The model includes the effects of film growth kinetics, grain growth and incoming particle 

energy. Non-linear least squares fitting of the data to this model enables the determination of 

kinetic parameters that control the stress for each material.  The fitting for each material is done in 

a way that optimizes the parameters simultaneously for all the measurements, both sputtered and 

evaporated.  Parameters that depend only on the material are constrained to have a common value 

among all the data sets for that material. The validity of the resulting parameters is evaluated by 

comparing with values estimated from the underlying physical mechanisms 
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1. Introduction 

Understanding residual stress in thin films is important because of its impact on their 

performance and reliability.  Dependence of the stress on the deposition technique and processing 

conditions suggests the possibility of controlling the stress. It would be desirable to be able to 

predict the stress in order to determine the best processing conditions. To this end, we have worked 

on the development of an analytical model that can be used to analyze and predict the development 

of film stress.  

In previous work, we have described a model for stress in films deposited by non-energetic 

methods, e.g. evaporation and electrodeposition [1]. This model has recently been used to analyze 

wafer curvature measurements of stress in multiple materials published in the literature [2]. Non-

linear least-squares fitting of the model to the data was used to obtained a set of model parameters 

that control the stress for each material. 

In the current work, we extend the previous work to analyze published measurements of 

stress in sputter-deposited films (Cu, Ni, Co, Cr, Mo, W). The work uses an extension of the 

analytical model to include the effects of energetical particles on the stress evolution. Some of the 

results (Cu, Ni, Cr) are in systems that have also been studied using evaporation. In these cases, 

we show that the model can describe the stress with a single set of parameters for both types of 

deposition. This supports the conjecture that the stress-inducing mechanisms due to energetic 

processes are additive to those described by non-energetic growth processes. 
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2. Background 

Much of the knowledge of thin film stress comes from in situ measurements during 

deposition using wafer curvature techniques. The measured curvature 𝜅  is proportional to the 

stress-thickness, i.e., the product of the thickness-averaged in-plane stress, �̄�, and the thickness, 

ℎ௙ [3]: 

𝜅 =
଺ఙ̄௛೑

ெೞ௛ೞ
మ (1a) 

where �̄�ℎ௙ = ∫ 𝜎௫௫൫𝑧, ℎ௙൯ 𝑑𝑧
௛೑

଴
 (1b) 

𝑀௦ and ℎ௦ are the biaxial modulus and thickness of the substrate, respectively and the in-plane 

stress in each layer at height z is defined as 𝜎௫௫(𝑧, ℎ௙). The stress during growth may change by 

the addition of new layers in the film (incremental stress) or change in layers that have already 

been deposited. 

There is a large literature of stress measurements [1, 4-8] that documents how the stress 

depends on the processing conditions in different materials for different deposition techniques. For 

non-energetic deposition, this includes dependence on the growth rate (R), and temperature (T). 

Low atomic mobility or high deposition rates often produce films with tensile stress while the 

opposite conditions produce compressive stress. A change in the grain size with thickness can 

modify the stress in new layers (incremental stress) or in previously-deposited layers. For energetic 

deposition (sputtering), the energy of the incoming particles also influences the stress which can 

be controlled by the gas pressure in the chamber, the source to substrate distance, and the discharge 

voltage. More energetic particles typically lead to more compressive stress [9, 10], which is an 
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effective method for mitigating the tensile stress that otherwise develops in deposition of high 

melting point materials. 

Different mechanisms have been proposed to explain the origin of the stress during film 

growth. Tensile stress has been ascribed to interfacial energy reduction during island coalescence 

[11] and compressive stress due to the incorporation of excess atoms on the surface into the grain 

boundary [12]. Chaudhuri [13] has described how grain growth within the layers of the film can 

create additional tensile stress. Models for sputtering suggest how the subplantation of energetic 

particles can create compressive stress. For sputtering, the mechanism of “atomic peening” [14] 

plays an additional role beyond the non-energetic deposition. The momentum transfer from the 

energetic particles can drive the atoms into the film to form a denser configuration [15] and/or 

create stress-induced defects. This may occur through processes at the grain boundaries [16-18] or 

in the bulk of the film itself [10, 19, 20]. Janssen and Kamminga have suggested that the energetic 

stress-generating processes can be considered as additive to the processes found in non-energetic 

growth [21]. 

3. Stress model 

The stress model is based on describing the stress-inducing mechanisms associated with 

three fundamental processes: 1) the growth of new layers in the film, 2) grain growth in layers that 

have been deposition and 3) the impact of energetic particles.  It has been described elsewhere[1, 

22, 23] so only the final equation is presented here; further details can be found in the 

supplementary material.  The model predicts the slope of the stress-thickness at each thickness of 

the film, 
ௗ൫ఙ̄௛೑൯

ௗ௛೑
, due to the additive effect of the different mechanisms: 
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ௗ൫ఙ̄௛೑൯

ௗ௛೑
=

ௗ൫ఙ̄௛೑൯
೒ೝ೚ೢ೟೓

ௗ௛೑
+

ௗ൫ఙ̄௛೑൯
೒೒

ௗ௛೑
+

ௗ൫ఙ̄௛೑൯
೐೙೐ೝ೒೐೟೔೎

ௗ௛೑
  (2) 

where 

ௗ൫ఙ̄௛೑൯
೒ೝ೚ೢ೟೓

ௗ௛೑
= 𝜎஼ + ൭𝜎்,଴ ൬

௅ೝ೐೑

௅ೞೠೝ೑൫௛೑൯
൰

భ

మ
− 𝜎஼൱ 𝑒

ቆି
ഁವ(೅)

ೃಽೞೠೝ೑ቀ೓೑ቁ
ቇ

 (2a) 

ௗ൫ఙ̄௛೑൯
೒೒

ௗ௛೑
= 𝑀௙𝛥𝑎

ఈభ௛೑

൫௅೚ାఈభ௛೑൯൫௅೚ାఈమ௛೑൯
 (2b) 

ௗ൫ఙ̄௛೑൯
೐೙೐ೝ೒೐೟೔೎

ௗ௛೑
=

𝑙

𝐿𝑠𝑢𝑟𝑓(ℎ𝑓)
𝐴𝑜 + (1 −

𝑙

𝐿𝑠𝑢𝑟𝑓(ℎ𝑓)
)

𝐵𝑜

ቀ1+ 𝑙
𝑅𝜏𝑠

ቁ
  (2c) 

For comparison with data, the stress-thickness is calculated from numerically integrating 

this equation.  

A brief description of the adjustable parameters in the model is given here.  σC and σT,0 are 

related to the compressive and tensile stresses generated at the point where new sections of grain 

boundary are forming between adjacent grains, while βD is a parameter related to the surface 

kinetics that determines the balance between them.  The grain size is assumed to change linearly 

with the deposited thickness, where 𝐿௢ + 𝛼ଵℎ௙  describes the grain size at the film-substrate 

interface and 𝐿௢ + 𝛼ଶℎ௙ is the grain size at the film surface (i.e., Lୱ୳୰୤(h୤)).  𝑀௙𝛥𝑎 is related to the 

densification associated with subsurface grain growth. A0 and B0 are related to energetic particle 

effects due to densification near the grain boundary and trapping of defects in the bulk of the film, 

respectively. τS is the characteristic time for a defect to diffuse to the surface and annihilate, which 
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depends on the defect diffusivity Di. R is the growth rate and 𝐿௥௘௙ is a reference grain size (taken 

as 1 nm).  l is the depth at which stress-inducing defects are created.   

To illustrate how the different components of the model contribute to the stress, we present 

some examples of fitting results for sputtered Ni. Figure 1a shows results for sputtering under 

conditions of 1.07 Pa, and 0.016 nm/s at room temperature. The average grain size from the fitting 

is 30 nm.  The line labelled ‘Total’ shows the result obtained from fitting the model to the data. 

The parameters obtained from the fitting can be found in the supplementary materials. The 

different components of the fitting model are shown by the different colored lines and described 

in the legend: they correspond to the contribution of the growth kinetics (
ௗ൫ఙ̄௛೑൯

೒ೝ೚ೢ

ௗ௛೑
 in eq. 2a), 

subsurface grain growth (
ௗ(ఙ̄௛೑)೒೒

ௗ௛೑
in eq. 2b) and energetic processes (

ௗ൫ఙ̄௛೑൯
೐೙೐ೝ೒೐೟೔೎

ௗ௛೑
  in eq. 2c). For 

the processing conditions in figure 1a, the total stress is tensile. According to the different terms 

in the model, the only tensile stress comes from the grain growth process. The growth kinetics 

contribute a compressive stress at this growth rate. The contribution of the energetic particles is 

small, corresponding to the relatively large pressure. 

For comparison, the results for sputtering at 0.27 Pa, 0.034 nm/s and room temperature are 

shown in figure 1b. The average grain size from the fitting of this data is 13.2 nm. The components 

of the stress are represented by the same labels in the legend as described above. Compared to the 

previous example, the overall stress is compressive for these processing conditions. This is 

modeled in the fitting by an increase in the energetic particle contribution to the stress because of 

the lower processing pressure relative to figure 1a. Additionally, the contribution of the growth 

kinetics is slightly more compressive and the contribution of the grain growth is less tensile. 
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Figure 1. Plots showing the different components of the stress model, as indicated in the legend, for different 
processing conditions for sputtered Ni from Lumbeeck [24]. a) 1.07Pa 300K 0.016nm/s, b) 0.27Pa 300K 0.034nm/s.  

4. Fitting procedure 

To determine values for the parameters in the stress model, non-linear least squares fitting 

was used to minimize the mean-squared difference between the measured stress-thickness and the 

model calculations for each material. Multiple sets of data for each material were considered 

simultaneously by the fitting procedure so that measurements made at different growth rates, 

temperatures and sputtering pressure were analyzed at the same time to produce a comprehensive 

set of parameters.  

  The fitting is done by minimizing the mean-square difference between the model and the 

data from sets of measurements made for different processing conditions and by different 

researchers.  Each set of data for the stress-thickness at a specific set of processing conditions is 

identified by the index j and consists of nj individual data points. The number of sets of data that 

are being analyzed simultaneously is equal to Nj. The mean squared difference, summed over all 

the data, is defined as    

𝑆2 =
1

𝑁
∑ ∑ (𝑦൫𝑥𝑖,𝑗൯ − 𝑓(𝑥𝑖,𝑗, {𝑎}))

2𝑛𝑗

𝑖=1

𝑁𝑗

𝑗=1
  (3a) 
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where 𝑁 = ∑ ∑ 1
௡ೕ

௜ୀଵ

ேೕ

௝ୀଵ
    (3b) 

xi.j refers to the independent parameters associated with the ith data point in the jth data set.  These 

include the thickness associated with the data point as well as the associated processing parameters 

such as the growth rate, temperature and pressure. y(xi.j) refers to the measurement of the stress-

thickness for that data point, while  𝑓(𝑥௜,௝, {𝑎}) refers to the calculation of the stress-thickness from 

the model with a set of model parameters {a} and the same independent parameters.  N is the total 

number of data points summed over all the data sets.    The mean-squared difference is equal to 

the function 2 [25] if each of the differences in eq 3a is divided by the experimental error 

associated with that data point.  In general, the experimental error was not reported for the 

curvature measurements.  A discussion of the error analysis and its effect on the fitting parameters 

is contained in sec 6.1.  

 A set of parameters that minimizes the mean-squared difference is determined by non-

linear fitting using the MATLAB code.  For the materials that have data for both evaporated and 

sputter-deposited films (Cu, Ni and Cr), the combined data are all fit at the same time with the 

energetic parameters set to zero for the evaporated data. A similar analysis of evaporated films has 

been described in previous work [2] using the stress model without energetic parameters.  The 

fitting results for the different materials are described in sec. 5 and the supplementary material.  

The significance of these parameters and the error associated with them is discussed in sec. 6.1.   

Some of the model parameters are only material dependent and are not influenced by the 

processing conditions. These parameters were made to have a single value when fitting all the data 

for the same material. This include the parameters 𝜎்,଴, 𝛽𝐷 and MfΔa for non-energetic growth 
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and Di for energetic deposition. The other parameters ( 𝜎஼ , 𝐿଴ , 𝛼ଵ  and 𝛼ଶ)  are processing-

dependent parameters and are allowed to have different values for each set of processing 

conditions. 

The energetic parameters A0, B0 and l are defined by the scattering of the energetic species 

with the sputtering gas. Hence, they depend on the pressure and the target-to-substrate distance. 

Strictly speaking they will also depend on the discharge voltage but the effect on the discharge 

voltage is rather small. In order to reduce the number of fitting parameters, for each material we 

assume that the parameters vary linearly with the pressure above a threshold value defined as P0.  

Therefore, for a given pressure p the value of A0 is A* (1 - p/P0) where A* is the fitting parameter 

that has only one value for each material. Similar treatments are performed for the other energetic 

parameters so that B0 = B* (1 - p/P0) and l = l* (1 - p/P0).  The energy also depends linearly on the 

target-substrate distance, but most studies are done by varying the sputtering pressure. For the 

studies of multiple growth conditions performed by the same research group, the distance is the 

same for all the measurements.  For all the studies analyzed in this work, the reported target-

substrate distances are in a relatively narrow range of 16 - 18 cm, so that only the variation in the 

pressure was considered in the modeling.   

For measurements made at different temperatures, 𝛽𝐷 is assumed to have a temperature 

dependence given by  

𝛽𝐷(𝑇) =
(ఉ஽)బ

௞்
𝑒𝑥𝑝 ቀ−

ாಲ

௞்
ቁ  (4) 

Therefore, two fitting parameters ((βD)0 and EA) are obtained from fitting data taken at multiple 

temperatures. Sets of measurements made at one deposition temperature only need one parameter 
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for βD. In sec. 5, the data sets for Cu, Ni and Cr have measurements made at multiple temperatures 

while Co, Mo and W were all measured at room temperature. 

The stress-thickness evolution is calculated by numerically integrating the expression for 

the derivative in eq. 2. This requires specification of a constant of integration which is a fitting 

parameter.  Since the growth kinetic stress-generating mechanisms in the model assume that the 

film is continuous and uniform, the fitting is done over the range of thickness after coalescence 

has occurred, i.e., after the initial tensile peak in the data. The range of thickness that is covered 

by the fitting is shown by the solid lines on the figures in sec. 5.   

Least-squares fitting requires initial guesses for the parameters which are estimated from 

the physical properties of the material, the experimental data and experience with other systems. 

The fitting procedure allows the parameters to vary freely to obtain the values that give the best 

agreement with the measurements. With a few exceptions, the fitting is not biased to align with 

our expectations of how the parameters should depend on processing conditions. Rather, we allow 

it to be unconstrained and then look at the resulting parameters for different materials to see how 

their behavior correlates with underlying physical mechanisms. Note that this is not the case for 

two of the parameters: MfΔa is only allowed to vary by +/- 20% from estimates based on the biaxial 

modulus and the parameter controlling the implantation depth, l0, is allowed to vary no more than 

150% from values estimated using SIMTRA [26] and SRIM [27].  

5. Results of fitting 

The results of fitting the model to multiple sets of data in the literature are shown in figure 

2(a)-(f) for Cu, Ni, Co, Cr, Mo and W, respectively.  The symbols represent the data and the solid 

lines represent the results of fitting to the model.  Some of the data sets (Co [28], Mo [29] and W 
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[30]) only consist of results for sputter-deposited films while others (Cu [31-37], Ni [24, 38, 39] 

and Cr [11, 40, 41]) include results for both evaporated and sputter-deposited materials. 
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Figure 2. Data (symbols) and model fit (line) for a) Cu, b) Ni, c) Co, d) Cr, e) Mo and f) W. The processing 
conditions and source of the data corresponding to each color in the figure can be found in the corresponding tables 
in the supplemental material. 

Tables with the fitting parameters and the associated error bars for each metal are presented 

in the supplementary material.  These tables also indicate the source of each data set, corresponding 

to the colors in the figure, and the associated deposition conditions. 

6. Discussion of results 

The agreement between the fitting results and the data in sec. 5 shows that the stress model 

is able to account for a wide range of processing conditions, material parameters and 

microstructural evolution within a single framework. The fact that some parameters can be kept 

common for multiple experiments, even those done by different groups, suggests that these are 

truly material-dependent properties. Furthermore, the model is able to simultaneously fit data from 

both evaporation and sputter-deposition with a single set of common parameters where the data is 

available (Cu, Ni and Cr). This supports the assumption that the stress-inducing effects of energetic 

particles (sputtering) can be considered as additive to those of non-energetic growth or grain 

growth, consistent with the suggestion of Janssen and Kamminga [21]. Fitting the energetic and 

non-energetic data separately did not improve the overall quality of the fit. 

The fitting parameters were mostly allowed to vary freely and were not constrained to have 

prescribed values (with the few exceptions discussed in sec. 4). In the following sections, we 

discuss the significance of the parameters resulting from the fitting process and what can be learned 

from the trends in the parameters for different materials.  
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6. 1. Significance of fitting parameters  

To start this discussion, we first consider the significance of the parameters obtained from 

fitting. The fitting procedure produces a set of parameters that minimizes the mean-squared 

difference between the model and the data, but there may be other sets that produce fits that are 

also good. The sensitivity of the mean-squared difference to changing the parameters has been 

discussed previously for the fitting of films deposited by non-energetic evaporation [2]. The 

analysis there shows that if one parameter is changed by a fixed amount, the other parameters can 

readjust to reduce the effect on the mean-squared difference. This means that the minimum is broad 

in parameter space and many sets of parameters can give similarly low values for the mean-squared 

difference. The parameters presented in this work should therefore be thought of as a set of 

reasonable values but not ones that absolutely minimize the mean-squared difference. 

For systems in which the deviation between the model and the data is only due to random 

experimental error, the quality of the fit can be estimated from the value of 2.  An estimate of the 

random experimental error can be obtained from the data by taking the variance of the difference 

between the measurements and a straight line in a region where the slope of the stress-thickness is 

relatively constant.   Using this approach, we estimated the random experimental error of the stress-

thickness measurements to vary over a relatively wide range of 0.1 - 20 J/m.  However, the 

assumption of random errors is not appropriate for this work since it ignores other sources of error.  

In the first place, the model is not perfect and we expect that there are systematic deviations 

between the experiments and the model (e.g., the assumption of linear grain growth kinetics).  In 

addition, when analyzing measurements made by different groups there may be errors in the 

accuracy or calibration of the stress measuring apparatus.  This will lead to another systematic 
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source of error when the individual data sets are united into a single comprehensive data set.  For 

this reason, we cannot directly determine the confidence in the fit based on the 2 value.   

Similarly, the standard deviation associated with each parameter can also be estimated 

using propagation of errors if the deviation is due to random experimental error [25].  This is done 

by analyzing how the 2 values change when the parameters are displaced from their minimum 

values.  The associated curvature matrix is defined as  

𝛼௜,௝ =
ଵ

ଶ

డమఞమ

డ௔ೕడ௔೔
  (5) 

where aj and ai refer to parameters in the model and the error matrix (𝜀௜,௝) is defined as the inverse 

of 𝛼௜,௝.  The error on the jth parameter ∆𝑎௝ is given by [25]  

∆𝑎௝
ଶ = ∑ ቀ∑

ଵ

୼೔
𝜀௝,௟

డ

డ௔೗
𝑓(𝑥௜ , {𝑎})௠

௟ୀଵ ቁ
ଶ

௡
௜ୀଵ   (6) 

where the sums are over all the data points (indexed by i) and parameters (indexed by l).  ∆௜ is the 

experimental error for each of the data points. As discussed above, the deviation between the model 

and data is not due only to random error so we can not exactly calculate the parameter error using 

eq. 6.  Nevertheless, we can use this approach to calculate the curvature of the 2 matrix and 

estimate the relative error for each parameter, even though 2 is not correctly normalized and the 

errors are not random.  

 To evaluate eq. 6, we need to estimate the experimental error ∆௜.  To make this possible, 

we assume that experiment error is the same for all of the data points for each material (∆) and 
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therefore ∆ଶ=
ௌమ

ఞమ
.  If we further assume that the 2 value is equal to 1 for the best fit parameters, 

then we can estimate that ∆ଶ=
ௌమ

ఞమ ~𝑆ଶ.  We do this instead of estimating the experimental error 

from each data set since we do not believe that random error is the main contribution to the mean-

squared difference. The error on each of the parameters (∆𝑎௝) calculated from eq. 6 is proportional 

to this estimate of the experimental error.  The parameter error values obtained from this method 

are reported with the fitting parameters in the supplemental material.   

Because of the large number of model parameters, obtaining a good set of fitting 

parameters requires a comprehensive set of data that quantifies the stress evolution under a range 

of processing conditions. For instance, it is not possible to determine the activation energy 

parameter EA if there are not measurements made at multiple temperatures. If the geometry of the 

chambers is different, this can affect the energy of the sputtered species so the pressure dependence 

of the stress can be affected. However, as discussed above, much of the fitting is done for sets of 

data that were obtained in the same chamber; data sets taken in other chambers have similar values 

of the target-sample distance. The fact that common values could be obtained that explained many 

data sets taken in independent studies suggest that local variations in the processing conditions 

(e.g., chamber base pressure) do not strongly affect the results. 

6. 2. Kinetic parameters 

To look at the material dependence of the model parameters, we first consider βD, the 

parameter that depends on the kinetics of non-energetic growth. If we assume that the temperature 

dependence is given by eq. 4 and that the prefactor (βD)0 is similar for all the materials, then ln(βD) 

at room temperature is proportional to EA. A plot of ln(βD(T=300K)) vs. the melting point Tm is 
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shown in figure 3a. The data includes analysis of data sets for which we simultaneously fit 

sputtering and evaporative data (blue circles), only sputtering data (green circles) and only 

evaporative data (red circles).  The value for W is not included in fig. 3a because the error on this 

parameter is very large.  This is because the low atomic mobility of W means that the compressive 

stress due to the growth kinetics is insignificant and therefore the kinetic parameter controlling it 

cannot be determined.  Additional discussion of the fitting of the W data is contained in the 

supplemental material. The plot shows a linear dependence on Tm which is consistent with the 

observation that the activation energy for diffusion scales with the melting point for many 

transition metals [42]. This scaling of the activation energy was also observed previously in the 

analysis of stress in evaporated films [2]. Note that the linear dependence is similar for all the data 

sets, whether deposited by evaporation or sputtering. This suggests that the kinetic parameter has 

a similar activation energy for both energetic and non-energetic deposition.  A similar trend with 

the melting point is found in the parameter for the diffusion of defects (Di), shown in figure 3b. 

This suggests that the activation energy for defect diffusivity is also proportional to the melting 

temperature, as was found for βD. The shallower slope suggests that the activation energy for 

defect diffusivity is lower than for βD.  
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Figure 3. Fitting parameters for diffusional kinetics determined at room temperature vs. melting point of material. a)  
βD, b) Di. 

6. 3. Grain size evolution 

The grain size affects the stress in the model both at the surface and through the evolution 

of the grain size in the bulk of the film. Importantly, if the grain size does not change, then the 

model predicts that the slope of the stress-thickness will not change since the incremental curvature 

due to growth kinetics (term 1 in eq. 2) and energetic deposition (terms 3 and 4 in eq. 2) are 

otherwise independent of film thickness. Consequently, the model attributes any non-linearity of 

the stress-thickness vs. thickness measurements to either surface or sub-surface grain growth. 

Because of this, if there are any other sources of non-linearity in the stress-thickness (e.g., surface 

roughening or void formation), the model may adjust the microstructural evolution to capture this, 

leading to errors in the results of fitting for the microstructural evolution.  

The fitting results for grain growth can be compared with experiments where the data is 

available. This is the case for Ni [38], Cu [31, 32], Co [28] and W [30] where the average grain 

size in the films was measured using TEM. Figure 4 shows the results of the measured grain size 

on the x-axis and the value calculated from the fitting at the same thickness as the measurement 

on the y-axis. Note that the fitting values for Ni are different than those in the original manuscript 

[38]. That is because the fitting results here include data from other studies besides the work of 

Koenig et al. The figure also leaves out the measured grain sizes for Ni at low pressure (0.27 Pa) 

which had a bimodal grain size distribution. In Cu [32], TEM measurements showed that the 

average grain size in all the films was similar, ranging from 16.7 – 29.3 nm with an average of 

22.5 +/-4 nm. The measured grain size did not vary with the processing conditions because the 
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experiments used a 50 nm Cu buffer layer that was always grown under the same conditions before 

the growth rate or pressure was changed. 

 

Figure 4. Grain size from fitting vs measured grain size. The calculation from the fitting parameters is done at the 
same thickness as the measurement.  

The fitting results in figure 4 do not agree exactly with the measured grain size.  However, 

the range of measured values is similar to the fitting values, which shows that the grain sizes 

produced by the fitting are in a reasonable range. A similar level of agreement between the 

measured grain size and the fitting was also seen for metal films deposited by evaporation [2]. 

The grain growth kinetics across multiple studies can be compared to determine if there 

are any clear trends in the fitting results. One possibility was that higher energy would enhance 

the nucleation rate of islands, but the fitting does not show a clear dependence on the pressure. In 

sputtered Cr and Ni, we find that the grain size tends to be smaller for lower pressure (higher 

particle energy) at the same growth rate. This is also true for sputtered Cu at R=0.1 nm/s but the 

opposite behavior is found at R=0.012 nm/s, i.e., the fitting values predict larger grain size at lower 

pressures. In Mo, the grain size from fitting is smaller at low pressure for R=0.06 nm/s but not at 

the other measured growth rates. The results for Co do not follow either trend. Similarly, we might 
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expect that the grain size would be smaller at higher growth rates (other conditions equal) for each 

material due to the increased nucleation rate of islands. However, there is not enough data for the 

sputtered films to determine the dependence on the deposition rate at different pressures. 

Therefore, although the fitting results appear to give reasonable grain sizes, we cannot reliably 

identify any trends with the processing conditions. Additional studies that characterize the grain 

size would be helpful to better understand the connection between the stress and microstructural 

evolution. 

6.4. Energetic parameters 

To explore the meaning of the parameters for the energetic terms, we show a plot of the 

A* and B* parameters as a function of the materials’ melting point (see figure 5).  The value of 

A* for W is not included because the error on this parameter is very large.  As shown in the figure, 

the parameters become increasingly negative (more compressive) for the materials with a higher 

melting point with a roughly linear dependence. Note that a similar correlation can be found with 

the surface binding energy or threshold displacement energy since these also tend to be 

proportional to the melting temperature [43, 44]. This figure therefore suggests that the effect of 

energetic particles on compressive stress is greater for materials with larger melting points or bond 

energies. For comparison, we did not find any clear correlation with the atomic mass of the 

material. Several possibilities for the dependence on melting point are discussed below. 



20 
 
 

 

Figure 5. Fitting parameters A* and B* for energetic terms vs. the melting point of the material. 

The first effect considered is the energy of the incoming particles. This was estimated by 

using a combination of SRIM and SIMTRA. We consider two types of particles i.e., sputtered 

atoms and reflected argon neutrals. The initial energy distribution of the atoms was generated with 

SRIM. The argon energy was set equal to 400 eV because this energy corresponds with a typical 

discharge voltage during magnetron sputtering. The default values of the simulation package were 

used, except for the threshold displacement energy (see Table Ⅰ). Subsequently, SIMTRA 

simulations were performed to calculate the arriving energy and the transfer probability. A generic 

deposition geometry was chosen with a 10 cm diameter substrate located at a distance of 16 cm 

from a two-inch planar magnetron. The argon pressure was set at 0.27 Pa. The simulations show 

that the average energy of the arriving sputtered atoms increases with increasing melting 

temperature. The initial energy distribution of sputtered atoms follows a Thompson distribution 

for which both the average energy and the energy of the mode scales with the surface binding 

energy, and hence the melting temperature. A similar correlation is not found for the reflected 

neutrals, although the average energy of neutrals reflected from the two high melting materials i.e., 

Mo and W, is substantially higher as compared to the other materials. The average energy of the 
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reflected argon neutrals scales linearly with the atomic mass of the target material. This result can 

be expected based on binary collision physics. The average energy per incoming species can be 

calculated from the average energy of both species using the appropriate weighting factors. The 

latter are based on the product of the transfer probability as calculated from SIMTRA and the yield 

obtained from the SRIM simulations.  The average energy increases with the increasing melting 

temperature which is consistent with the observed trend in Figure 5. 

However, one could argue that the average energy is not a good measure for the defects 

generated in the materials because only atoms with energy larger than the threshold displacement 

will be able to generate defects. SRIM simulations were used to correlate dpa (number of 

displacements per atom) with the energy of the arriving atoms. A linear correlation was found 

within the energy interval between the threshold displacement energy and the maximum energy of 

400 eV.  The simulated energy distributions of the arriving species served as weighting distribution 

to calculate the dpa for each type of arriving species.  The average amount of dpa was retrieved in 

the same way as for the average energy. We find that the average dpa decreases with increasing 

melting temperature, which is not in agreement with the trend shown in Figure 5.   

To understand why the energetic stress-generation parameters are observed to scale with 

the average particle energy, but not with the average dpa, we consider how the stress is created.  

According to the model, the compressive stress is due to the net increase in density in the implanted 

region, either in the grain boundary or the bulk of the film.  There are several ways that this could 

be occurring.   One possibility is that it is due to more of the energetic sputtered atoms or Ar gas 

being trapped in the higher Tm materials. This is consistent with the value of Di tending to decrease 

with larger values of Tm (as shown in figure 3b). In addition, the calculated implantation depths 
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(lAr, latom) were found to be slightly larger for materials with higher Tm.  However, the kinetics of 

defect trapping are already included in the model, so it isn’t clear why the prefactor should scale 

with melting point. With respect to the role of Ar, measurements of the retained Ar [10, 45, 46] 

have not been conclusive in correlating with the resulting film stress.   

Table Ⅰ. Results of the SRIM and SIMTRA simulations.  The sputter (Ysput) and backscatter (Yback)yield are shown 
in column 1 and 2. The transfer probability for the sputtered (Tsput) and backscatter atoms (Tback) are given in column 
3 and 4. The average energy of the sputtered and reflected neutrals are given in column 5 and 6. The displacements 
per atom (dpa) are shown in the next three columns.  The implantation depths of Ar and the sputtered atom are shown 
in the final two columns. The average displacements per atom (𝑑𝑝𝑎തതതതത) is calculated from the dpa for the sputtered atoms 
(dpasput)and reflected neutrals (dpaback) using the yields and the transfer probabilities as weighting factors.  

 Tm Ysput Yback Tsput Tback 𝐸തsput 𝐸തback dpasput dpasput 𝑑𝑝𝑎തതതതത lAr Latom 

  at/ion at/ion   (eV) (eV)    nm nm 

Cu 1358 2.21 0.07 0.833 0.77 10.75 16.3 0.399 0.132 0.391 0.4 0.4 

Ni 1728 1.63 0.057 0.83 0.763 12.8 12.6 0.338 0.041 0.329 0.4 0.4 

Co 1768 1.58 0.049 0.823 0.762 12.31 10.71 0.314 0.03 0.306 0.4 0.4 

Cr 2180 1.18 0.038 0.801 0.759 13.2 9.47 0.229 0.014 0.222 0.5 0.4 

Mo 2896 0.86 0.132 0.87 0.788 22.64 38.17 0.248 0.099 0.23 0.5 0.6 

W 3695 0.76 0.264 0.879 0.811 22.78 89.14 0.117 0.246 0.15 0.5 0.8 

 

Alternatively, the dependence of A* and B* on Tm suggests that it might be related to the 

mobility of the film material.  Their increase at higher Tm indicates that there is more compressive 

stress being generated by the energetic particles in spite of a decreasing average dpa.  If there is 

local relaxation or recombination around the collision cascade, that will reduce the amount of 

retained damage for materials with higher atomic mobility. Since all the sputtering results were 

made at room temperature, a higher melting point would correspond to a lower atomic mobility in 

the material. A reduction in stress relaxation processes for higher melting point temperatures 

would lead to an increase in stress in the film. In addition, the defects are found to be created at a 

larger depth for the higher Tm materials which will promote their retention, leading to more 
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compressive stress.  These explanations are only conjectures based on the results of the data fitting. 

In the future, molecular dynamics simulations might be performed to determine the amount of 

stress induced in films due to energetic particles when relaxation/recombination are also active. 

 

6.5 Other effects on stress evolution  

 The model that we have applied in this work uses a specific set of mechanisms based on 

film growth kinetics, grain growth and energetic particle bombardment. However, it should be 

noted that other effects not considered in the model may contribute to the stress-thickness 

evolution.  For one thing, the model assumes that the film is uniformly thick.  However, if there 

are changes in the morphology of the surface as the film grows, this could modify the stress in the 

film.  The effect of surface roughness on stress evolution has not been systematically studied to 

our knowledge. 

 In addition, the temperature of films deposited by sputter deposition may rise during 

growth.  In the measurements that are analyzed here, the degree of heating is not reported so its 

effect cannot be determined exactly.  To estimate its magnitude, we considered the reported change 

in stress-thickness when sputtering was stopped for  Ta [47] after 400 nm of deposition at 0.12 

nm/s and 0.7 Pa.  The results suggest that the temperature had increased by 42 oC during sputtering. 

Measurements of the energy flux during sputtering [48] suggest a temperature increase of 25 – 50 

oC for 1000 nm of deposition that increases linearly with the film thickness.  Herault et al. [49] 

measured a continuous rise in temperature of 13 – 22 oC during sputter deposition of Ag at different 

rates and pressures.  Such a continuous temperature rise during deposition would create a small 
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additional compressive stress in the previously-deposited layers which would change the slope of 

the stress-thickness. This could in turn change the fitting result for the grain growth kinetics.   More 

systematic measurements of the thermal evolution during sputtering are needed before the effect 

of sample heating could be added to the model.  

The model assumes that the compressive stress due to atom diffusion is generated at the 

top of the grain boundary and that atoms do not diffuse deeper into the film.  An alternative version 

of the model that assumes the case of high atomic mobility has also been developed.  Both models 

were used to fit the same data for stress in evaporated Ni at different growth rates and temperatures 

[50]. Since both models were able to successfully fit the data, it cannot be determined from the 

fitting whether the assumption of low or high atomic mobility is better.  The low atomic mobility 

assumption was used in the current work because it is consistent with the range of materials and 

processing conditions studied. 

 

7. Conclusion 

A kinetic model that includes the effects of thin film growth kinetics, microstructural 

evolution and energetic particle impacts has been used to analyze wafer curvature measurements 

for a number of transition metals. The model is able to explain both sputter-deposited and 

evaporated films within the same framework, showing that the stress-inducing effects of energetic 

particles can be considered as additive to other non-energetic effects.  The energetic parameters 

are given a linear dependence on the pressure above a threshold value, reducing the number of 

fitting parameters.   
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The parameters that do not depend on the processing conditions are made to have the same 

value for all the data corresponding to each material.  The fact that these parameters can have a 

single value for multiple studies made by different groups under different conditions, suggests that 

they are related to fundamental material-dependent processes. This supports the validity of the 

mechanisms included in the model. The material-dependent parameters related to diffusion 

kinetics are shown to depend on the materials’ melting point, as expected from the underlying 

physical mechanisms.   

Because the deviation between the data and the model is not due to random error, the error 

on the parameters could not be accurately calculated from the error matrix.  Nevertheless, the error 

determined in this way gives a useful indication of which parameters are more reliably determined 

by the fitting.   Additional experimental studies at a wider range of conditions would be useful to 

reduce the variation in the fitting parameters. 

Ultimately, the fitting program will be implemented as a web-based application that others 

can use to analyze stress measurements. The determination of the kinetic parameters will enable 

the stress to be predicted under different processing conditions.  A database of results from 

experiments by the thin film community will provide guidance for growing materials with a 

controlled stress state.  
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