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Abstract

The availability and use of new and emerging data sources has increased exponentially. The
variety of these data sources offers opportunities to complement, replace, improve or add to
conventional data sources. Survey data is one kind of conventional data sources. In survey
research, a framework to assess the accuracy of survey data already has been around for quite
some time, and goes by the name of the Total Survey Error (TSE) framework (Groves et al.,
2004). The philosophy behind this framework has only recently been universalized to (big) data
in general in the form of the Total Error Framework (TEF). The current study introduces the
TEF to the methodological toolkit of scholars and practitioners in criminology and criminal
justice by outlining this generic framework and applying it to an empirical case study (on
calculating spatially-referenced crime rates) utilizing two types of administrative data and
mobile phone data. The present study discusses the added value and limitations of adapting the
TEF, providing guidance to apply the TEF in research and practice. Finally, we propose

promising avenues for future inquiries.
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1 Introduction

In a world where primary data collection is becoming more challenging, alternatives are
increasingly being sought (Japec and Lyberg 2021). For example, traditional survey research
faces challenges such as declining response rates, increasing data collection costs, and
substantial costs for administering and maintaining census data (de Leeuw and de Heer 2002;
Johnson and Smith 2017; Thakuriah, Tilahun, and Zellner 2017). Besides its own challenges,
big data can address these challenges because most forms of contemporary big data are actually
data of passive solicitation or ‘found data’ (Japec et al. 2015). These new and emerging data
sources have the potential to complement, replace or enhance existing (conventional) data
sources (Kitchin 2015; Snaphaan and Hardyns 2021). Big data offer the possibility to enrich
existing datasets with finer-grained data that also can be obtained more quickly. New
technologies also offer the possibility of collecting data on matters that were previously
impossible to measure (at such a scale) (e.g., human mobility through mobile phone data) or
that could only be measured at such a coarse-grained level that they were meaningless (e.g.,
remote sensing data) (Thakuriah, Tilahun, and Zellner 2017). Regarding this evolution from
coarse to fine resolutions, Hilbert (2016) makes an analogy to the invention of the telescope in
astronomy and the microscope in biology: the impact on the social sciences is immense, given

the unprecedented level of fine-grained insights that can be obtained.

In addition to these opportunities, the use of big data also holds several challenges. In this
context, reference is often made to the use of (opaque) algorithms and their influences on the
way decisions are made. This phenomenon is also referred to as algorithmic governance
(Peeters and Schuilenburg 2020) or algocracy (Aneesh 2009), which gives the impression that
it are mainly the systems or algorithms used that are biased. However, the challenge lies not so
much in the systems or algorithms, but rather in the input: the data itself (Kirkpatrick 2017).

Sukel (in Renzenbrink 2019; own translation) notes:

If an algorithm turns out to be sexist or racist, the blame is often placed on the
technology. But if a model does that based on existing data, it is likely that those
problems were already there. These problems are just exposed by creating an algorithm
for them. It is a waste to then decide not to use the technique. You are throwing away a

potential useful tool. It is a signal to say: we have to do this differently.

Indeed, many biases and errors in the outcomes of big data applications can be traced to
problems in or with the data (Favaretto, De Clercq, and Elger 2019; Richardson, Schultz, and

Crawford 2019). This principle is also known by the adage garbage in equals garbage out. In



other words, it is highly relevant to look at the (methodological) quality of those data. The focus
of this study is on the accuracy of estimates based on various types of measurements, defined
in terms of different sources of error. In this context, error is defined as the deviation of a

measure from its underlying true value (based on Biemer, 2010).

For the methodological quality assessment of survey data, an established standard already exist
for quite some time: the Total Survey Error (TSE) framework (Groves et al. 2004). This
framework includes all possible errors that can occur in the design and administration of a
survey. These errors are considered both individually and in sum to determine the net error in
the outcome (Groves et al. 2004; Groves and Lyberg 2010). After all, the net error may be
greater than the sum of its parts. Several scholars have advocated assessing the methodological
quality of big data or data in general in a similar way as is done with the TSE framework for
survey data (e.g., Groves and Lyberg 2010; Japec et al. 2015; Schober et al. 2016; Snaphaan
and Hardyns 2021). When insight is obtained into the various sources of error in the data,
deliberate choices can be made in the design, processing and analysis methods to minimize or
compensate for these errors. In addition, when data sources are combined (e.qg., survey data and
big data), the strengths of both sources can be leveraged and the weaknesses eliminated,
yielding a stronger combined result. Finally, by understanding the net error per data source,
deliberate choices can be made between different data sources. Understanding the strengths and
weaknesses of specific data sources allows one to assess under what circumstances and for what
research questions a data source is best suited. In fact, the rationale behind the TSE framework
is extended to (big) data in general, under the name of the Total Error Framework (TEF; Amaya,
Biemer, and Kinyon 2020). The added value of the TEF lies in the explicit focus on the
decomposition of the various methodological errors, whereby a data source can be evaluated
based on its strengths and weaknesses, and, hence, go beyond the idea that a data source is

either 'right’ or ‘wrong'.

The purpose of this contribution is to introduce the TEF to the methodological toolkit of
criminology and criminal justice scholars by raising awareness and make scholars in future
research think critically about the sources of error that can occur in the different stages of data
collection, processing and analysis. Therefore, we will first describe the origins of the TEF by
means of a brief outline of the background of the TSE framework. Then, we describe the
conceptual framework of the TEF and thereafter we will apply this TEF to a case study relevant
to criminology and criminal justice. In the discussion, we will elaborate on the implications for

research, policy and practice, and discuss how to put this into practice. In this contribution, we



will not measure the individual error components quantitatively and we will not estimate the

net error per data source (see Biemer and Amaya 2021).

2 The Total Survey Error framework

The method of random sampling — one of the cornerstones of survey research (Hox, de Leeuw,
and Dillman 2008) — focuses largely on the variance in results introduced by the random
sampling process itself (Neyman 1934) and consequently makes strong assumptions regarding
the non-sampling errors. Early on, many of these assumptions were challenged in practicing
survey research (Groves and Lyberg 2010). Deming (1944) was the first to outline multiple
error components in probability samples. His notion of survey error (‘“factors that affect the
usefulness of surveys”; Deming 1944, 359) was significantly broader than what is understood
today as the Total Survey Error framework. He also included non-statistical and even
unmeasurable error components, such as bias introduced by survey sponsorship (“bias of the
auspices”; Deming 1944, 363). Several scholars have built on Deming's framework or
developed similar initiatives (e.g., Anderson, Kasper, and Frankel 1979; Cochran 1953;
Hansen, Hurwitz, and Madow 1953; Kish 1965).

Groves (1989) integrated the ideas of TSE with insights from psychometrics and econometrics.
In doing so, he focused specifically on measuring the various error components. In 2004,
Groves and colleagues first linked the TSE components to the measurement and representation
processes of surveys. By doing so, they illustrated how the worlds of survey researchers
(primarily focused on representational processes) and statisticians (primarily focused on
measurement processes) converge (Saris 2014). Biemer and Lyberg (2003) paid specific
attention to the distinction between sampling and non-sampling errors. They were also the first
to attempt to unify notions of continuous improvement (from quality management) within the
TSE framework. Relevant to note in this regard is that this approach also allows for non-
statistical notions of survey quality (see above). However, it is not the intention to put on the
user's hat in order to assess credibility and relevance (see Groves et al. 2009). We explicitly
start from this idea, because the quality of the data is independent of its use. A statistical
measure can be useful independent of its degree of accuracy and vice versa (Groves and Lyberg
2010). Therefore, these aspects should also be evaluated separately. The Total (Survey) Error

framework focuses on the inherent accuracy of data sources.

The Total Survey Error (TSE) framework provides guidance on how to sum all errors that may
occur in the design, collection, processing, and analysis of survey data (Biemer and Lyberg

2020). Data accuracy refers to the extent to which the actual value differs from the observed
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value. Conceptually, a distinction is made between observation and non-observation errors on
the one hand, and systematic errors and random errors on the other. Observation errors refer to
the errors in measurement processes. Non-observation errors refer to deviations between the
actual value and the measured value due to representation processes. In addition, observed
values can deviate from actual values both systematically and randomly. In other words, these
are systematic errors (bias - weighing on validity) and random errors (variance!- weighing on
reliability) that affect the accuracy of survey data. Both have an impact on the accuracy: bias

due to systematic deviation and variability due to the instability of measurements.

The goal of TSE, however, is not to carry out every stage of the survey process as flawlessly as
possible. After all, that would mean that, given scarce resources, the available budget and/or
timing should be exceeded disproportionately. Moreover, even under the best of circumstances,
with an unlimited budget and unlimited time, errors (both bias and variability) will always
occur. Instead, the goal is to avoid the most egregious errors and reduce other errors to an
insignificant and acceptable level (Biemer 2010). For a more detailed account of the creation
of the TSE framework, see Biemer and Lyberg (2020), Groves and Lyberg (2010), and Groves
et al. (2009).

3 Towards a Total Error Framework
The efforts to extend the TSE framework to a broader palette of data sources can be broadly
classified into three stages. These three stages followed each other over the past decade at a

rapid pace.

In the first stage, the basic principles of the TSE framework were applied to administrative
data (Reid, Zabala, and Holmberg 2017; Statistics New Zealand 2016; Zhang 2012). Zhang
(2012) builds on Bakker's (2010) idea that the errors that occur in the creation process of survey
data will take similar forms in the creation of administrative data. Zhang (2012) created a two-
step model for (the integration of) statistical microdata. The first step covers the creation process
and related error components of one specific data source. The second step involves the
integration of data from different data sources.

Statistics New Zealand has adopted Zhang's (2012) model and operationalized it further by
creating concrete quality indicators for the two steps of the model, which should be reported on
when integrating data sources. Reid, Zabala, and Holmberg (2017) built on Zhang's model by

adding a third step. This third step aims to include consideration of the processes and potential

1 This concept is also known as noise (e.g., Kahneman, Sibony, and Sunstein 2021).



errors that occur when formatting final statistical products based on integrated datasets (i.e., the

result of step 2 in Zhang's model). These second and third steps are very common in practice.

In the second stage, big data sources, other than administrative data, were considered in light
of some of the tenets of the TSE framework, but these were not comprehensive in terms of error
types nor in terms of big data sources (Amaya, Biemer, and Kinyon 2020). For example, Baker
(2017) provided an overview of some big data challenges in general and refers to the TSE
framework, but did not refer to the specific error types. Other studies considered specific data
sources, such as Twitter data (Hsieh and Murphy 2017) or social media in general (Schober et

al. 2016), however, these were also not comprehensive in terms of the error types considered.

The third stage starts from a comprehensive framework that is applicable (or at least attempts
to be applicable) to a broad palette of data sources, both survey data, administrative data
sources, and big data sources.? The first efforts at this stage were made by the AAPOR? Task
Force on Big Data (Japec et al. 2015). The Big Data Total Error (BDTE) framework of the
AAPOR Task Force explicitly starts from the TSE framework and adds additional error types
that are specific to big data and can create substantial biases and uncertainties in big data
products. Biemer (2016) builds on the ideas of the BDTE framework and argues that the error
types are easily reducible to column errors, row errors, and cell errors, referring to a table format
as often found in relational databases. He argues that this simple representation is applicable to
many (structured) data sources. However, such a simplification is difficult to apply to
unstructured data (e.g., text or imagery). From this observation, taking into account the huge
amount of unstructured data and the lack of direct added value of this simplified representation,
Amaya and colleagues (2020) propose a Total Error Framework (TEF).* This TEF contains a
decomposition of error types, analogous to the TSE framework, that can be positioned in the
data collection, processing and analysis process (see Amaya, Biemer, and Kinyon 2020). This

TEF will be outlined in the next section.

2 It should be mentioned that more general frameworks exist for big data quality assessments (e.g., United Nations Economic
Commission for Europe 2014). These more general frameworks also take into account factors that are broader than the
TEF. See also the earlier reference to the non-statistical notions of survey quality. In this contribution, the focus is on the
accuracy of, or in other words the absence of errors in, the data itself.

3 American Association for Public Opinion Research.

4 Lavrakas (2013) was the first who coined the term and laid the conceptual foundation, Amaya, Biemer, and Kinyon (2020)
then linked these ideas to big data sources.



4  The Total Error Framework

Amaya, Biemer, and Kinyon (2020) identify important similarities in the creation processes of
survey data and big data, and argue that about eight error components recur in both processes.
These error components can also be framed within the measurement, representation, and
analysis processes, creating a generic structure that can be applied to a broad range of data
sources. These error components are outlined in the next three sections. Figure 1 shows how

these error components (ovals) relate to the generic process steps (squares).
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Figure 1. Total Error components (ovals) in relation to a generic process (squares) from theoretical concept and
target population to analysis and interpretation of results.

4.1 Errors in measurement processes

The specification error occurs when the concept (or construct) needed to answer the research
question does not fully match the concept that can be reflected by the data (Amaya, Biemer,
and Kinyon 2020). The fact that big data is mostly found data (Chen, Li, and Li 2016; Connelly
et al. 2016) implies that the researcher has no influence on the data collection procedure and
the operationalization of the variables. In fact, this is where the validity issue starts: are we

measuring what we want to measure?

Measurement/content error refers to all errors that occur during the collection of the data. In
survey research, this includes, for example, question wording effects, memory effects, and
interviewer effects. Intentional falsification of data also falls under this category. Measurement

errors are the most damaging type of errors in measurement procedures, as they relate to the



reliability of the measurements and consequently affect their precision. In the context of big
data, the causes of measurement/content errors are diverse. These include errors in the
measurement process, transcription errors, conversion errors, incorrect reading of mechanical

devices, outdated data, et cetera (Amaya, Biemer, and Kinyon 2020).

Processing error simply means the degree to which data is processed without error. Processing
errors arise from processes such as data entry, coding, conversion of variables, et cetera. In the
case of big data, these errors are often related to processing and/or transforming the data. In
addition, big data is frequently linked with other data sources, which causes processing errors

to creep into the data due to incorrect data linking (Amaya, Biemer, and Kinyon 2020).

4.2  Errors in representational processes

Coverage error refers to the mismatch between the units returned in the data source and the
target population (Amaya, Biemer, and Kinyon 2020). Under-coverage implies that certain
units from the target population are not reflected in the data source. Over-coverage means that
certain units that are outside the target population are reflected in the data source. There may
also be over-coverage due to duplicates in the data source. In addition to these coverage errors
that pertain between units, it is also possible for a coverage error to occur within units. This
within-unit coverage error occurs when errors have crept into the selected units, making them
different from the unselected units and therefore not a representative reflection of the desired

subset (in this case, the unselected).

Identification/selection error refers to those errors that result from the identification and
selection of a (usually random) subset of the target population rather than the entire population
(Amaya, Biemer, and Kinyon 2020; Zhang 2012). In the context of survey research, this type
of errors is referred to as ‘sampling errors’, which is due to several factors (e.g., sampling size,
sampling design and weighting procedures), but sampling is often not the case in big data
research. One of the advantages of big data is that due to exhaustivity —which is next to velocity
one of the two key boundary characteristics that differentiate it from ‘small’ data (Kitchin and
McArdle 2016) — there is generally speaking no need to rely on sampling. If this aspiration is
approached, the resulting estimates are little to unaffected by sampling error. However, one
should be aware that large numbers (analogous to large sample sizes) in statistical analyses will
quickly produce significant results, even in the absence of a meaningful difference in the entire
population. The risk of non-selection is always lurking, think for example of hidden
populations, which are particularly relevant in criminological research (e.g., Curtis 2010).

When using multiple data sources, merging them into a dataset can create identification



problems, as this requires a unique identifier, which is not always available in the case of big

data sources.

The nonresponse/missing data error refers to all errors that result in missing data (Amaya,
Biemer, and Kinyon 2020). In survey research, this often involves unit or item non-response.
Despite the fact that big data sets often do not involve “response” as in a survey, the dichotomy
of missing items and missing units also translates to this type of data source. With big data,
however, the potential causes of missing data are more diverse because the data sources are
more varied (see below). It should be noted that in the case of big data, these missing data are
often associated with or caused by coverage errors (under-coverage) or sampling errors (non-

selection).

4.3 Errors in analysis processes

Modeling/estimation error includes those errors that arise from the shortcomings in applied
weighting corrections and imputation methods for missing data (Amaya, Biemer, and Kinyon
2020). The methods that can be applied for big data and survey data are similar, but the
challenges are different. The mechanisms responsible for missing data are mostly unknown in
the case of big data, in contrast to survey data (e.g., Little and Rubin 2002). In addition, in a big
data set, little additional information (i.e., additional variables) is usually available per record.
These properties complicate possible weighting and imputation in the case of missing data.
Analogous to methods used with survey data, however, it is possible to use external calibration
data with big data. However, as described above, linking big data sets in this case can create

challenges.

The analytic error includes errors made by users of the data when analyzing and interpreting
it. In this category of errors, there are also many similarities between survey data and big data.
One example is the ecological (Robinson 1950) or atomistic fallacy, whereby conclusions are
always interpreted at the wrong aggregation level (or relations between variables at a higher
aggregation level are assumed to be valid at a lower aggregation level and vice versa).
Generalization errors and reification fallacies are also examples of this. These errors involve,
respectively, drawing conclusions about complex properties based on incomplete or generalized
measurements and fallacies of misplaced concreteness. A strength of big data compared to
survey data is the high granularity of the data (e.g., spatiotemporal), which makes inferences at
different levels possible (and potentially valid). A weakness is that big data tend to be univariate
and do not allow for (quasi)experimental research, as this requires high-dimensional data

(Amaya, Biemer, and Kinyon 2020).



5 Applying the Total Error Framework

In this section, we will elaborate on an empirical case study where we apply the Total Error
Framework to assess the suitability of data sources for an illustrative, but relevant example. We
start with a brief outline of the research problem in this case study, subsequently describe the
datasets used and lastly compare the data sources based on the Total Error Framework. The
results of this empirical study are published in Rummens et al. (2021). In this article, we assess

the data sources used from a methodological point of view.®

5.1 Research problem

In short, this case study relates to the denominator dilemma, which encompasses the issue that
the population-at-risk (denominator) is particularly problematic for crime (numerator) in
calculating crime rates (Boggs 1965). A crime rate is “a statistic often used to represent the risk
of criminal events [and that] help[s] to reveal clusters of crime in space and/or time based on
an underlying population at risk” (Malleson and Andresen 2015: 112). Although the residential
population is frequently used in representing the population-at-risk, Harries (1981: 148) already
mentioned more than 40 years ago that the ‘“uncritical application of population as a
denominator for all crime categories may yield patterns that are at best misleading and at worst
bizarre”. Nowadays, new and emerging data sources enable scholars to estimate the ambient
population as a population-at-risk (e.g., Malleson and Andresen 2016). The ambient population
concerns the number of people that are actually present in a given area at a given time
(Andresen, 2006).

5.2 Data

In this case study, we compare two measures of the population-at-risk for the purpose of
calculating crime rates in Ghent, Belgium. We assess the population-at-risk based on both
administrative data (from the population register) and mobile phone data (from call detail
records). Besides, we use police-registered crime data to compose the numerator in calculating
crime rates. The units of analysis in this study are grid cells of 200 by 200 meters (n=4,254 grid
cells for Ghent, Belgium). This grid level is created by spreading a uniform grid over a

geographical area. All data were mapped to this grid.

5 In view of the scope of this contribution, we will only briefly discuss how the TEF can be applied to these data sources. An
extensive, detailed and limitative application of this framework would cover a complete or even several contributions per
data source. As such we do not claim we present an exhaustive description of all error components in the considered data
sources. The reader should bear this in mind when interpreting the results.
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The first measure of the population-at-risk is composed from the residential population
measured by population register (Dutch: ‘Rijksregister’) data. These data were obtained
from the City of Ghent, who provided the most recent data available at that time (2018). The
City of Ghent mapped these data to the grid level and masked grid cells with < 4 but # 0
inhabitants by equalizing all these cells to have 4 inhabitants (6.28 percent of the grid cells).

Cells with 0 inhabitants were labeled as such (48.19 percent of the grid cells).

The second measure of the population-at-risk concerns the ambient population measured by
mobile phone data. These data were composed of call detail records (CDRs) from Proximus,
the largest mobile phone operator in Belgium (with a market share of 38.7 percent in 2019;
Proximus 2020). The counts of mobile phones were extrapolated to the population, taking into
account this market share and its distribution. These mobile phone data are tied to cell towers
and as a consequence spatially distributed in the form of so-called Thiessen polygons (i.e. a
hexagonal grid; with 288 cells for Ghent). The individual size of these cells depends on the
population density: the higher the population density, the more cell towers, hence, the smaller
the Thiessen polygons (see Rummens et al. 2021). Proximus mapped these data to the grid level
and excluded cells with < 3 phones present (1.06 percent of the data points in the raw data).
Mention that the amount of raw data (i.e. counts of unique mobile phones in a grid cell for a
time period of one hour) is 595,858,852 for a period of three months (October — December
2019). Divided by the number of days (n=92) and 24 hours per day for which we have data and
unique phones are counted, the average number of individual phones in Ghent counts 269,740,
which approximates the number of inhabitants for that year (n=261,483), however, taking into
account the tourist function of Ghent, a higher number is as would be expected. In Figure 2, the

spatial distribution of both measures of the population-at-risk is shown.
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Figure 2. Spatial distribution of two measures of the population-at-risk: residential population measured by

population register data (left) and ambient population measured by mobile phone data (right).

The third data source used in this study is another form of administrative data: crime data
registered and provided by the Local Police force of Ghent. In accordance with the available
mobile phone data, these crime data span a time period of three months (October, November,
December) in 2019. In this study, crime data for three crime types are used: aggressive theft,
battery, and bicycle theft; covering both violent and property crime types. Aggressive robbery
includes (attempts of) purse snatching or robbery using weapons or threats. Battery includes
international use of force or violence resulting in injuries, where intra-familial violence is
excluded. Bicycle theft includes (attempts of) theft of locked or unlocked bicycles in the public
space. The dataset contains details on the location at the address level and the exact time or time
range during which the crime (presumably) took place. In cases where only a time range was
available, we assumed the crime event took place at the midpoint of this range. The addresses
were geocoded to add x,y coordinates to the crime data. In cases where the house number was
missing and only the street name was mentioned, we randomly assigned a grid cell from the
grid cells that overlap the street (respectively in 67.80%, 35.06% and 34.15% of the cases). In
the case of unidentifiable street names, we deleted these crime events from the dataset
(respectively in 13.56%, 1.56% and 0.98% of the cases). Finally, the dataset contained 49 cases
of aggressive theft, 293 cases of battery, and 571 cases of bicycle theft.

5.3 A Total Error perspective on population register data
Census and population register data are frequently used in academic research (Bakker, 2012).

In criminological research, these data are either to be used as control variables or as comparators
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to other (big) data sources (e.g., Snaphaan and Hardyns 2021). This data source has particular
relevance in the context of the research problem at hand, because the residential population is
the favored denominator in calculating crime rates (Andresen and Jenion 2010). These data can
be obtained from the population register and the units of analysis are individuals. A population
register is defined as “an individualized data system, that is, a mechanism of continuous
recording, and/or of coordinated linkage, of selected information pertaining to each member of
the resident population of a country in such a way to provide the possibility of determining up-
to-date information concerning the size and characteristics of that population at selected time
intervals” (United Nations 1969: Chap. .A.).

Perhaps, the most frequently invoked error in using the residential population as a measure of
the population-at-risk is that this measure does not accurately reflect the population-at-risk for
particular crime types (Harries 1981), which relates to the specification error as a part of the
measurement process. The presence of measurement errors is ostensibly lower than for
example with survey (e.g., census) data, however, the errors in these administrative data should
not be underestimated, with for example persons or other entities that may have an interest in
being registered in a particular way or severe administrative delays in the data (Bakker, 2012).
Processing errors may for example arise due to administrative practices of the register keeper
that may lead to biased entries (Bakker, 2012).

In the representation process, register data are assumed to be comprehensive since these span
the total population. Nevertheless, coverage errors may occur due to inconsistencies in the
registration practices: deaths and emigrations that have not been reported before updating the
register cause over-coverage, while births and immigrations that have not been reported timely
cause under-coverage. Identification or selection errors could be introduced when linking
datasets, which is very common with register data to broaden the dataset and include more
variables from other registers or surveys (Bakker, 2010). The problem of missed links
corresponds with non-response error in surveys. If missed links are non-random, they will lead
to biased outcomes. Population estimates based on register data contain generally lesser
missing data, with the exception of those introduced by under-coverage and

identification/selection errors.

Regarding the analysis processes, modeling and estimation errors occur while making
adjustments in the dataset for missing data, for example by weighting or imputing values
(Wallgren and Wallgren 2007). As described above, there is relatively little missing data in

population estimates based on register data. Analytical errors are related to the analytical
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strategy rather than the specific data source. Calculating (spatially-referenced) crime rates can
hold the specific risk of introducing ecological or atomistic fallacies, where results are
interpreted at an inappropriate level of aggregation. In the case of the ecological fallacy,
relationships at a higher level of geographical aggregation (e.g., neighborhood level) are

interpreted at a lower level (e.g., individual level; Robinson 1950).

5.4 A Total Error perspective on mobile phone data

Mobile phone data have been frequently used in (environmental) criminological research in
recent years (Snaphaan and Hardyns 2021) and also have relevance for police services. These
data can, for example, be usefully employed to express crime rates more validly and improve
the predictive accuracy of predictive policing models (Rummens et al. 2021).

In terms of the measurement processes, a number of errors can be identified. First, the
specification error: while these data estimate the number of individuals (i.e. the unit of
analysis) that are actually at a certain place and time, there is no continuous measurement of an
individual’s location, because a mobile phone (based on call detail records) only makes contact
with a cell tower when trafficking communications or at regular intervals. Thus, human mobility
is not fully reflected using these mobile phone data. Measurement errors are caused by the
non-accuracy of measurements due to the technical process of how mobile phones communicate
with cell towers (Malleson and Andresen 2016). Processing errors can occur when mobile
phone data are converted in their raw form to a format to facilitate further analysis, e.g., when
the geographic level is adjusted. When mobile phone data are used to calculate crime rates, one
is interested in how many individuals (i.e., mobile phones) were present in a certain place at a
certain time. For this purpose, the data are obtained as so-called Thiessen polygons: a
representation centered around point measurements of the cell towers. The size of these
polygons fluctuates: the closer the cell towers are to each other, the smaller the polygons
(therefore measurements in urban areas tend to be more accurate than measurements in rural
areas). Converting these Thiessen polygons to smaller geographic units creates processing

errors to a greater or lesser extent, depending on the method used.

The errors that occur in the representation processes are related to the degree to which the target
population is approached by the research units. A major challenge in this context starts with the
coverage error: first, there is under-coverage, because not everyone has a cell phone and,
moreover, this use is not distributed proportionally across the population, which is problematic
when aiming at the general population as the target population (Keusch et al. 2020). Second,

duplicates may occur when one person carries two or more cell phones. Selection error occurs
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when the telecom provider's system does not select all relevant units within the geographical
area and time frame of interest. For example, missing data occurs when a person who does
have a cell phone is not carrying the device, but is within the geographic area and time frame

of interest.

The modeling and estimation error occurs when the mobile phone data are extrapolated to
the general population. This is often done because the mobile phone operator only has data on
part of the sales market (i.e. market share). In this study, Proximus (2020) holds a market share
of 38.7% in 2019 and conducted an extrapolation based on the distribution of this market share
compared to the total population. This extrapolation relies on a number of assumptions, which

cause errors. The analytical error applies in a similar way as to the register data (see above).

5.5 A Total Error perspective on police-registered crime data

The most obvious form of administrative data available to law enforcement agencies are the
data they generate themselves. These data exist in different forms and systems. A large amount
of crime and disorder does not end up in the registrations (i.e., the dark number) and this causes
several problems (e.g., Skogan 1977). A large number of prior studies have focused on
measurement errors in crime registrations (e.g., Biderman and Lynch 1991; Buil-Gil et al. 2021,
Lynch and Addington 2007; Mosher, Miethe, and Phillips 2002), however, none of them from
a Total Error perspective.

Looking at the measurement processes in the case of police-registered crime data, a number of
errors can be identified. First, it is possible that the concepts one is interested in do not
correspond to the available data (i.e. specification error). For example, when estimating the
number of cybercrime incidents from police data, we overlook the fact that a large part of the
cybercrime incidents are not reported to the police but to other institutions (Van de Weijer,
Leukfeldt, and Bernasco 2019; De Kimpe et al. 2021). Second, measurement/content errors
can occur when the concepts are actually measured. These include incorrect and incomplete
registrations (Klinger and Bridges 1997), intended or unintended and both on the side of the
reporter and on the side of the police. Third, there may be processing errors. An example in
the context of calculating spatially-referenced crime rates are geocoding errors. (Historical)
records of crime and disorder are usually not provided with GPS coordinates, so other location
data (e.g., street, house number, postal code, place of residence) must be used in order to
conduct geographical analyses. The extent to which these data are missing varies by crime type,
but a 100% geocoding ratio is never achieved in practice (Andresen et al. 2020; e.g., Hardyns

et al. 2019), so there is always a loss of precision or even units of analysis.
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Considering representational processes, the first thing to mention explicitly is what the units of
analysis are. In this case, the units of analysis are the crime incidents. The coverage error
occurs, since the records are not a representative reflection of crime that is actually committed.
In other words, both the dark and grey number (e.g., Bottomley and Pease 1986; Skogan 1977)
apply, and duplicate registrations are threats in the context of this error type. These phenomena
in turn have specific causes, such as individuals' varying willingness to report (depending on
individual and contextual factors; Warner and Pierce 1993). For example, in our case, bicycle
theft is among the most recorded crime types in Belgium and is actually the most recorded
crime type in the region of Flanders (Federal Police 2021a). However, the results from the most
recent Belgian Security Monitor indicate that bicycle theft is among the crime types with the
lowest citizens’ willingness to report: in the 12 months prior to the data collection, 10% of
Belgian households reported being a victim of bicycle theft, but only 48.1% reported this to the
police (Federal Police 2021b). Selection error occurs when (random) selections are made in
the data, for example in time and place, that do not or do not sufficiently reflect the target
population. This type of error also occurs when, for example, an incorrect or incomplete
selection is made in the crime types. Similar research with emergency request data shows that
the nature of the calls is highly diverse (e.g., Ratcliffe 2021) and aggregating across crime types
is mostly inappropriate (Andresen and Linning 2012). The non-response error or missing data
can have many causes in the case of administrative data (Liao et al. 2021). For example, because
certain items (i.e. item missing) in the data have not been transmitted by the reporter or
registered by the government agency. For example, the exact location of the event (e.g., missing
street and/or house number). But also as a result of the coverage error and the selection error,
missing data arises, such as missing units (i.e. unit missing) as a result of not reporting or not

registering.

The errors that occur in the analytical processes are logically related to the scope of the study
and the analytical strategy which translates the data into results. Looking at the
modeling/estimation error, the mechanisms of missing data in police data are well-known,
however, the imputation methods could be improved (Lynch and Jarvis 2008). The analytic
errors in this case study are related to the potential inappropriate level of aggregation at which

the results are interpreted (see above).

5.6 Comparison and summary
To assess the actual differences in the outcomes of these analyses, Table 1 shows the point-

biserial correlation coefficients for the two measures of the population-at-risk in relation to the
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three crime types studied. The estimates based on mobile phone data yield stronger correlations
with the different crime types over the various months than the estimates based on population
register data. This was as expected, since all three crime types have a mobile target (see
Wikstrom 1991) and therefore a static measure of the population (from the population register)
was hypothesized to not be a valid proxy for the target. Hence, using a more dynamic measure

of the (ambient) population is more valid and also stronger associated with the three crime
types.

Table 1. Point-biserial correlation coefficients of crime vs. population-at-risk based on respectively

population register data and mobile phone data at the grid level (Rummens et al. 2021).

Crime type Month  Population register data  Mobile phone data Correlation difference
Aggressive theft Oct 0.12%** 0.16*** 0.04*
Nov 0.08*** 0.18*** 0.10*
Dec 0.12%** 0.13*** 0.01*
Battery Oct 0.23%** 0.26*** 0.03*
Nov 0.23%** 0.25*** 0.02*
Dec 0.21%** 0.22%** 0.01*
Bicycle theft Oct 0.34%** 0.47*** 0.13*
Nov 0.27*** 0.41%** 0.14*
Dec 0.23*** 0.35*** 0.12*

* significant at <0.05; ** significant at <0.01; *** significant at <0.001

In Figure 3, we summarized the given examples for the three data sources discussed in this
empirical application, in the format of the model from Figure 1. The respective data sources are

indicated with icons (see Legend in Figure 1).
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Figure 3. Summary of the given examples of errors in the three data sources from the empirical case study.
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6 Discussion

The purpose of this contribution was to introduce the Total Error Framework in the field of
criminology and criminal justice, to provide guidance for the methodological quality
assessment of (big) data. Because, as Kreuter (2021, 615) puts it: “as with survey data, we will
need robust frameworks and metrics to assess the quality of the data provided by governments,
academic institutions and the private sector, and to guide us in using such data.” We have shown
that the TEF is suitable for assessing the accuracy of data derived from various data sources. In
addition, we hope that this will contribute to a broadening of the discussion on the use of big
data, which often boils down to the legal question of whether the data may be used or the ethical
question how we should like to use them. We would like to let a question precede this: can we
use the data at all in the context of the research question(s), in other words, do they provide a
sufficiently valid and reliable measure of the concepts and population of interest? Even more,
we hope that in future research, scholars go beyond the opportunistic selection of data sources
and select the data source that measures the concept (or construct) of interest the best.
Particularly in the context of research with big data sources, big data hubris (Lazer et al. 2014)
or the belief that “bigger is better” is lurking. To prevent this, TEF can provide a framework to
make deliberate choices. In line with Biemer (2010), we put forward the TEF as a theoretical
framework for optimizing (choices regarding) data by maximizing data quality within

budgetary constraints.

In conclusion, this study found that the TEF is applicable to new and emerging data sources
relevant to criminology and criminal justice. By looking at (big) data sources from a TEF
perspective, we assessed the accuracy of these data in the light of the concepts that were
intended to be measured. In the examples given, it can be concluded that specific errors are
present for both measures of the population-at-risk, and the choice have to be made by a trade-
off of these errors, also in the light of the broader assessment of data quality (see below). For
example, in this case, the specification error for mobile phone data is less problematic than for
population register data, but for the coverage error the opposite is true. The fact that mobile
phone data are considerably more dynamic than population register data brings new
opportunities and weighs heavily for the user, however, other errors should not be overlooked.
Specifically, for the three crimes types used in the worked example the mobile phone data
would be more suitable given the mobile targets and, as a consequence, the varying risk of
victimization over space and time. For crime types with immobile targets (e.g., residential

burglary) this might be not the case.
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The question remains: what are the implications for criminology and criminal justice, and how
should we bring this into practice? In general, it should be mentioned that given the
predominantly found nature of big data sources and in contrast to conventional data sources
(such as surveys and observations) which can be considered as made data, there is usually little
influence that can be exerted on the measurement processes. Nevertheless, the errors can be
identified so that they can be taken into account when interpreting the results. Besides, it is
indeed possible to influence the selection and analysis processes. Moreover, understanding the
errors in the various processes also promotes appropriate trade-offs in the use of a data source
and/or its combination with other data sources. Prior research shows that by combining data
sources, the properties or strengths of one data source, can override the shortcomings in another
data source (Biemer and Amaya 2021). Besides the use of the TEF in the selection phase of
data sources, we would also suggest using the framework to be more explicit about assumptions
and choices that are made during the research process. Last, this framework can also be subject

matter in methodological research (see below).

For criminology, from a scientific perspective, there are legitimate concerns about a lapse into
new forms of empiricism, where “data can speak for itself” without a need for theory (Kitchin
2014). A more productive way to look at this departs from a scientific-realist approach, as
analytic criminology aims to do (Bunge 2006; Wikstrom and Kroneberg 2022). This approach
starts from the perspective that causes and mechanisms are not “invented,” but discovered; and
that reality therefore exists independently of ourselves. The better we understand how reality
works, the better we can explain social phenomena (such as crime). Knowledge about reality is
built on the one hand by observation (empirical study) and on the other hand by reasoning
(theorizing), which are of equal and independent importance (Wikstrom and Kroneberg 2022).
In order to guarantee ‘pure’ observations in a mechanism-based approach, and thus draw valid
conclusions with respect to the tested theories, it is necessary that the data used are sufficiently
accurate. Therefore, it is essential to be able to assess very diverse types of data sources from
an overarching framework, thus enabling scientific justification for using or not using particular

data sources.

For the sake of a first introduction to the criminological literature, we have limited ourselves in
this contribution to a conceptual description of the TEF. To go a step further, the error types
could also be quantified, estimating a measure of the total error in a (combined) dataset. In this
way, quantitative statements can be made about the appropriateness of using the dataset for the

specified purposes and multiple data sources can be compared. Therefore, the total Mean
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Squared Error (MSE) could be used (e.g., Biemer and Amaya 2021) or one could explore the
use of a Multi-Trait Multi Method (MTMM) approach (Saris and Andrews 1991) in this context.
Nevertheless, an important added value of the TEF is that it allows us to identify the strengths
and weaknesses of a data source, which is many times more fruitful than stating that a data

source is “good” or “bad”.

No statistical dataset perfectly measures exactly what we want it to. At present we
cannot provide a single generic measure to summarize data quality. (...) Instead of
judging a dataset as ‘good’ or ‘bad’, the framework identifies the strengths and
weaknesses of a dataset in an objective way, with reference to its original purpose.
(Statistics New Zealand 2016, 5)

Although it was not the scope of this contribution, in practice it makes sense to look at non-
statistical parameters of quality as well, and thus to look more broadly than just at the accuracy
of the data itself. According to Karr et al. (2006) there are three hyperdimensions of data quality,
related to (1) process, (2) data and (3) user. However the framework introduced in this article
relates to the first two dimensions, the latter is ignored. The focus of the TEF is on the accuracy
of (big) data, but the notion of total data quality is broader. Additionally, we have chosen a
breadth view over a depth view. Therefore, the given examples do not present an exhaustive
overview of the errors in the data sources that were discussed. The aim was to demonstrate

multidimensionality, not provide a limitative assessment of the errors in the data sources.

Future endeavors in criminology and criminal justice will increasingly use new and emerging
data sources. Given the varied characteristics of these diverse data sources, it is fruitful to use
a universal framework to assess errors affecting the accuracy of these data. Therefore, we
recommend using this framework in making deliberate choices in future situations. Future
methodological research should include a comprehensive and (attempted) limitative overview
of the errors in specific data sources. Additionally, the TEF provides a general framework to
assess the accuracy of data sources, independently of the purpose of the data source (e.g.,
theory-testing or predictive analysis). However, in predictive analysis, there are specific
guantitative measures of (predictive) accuracy available. Future research should assess how this
TEF relates to these measures of accuracy in predictive modelling, such as precision, recall and

F1-score.

As Braga and Clarke (2014) argue, there is a need to leverage a broader palette of data sources,

more microdata, and a greater variety of research designs to advance our knowledge and
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understanding of criminological phenomena. Big data come with specific opportunities and
challenges, but one of the largest opportunities is certainly the availability of a wide variety of
data (Kitchin 2015). It is necessary to consider these data critically and to always pre-test the
methodological quality, in particular the accuracy, of each data source before making
statements based on it. The introduction of the TEF in this contribution should provide the
necessary levers to do so. We therefore invite future research to consider the methodological
quality of the great diversity of big data sources in criminology and criminal justice based on

this Total Error Framework.
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