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Abstract

Inspired by real-world applications such as the assignment of pupils to schools or
the allocation of social housing, the one-sided matching problem studies how a
set of agents can be assigned to a set of objects when the agents have preferences
over the objects, but not vice versa. For fairness reasons, most mechanisms use
randomness, and therefore result in a probabilistic assignment. We study the
problem of decomposing these probabilistic assignments into a weighted sum of
ex-post (Pareto-)efficient matchings, while maximizing the worst-case number
of assigned agents. This decomposition preserves all the assignments’ desirable
properties, most notably strategy-proofness. Next to discussing the complexity
of the problem, we obtain tight lower and upper bounds on the optimal worst-
case number of assigned agents. Moreover, we propose two alternative column
generation frameworks for the introduced problem, which prove to be capable
of finding decompositions with the theoretically best possible worst-case num-
ber of assigned agents, both for randomly generated data, and for real-world
school choice data from the Belgian cities Antwerp and Ghent. Lastly, the pro-
posed column generation frameworks are inherently flexible, and can therefore
also be applied to settings where other ex-post criteria are desirable, or to find
decompositions that satisfy other worst-case measures.
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1 INTRODUCTION

1. Introduction

We study assignment problems in which a set of agents have preferences over
a set of indivisible objects, but not vice versa, while the agents can be assigned to
at most one object. This problem models a wide range of applications, ranging
from the assignment of pupils to schools to the allocation of social housing (see
Biró (2017) and Elster (1992) for an overview of applications). In this type
of problem, which is generally referred to as bipartite matching with one-sided
preferences or (Capacitated) House Allocation, fairness plays a crucial role, and
monetary transfers are generally not allowed. Most mechanisms used in practice
adopt randomness to ensure that all agents are treated equally. As a result, we
obtain a probabilistic assignment that determines for each agent-object pair the
probability of being assigned to each other.

In order to implement this probabilistic assignment, however, we need to
decompose it into a set of corresponding matchings, which state for each agent-
object pair whether they are assigned to each other or not. We will focus on
two aspects of finding such a decomposition that have a great practical appeal
to decision makers, but that have not yet been studied extensively.

First of all, we make the realistic assumption that decision makers are risk-
averse. This implies that they pessimistically fear the worst-case outcome, and
want to avoid ending up with an “unlucky” random draw that results, for ex-
ample, in a matching that assigns exceptionally few agents to an object. We
therefore analyze the problem of maximizing the worst-case number of assigned
agents by all matchings in the decomposition of a probabilistic assignment. A
second natural requirement is that all matchings in the decomposition of a prob-
abilistic assignment be desirable on their own. A crucial property in the context
of one-sided matching is ex-post (Pareto-)efficiency : a matching is ex-post effi-
cient if there is no other matching that is at least as preferred by all agents and
strictly more preferred by at least one agent. If agents want to exchange their
assigned objects, for example, this matching is not ex-post efficient.

Importantly, we do not want to harm the desirable properties, such as
strategy-proofness, that are related to the probabilistic assignment that is decom-
posed. We therefore focus on decomposing the original probabilistic assignment
exactly, rather than to approximate it (contrary to, e.g., Akbarpour & Nikzad
(2020), Bronfman et al. (2018)).

Given a probabilistic assignment that satisfies certain fairness criteria, the
well-known Birkhoff-von Neumann theorem (Birkhoff, 1946; von Neumann, 1953)
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1 INTRODUCTION

guarantees that a decomposition over matchings exists. This decomposition,
however, is generally not unique, and not all decompositions are equally desir-
able. To the best of our knowledge, the problem of selecting the most desirable
among all feasible decompositions was only studied explicitly in two papers.
First, Budish et al. (2013) proposed a method to minimize the variance in the
utility that is experienced by the agents between the different matchings in the
decomposition. Nevertheless, their method is not capable of imposing certain
desirable criteria, such as ex-post efficiency, upon the matchings in the decompo-
sition. Second, Kesten et al. (2017) require the matchings to be ex-post efficient,
but their algorithm does not allow the decision-maker to choose among the pos-
sibly many decompositions based on some worst-case measure or on alternative
ex-post properties. The frameworks that we propose overcome both limitations.

Lastly, designated algorithms have been proposed to obtain decompositions
with attractive ex-post properties for specific probabilistic assignments. Most
notably, the decomposition of the assignment by the Probabilistic Serial (PS)
mechanism (Bogomolnaia & Moulin, 2001) has been studied by Freeman et al.
(2020) and by Aziz (2020). Whereas their algorithms can only be applied to find
a decomposition for one specific probabilistic assignment, our solution methods
can be applied to any probabilistic assignment, as discussed in more detail in
Section 5.4.

We introduce two new problems: (1) the problem of finding a decomposi-
tion of a probabilistic assignment X that maximizes the worst-case number of
assigned agents, which we refer to as MD(X), and (2) the same problem with
the additional requirement that all matchings in the decomposition be ex-post
efficient, which we refer to as MD-SD(X).

Our contributions are both theoretical and practical. From a theoretical
perspective, we propose an algorithm to solve MD(X) in polynomial time, and
prove that the optimal value of MD(X) will always be equal to the expected
number of assigned agents by X, rounded down. When solving MD-SD(X),
however, we find that the same algorithm can only be used for a specific class
of probabilistic assignments, which includes the well-studied Probabilistic Se-
rial (Bogomolnaia & Moulin, 2001) mechanism, but not the often used Ran-
dom Serial Dictatorship (RSD) (Abdulkadiroğlu & Sönmez, 1998). For general
probabilistic assignments, MD-SD(X) becomes NP-hard. Specifically for the
decomposition of the probabilistic assignment by the RSD mechanism, we pro-
vide tight lower and upper bounds on the optimal increase in the worst-case
number of assigned agents. Lastly, we propose two column generation frame-
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2 PRELIMINARIES

works to find an optimal decomposition for MD-SD(X), and we discuss how they
can be adapted for finding decompositions that optimize alternative worst-case
criteria, or that contain matchings satisfying different ex-post properties.

From a practical perspective, we have conducted computational experiments
to assess the performance of the proposed methods, and we show that the real-
ized gain in the worst-case number of assigned agents, in comparison to RSD,
supports the adoption of our methods in practical applications. Because, to
the best of our knowledge, no set of benchmark instances exists for one-sided
matching, we have developed a parameterized data generation tool. Next to
evaluating the proposed methods on generated instances of different sizes, we
also assessed their performance on two real-world school choice instances from
the Belgian cities Antwerp and Ghent.

The remainder of this paper is structured as follows. Section 2 formally
defines one-sided matching. Next, Section 3 introduces the problems MD(X)

and MD-SD(X), whereas the complexity and the optimal values of both prob-
lems are discussed in Section 4. Specifically for MD-SD(X), Section 5 describes
the column generation frameworks, while Section 6 analyzes the performance of
the proposed methods on existing and randomly generated one-sided matching
instances. Lastly, Section 7 concludes.

2. Preliminaries

A one-sided matching problem is defined by a four-tuple (N,O,>, q), where
N is a finite set of agents, and O is a finite set of objects to which the agents
in N want to be assigned. The preference profile > = (>1, . . . , >|N |) contains
for each agent i ∈ N a strict ordering >i over the objects in O ∪ ∅, where ∅
refers to the outside option of not being assigned to any object. We write j >i k
if agent i ∈ N prefers object j to object k, and ∅ >i l if she prefers the outside
option over object l, with j, k, l ∈ O. Moreover, the capacities q = (q1, . . . , q|O|)

determine for each object j ∈ O the maximum number of agents qj ∈ N that
can be assigned to it. Denote the set of all one-sided matching instances by I.

A matching M = [mij ] is a binary matrix, indexed by all agents and objects,
in which mij = 1 if M assigns agent i ∈ N to object j ∈ O, and mij = 0

otherwise. An alternative way to indicate that agent i ∈ N is assigned to object
j ∈ O is to state that M(i) = j. Similarly, a probabilistic assignment X = [xij ],
with xij ∈ [0, 1], can be interpreted as the probabilities with which the agents
in N are assigned to the objects in O. A probabilistic assignment is feasible
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if the sum of the allocation probabilities of each agent is at most one, and the
sum of the allocation probabilities of each object does not exceed the object’s
capacity, i.e.,

(i)
∑
j∈O xij ≤ 1, ∀ i ∈ N ,

(ii)
∑
i∈N xij ≤ qj , ∀ j ∈ O.

Denote the set of all feasible matchings by M, and the set of all feasible
probabilistic assignments by ∆M, with M ⊆ ∆M. Moreover, denote the ex-
pected number of assigned agents in a probabilistic assignment X by µ(X) =∑

(i,j)∈N×O xij . Note that the number of agents that is assigned to an object
in matching M ∈ M equals µ(M).

2.1. Implementing probabilistic assignments

In most practical applications, one does not make a decision by using the
probabilistic assignment directly. Instead, the assignment is typically imple-
mented by a lottery over matchings, in which the weights are chosen such that
the expected result is equivalent to the initial probabilistic assignment. A nat-
ural question that arises is over which sets of feasible matchings a probabilistic
assignment can be implemented in this way. Budish et al. (2013) formalized
this using the following definition:

Definition 1. A feasible probabilistic assignment X ∈ ∆M is implementable
over M′, where M′ = {M t}Tt=1 ⊆ M is a subset of T feasible matchings, if
there exist non-negative numbers λ = {λt}Tt=1, with

∑T
t=1 λ

t = 1, such that

X =

T∑
t=1

λtM t.

Given an arbitrary feasible probabilistic assignment X ∈ ∆M, the well-
known Birkhoff-von Neumann theorem (Birkhoff, 1946; Budish et al., 2013; von
Neumann, 1953) ensures that there will always exist a subset of feasible match-
ings over which X can be implemented. This means that each feasible proba-
bilistic assignment X can be written as a convex combination of a set of feasible
matchings {M t}Tt=1 ⊆ M. In order to implement X, it suffices to randomize
over the matchings in this convex combination in such a way that matching M t

is selected as the final matching with a probability equal to its weight λt in the
convex combination. The following definition formalizes the difference between
implementing and decomposing a probabilistic assignment:
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Definition 2. Given a probabilistic assignmentX ∈ ∆M that is implementable
over M′ = {M t}Tt=1 ⊆ M with weights λ = {λt}Tt=1,

(i) an implementation of X is an algorithm that randomly selects a single
matching M t ∈ M′ according to the probability distribution defined by
the weights λ;

(ii) a decomposition of X is the tuple (M′, λ).

In other words, an implementation of a probabilistic assignment is an algo-
rithm that implicitly describes an underlying decomposition by randomly select-
ing each of the matchings with a probability that is equal to the corresponding
weight in the decomposition. In most practical applications, therefore, only
an implementation of a probabilistic assignment is needed to make a decision,
and not its entire decomposition. Nevertheless, having the entire decomposi-
tion increases the transparency of the procedure. To illustrate the introduced
terminology, consider the following example.

Example 1. Let N = {1, 2, 3, 4} be a set of agents and O = {a, b, c} be a set
of objects. The capacities of the objects are equal to q = (2, 1, 1). Consider
the following preference lists >i of the agents i ∈ N over the objects j ∈
O, and consider the feasible probabilistic assignment X1 (in which the agents
correspond to the rows and the objects to the columns):

agents 1, 2 : a > b > c > ∅

agents 3, 4 : a > ∅ > b > c
X1 =


1/2 5/12 1/12

1/2 5/12 1/12

1/2 0 0

1/2 0 0


Agents 1 and 2 prefer object a to object b, and object b to object c, while
agents 3 and 4 only prefer object a to the outside option of not being assigned
to any object. Moreover, agent 1 has a probability of 5

12 of being assigned to
object b in X1. We can rewrite X1 in the following way:

X1 =
5

12


0 1 0

1 0 0

1 0 0

0 0 0

+
5

12


1 0 0

0 1 0

0 0 0

1 0 0

+
1

12


1 0 0

0 0 1

1 0 0

0 0 0

+
1

12


0 0 1

1 0 0

0 0 0

1 0 0

 .

Denote the four matchings in the decomposition of X1 by M1, M2, M3 and M4.
Thus, probabilistic assignment X1 is implementable over {M t}4t=1. Observe

This is an author-version of
https://doi.org/10.1016/j.ejor.2022.07.013, published in European

Journal of Operational Research, Volume 305, Issue 3, Pages 1087-1099 (2023).

https://doi.org/10.1016/j.ejor.2022.07.013


2.2 Mechanisms and their properties 2 PRELIMINARIES

that µ(X1) = 3 and that every matching M t also assigns µ(M t) = 3 agents to
an object, for t = 1, . . . , 4.

2.2. Mechanisms and their properties

In one-sided matching, objects are indifferent about which agents will be
assigned to them. Therefore, there may exist ties between agents that have to
be broken in order to obtain a matching. Define a tie-breaking rule σ = [σj ] for
j ∈ O, where σj = (σj(1), . . . , σj(|N |)) is a strict ordering over the agents in
N . When object j’s capacity is insufficient, its tie-breaking rule σj is used to
decide which agent should be assigned to object j, among all agents who prefer
that object equally. Denote the set of all tie-breaking rules by Σ.

A deterministic mechanism π : I × Σ 7→ M is a function that returns a
feasible matching Mπ(I,σ) ∈ M for each one-sided matching instance I ∈ I,
and for each tie-breaking rule σ ∈ Σ. Similarly, a probabilistic mechanism
ψ : I 7→ ∆M returns a feasible probabilistic assignment Xψ(I) ∈ ∆M for each
one-sided matching instance I ∈ I. Note that a probabilistic mechanism only
returns a probabilistic assignment, and not necessarily its implementation or
decomposition. Unless stated differently, the term “mechanism” will refer to
probabilistic mechanisms in the remainder of this paper. Moreover, we will
simply refer to Xψ(I) by Xψ when the instance I is clear from the context.

When designing a mechanism, there are several desirable properties one
wants to satisfy. An optimality concept that has received broad attention in the
context of one-sided matching (e.g., Abdulkadiroğlu & Sönmez (1998), Abra-
ham et al. (2004)) is ex-post (Pareto-)efficiency. A matching M ∈ M is ex-post
efficient if there is no other matching M ′ ∈ M that is at least as preferred
as M by all agents and strictly more preferred than M by at least one agent.
The Serial Dictatorship (SD) mechanism is a surprisingly simple determinis-
tic mechanism to obtain an ex-post efficient matching. Denote the set of all
tie-breaking rules with identical orderings for all objects by Σ′ ⊆ Σ. Given a
one-sided matching instance I ∈ I and a strict ordering σ ∈ Σ′ of the agents,
the SD mechanism will first assign the first-ranked agent σ(1) to her most pre-
ferred object, then the second-ranked agent σ(2) to her most preferred object
among the objects with remaining capacity, etc. The resulting matching will be
SD(I, σ) =MSD(I,σ). The SD mechanism possesses several desirable properties
beside ex-post efficiency (Saban & Sethuraman, 2015): it is neutral (invariant
to relabeling the objects), nonbossy (no agent can change another agent’s allo-
cation without changing her own), strategy-proof (submitting true preferences
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is optimal for all agents), and easy to compute. Moreover, given a one-sided
matching instance I ∈ I, the SD mechanism can generate any ex-post efficient
matching in I (Abdulkadiroğlu & Sönmez, 1998; Abraham et al., 2004). We will
therefore denote the set of all ex-post efficient matchings by MSD ⊆ M.

Despite its desirable properties, the SD mechanism is rarely used in real-
world applications, because it is not anonymous: two agents with the same
preference list might be treated differently, simply because one of them appears
before the other one in the ordering of the agents that serves as an input for
SD. In order to overcome this issue, Abdulkadiroğlu & Sönmez (1998) intro-
duced the Random Serial Dictatorship (RSD) mechanism, which will randomly
select an ordering to which the SD mechanism is applied. Applying the RSD
mechanism to a one-sided matching instance I = (N,O,>, q) ∈ I will result in
a probabilistic assignment XRSD(I), which is the equally weighted sum of the
matchings obtained by the SD mechanism for all different orderings σ ∈ Σ′:

XRSD(I) = RSD(I) =
1

|N |!
∑
σ∈Σ′

SD(I, σ). (1)

In the remainder of the paper, we will simply refer to XRSD(I) as XRSD if the in-
stance is clear from the context. Note that the definition of the RSD mechanism
is directly linked to an implementation of XRSD in the sense of Definition 2. In
the remainder of this paper, we will use the term RSD mechanism to refer to the
function that maps an instance I to the probabilistic assignment XRSD(I), and
the term RSD algorithm to refer to the implementation of XRSD(I) which results
in the matching SD(I, σ) by randomly selecting a tie-breaking rule σ ∈ Σ′.

Although the RSD algorithm is widely used for real-world one-sided match-
ing problems, Bogomolnaia & Moulin (2001) showed that it fails to satisfy the
following notion of efficiency that is stronger than ex-post efficiency.

Definition 3. A probabilistic assignment X ∈ ∆M is ordinally efficient if and
only if there is no probabilistic assignment X ′ ∈ ∆M that is at least as preferred
as X by all agents and strictly more preferred than X by at least one agent.

Contrary to the RSD mechanism, the Probabilistic Serial (PS) mechanism,
that was developed by Bogomolnaia & Moulin (2001), will always result in an
ordinally efficient assignment. To obtain this probabilistic assignment, assume
that time t runs continuously from 0 to 1. At each point in time, each agent
“eats” with a uniform eating speed of one from her most preferred object that has
remaining capacity. At time t = 1, we obtain the ordinally efficient probabilistic
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assignment XPS. Note that an implementation of XPS is not specified by its
construction, in contrast to XRSD.

Next to resulting in an ordinally efficient probabilistic assignment, the PS
mechanism satisfies several other desirable properties (Bogomolnaia & Moulin,
2001). Similarly to the RSD mechanism, PS will be anonymous. Moreover, PS
will be envy-free (no agent will prefer the assignment probabilities of another
agent, for any compatible utility function), while RSD is not. In contrast to
the RSD mechanism, however, PS will not be strategy-proof. In fact, Bogomol-
naia & Moulin (2001) showed that no mechanism can satisfy ordinal efficiency,
strategy-proofness and anonymity at the same time. More generally, the extent
to which probabilistic assignments can satisfy certain combinations of proper-
ties has been widely studied in the literature, leading to an interesting series
of impossibility results (Athanassoglou & Sethuraman, 2011; Bogomolnaia &
Moulin, 2001; Martini, 2016; Nesterov, 2017; Ramezanian & Feizi, 2022; Zhou,
1990).

One crucial observation in the context of this paper is that many relevant
properties such as ordinal efficiency, anonymity, and strategy-proofness are in-
herent to the probabilistic assignment X ∈ ∆M. Hence, all such properties
are retained regardless of the decomposition of X. Other properties, such as
ex-post efficiency, are defined on the level of the matchings in the decomposition
of X. To ensure that a decomposition of X satisfies a property of the latter
category, we thus have to explicitly enforce this property on all matchings in
the decomposition.

3. Maximin decomposition

Although the Birkhoff-von Neumann theorem is an important result, it does
not guarantee desirable outcomes in practical applications. From the perspective
of an individual agent, a decomposition might be undesirable because one of the
matchings in the decomposition is undesirable in itself (Example 2). Decision
makers might also prefer one decomposition to another because they are risk-
averse (Example 3).

Example 2. Reconsider the decomposition of probabilistic assignment X1 in
Example 1. The third matching in the decomposition, M3, is clearly sub-optimal
as it is not ex-post efficient. We know that agent 2 prefers object b to object c.
Nevertheless, she is assigned to object c while object b has unused capacity. A
similar argument holds for agent 1 in M4.
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Example 3. Consider an instance with four agents and two objects. The ca-
pacities of the objects are equal to q = (2, 2), and the agents’ preferences are as
indicated below. X2 is a feasible probabilistic assignment for this instance.

agents 1, 2 : a > b > ∅

agents 3, 4 : a > ∅ > b
X2 =


1/2 1/2

1/2 1/2

1/2 0

1/2 0


It can be easily verified that the following two decompositions of X2 are both
feasible:

X2 =
1

2


0 1

0 1

1 0

1 0

+
1

2


1 0

1 0

0 0

0 0

 =
1

2


0 1

1 0

1 0

0 0

+
1

2


1 0

0 1

0 0

1 0

 .

Although both decompositions result in the same probabilistic assignment X2,
a risk-averse decision maker will probably prefer the second decomposition over
the first one: the second decomposition of X2 is guaranteed to always assign
three agents to an object, whereas there is a risk that only two agents will be
assigned to an object by the first decomposition of X2.

Inspired by Examples 2 and 3, we identify two criteria that impact the de-
sirability of a decomposition. First of all, the agents generally have a set of
properties that, depending on the context, they want to see satisfied by all
matchings in the decomposition (Example 2). These properties could include,
for example, ex-post efficiency, or group-specific quota. Secondly, we argue that
risk-averse decision makers want to minimize the risk of ending up with an unde-
sirable matching when implementing a probabilistic assignment. What exactly
is considered to be an undesirable matching depends on the application at hand,
but examples include matchings with a low average utility of the agents, a high
average preference for the received object, a high total travel distance (e.g., Biró
& Gudmundsson, 2021), a low popularity (e.g., Kondratev & Nesterov, 2022;
McCutchen, 2008), or a low total number of assigned agents (Example 3). In
this paper, we focus on maximizing the worst-case number of assigned agents.
As will be discussed in Section 5.4, however, the column generation framework
that we introduce can be easily adapted to find a decomposition that optimizes
other worst-case criteria, or can even be adapted to different settings in which
other criteria than ex-post efficiency should be satisfied by the matchings in the
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RESULTS

decomposition.
More specifically, we study the two following, closely related problems. First,

consider the problem of maximizing the worst-case number of assigned agents
in the decomposition of a probabilistic assignment X ∈ ∆M, while allowing all
feasible matchings in M to be used in this decomposition. We will refer to this
problem as Maximin Decomposition of X, or simply MD(X). Denoting all
matchings in M that assign at least k ∈ N agents to an object by Mk ⊆ M,
we formally define MD(X) as follows:

Definition 4. Maximin Decomposition of X (MD(X)). Given a one-sided
matching instance I = (N,O,>, q) ∈ I, and a probabilistic assignment X ∈
∆M, find a decomposition of X over Mk that maximizes k.

Second, we define a problem similar to MD(X), but with the additional
requirement that all matchings in the decomposition of X be ex-post efficient.
Denote the set of all ex-post efficient matchings that assign at least k ∈ N agents
to an object by MSD

k ⊆ MSD.

Definition 5. Maximin Decomposition of X over MSD (MD-SD(X)).
Given a one-sided matching instance I = (N,O,>, q) ∈ I, and a probabilistic
assignment X ∈ ∆M, find a decomposition of X over MSD

k that maximizes k.

In the remainder of this paper, we will refer to the largest value of k for
which X is implementable over Mk, resp. MSD

k , as the optimal value of MD(X),
resp. MD-SD(X), and we will denote the optimal value of MD-SD(X) by z(X).

Denote the floor-operator by ⌊·⌋, and the ceiling-operator by ⌈·⌉. We can
identify the following intuitive upper bound on the optimal values of MD(X)

and MD-SD(X), which is based on the observation that it is not possible to
decompose a probabilistic assignment X by only using matchings that assign
strictly more agents to an object than the expected number of assigned agents
in X.

Proposition 1. The optimal values of MD(X) and MD-SD(X) are upper bounded
by ⌊µ(X)⌋, for all X ∈ ∆M.

4. Obtaining a maximin decomposition: theoretical results

In this section, we examine the complexity and the optimal values of MD(X)

and MD-SD(X). We show in Section 4.1 that the optimal value of MD(X) is
⌊µ(X)⌋, for all X ∈ ∆M, and we propose a polynomial-time algorithm to find a
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RESULTS

corresponding decomposition. In Section 4.2, we establish that for MD-SD(X)

the same result only holds for a specific class of probabilistic matchings, whereas
MD-SD(X) is NP-hard for general probabilistic assignments. Specifically for
MD-SD(XRSD), in Section 4.3 we provide a lower and upper bound on the
optimal gain in the worst-case number of assigned agents compared to the RSD
algorithm.

4.1. Complexity of MD(X)

The following theorem states that obtaining a decomposition of X that at-
tains the upper bound ⌊µ(X)⌋ of Proposition 1 can be achieved in polynomial
time. The existence of such a decomposition follows from a result by Budish
et al. (2013) for a more general constraint structure known as a bihierarchy.
Budish et al. further describe an implementation in the sense of Definition 2
that runs in polynomial time. The main novelty of our result is that it gener-
alizes the method of Budish et al. in the spirit of the Birkhoff-von Neumann
algorithm such that it returns a complete decomposition in polynomial time,
and not simply one matching in this decomposition.

Theorem 1. For every probabilistic assignment X ∈ ∆M, we can find a de-
composition (M′, λ) of X in polynomial time in which each matching M ∈ M′

assigns either ⌊µ(X)⌋ or ⌈µ(X)⌉ agents.

Proof. Consider a probabilistic assignment X ∈ ∆M and assume that µ(X) ∈
N. We will describe an iterative approach to obtain a decomposition of X
in which all matchings assign exactly µ(X) agents. The case where µ(X) is
fractional can be dealt with by adding an additional row and column to X,
corresponding to a dummy agent a and a unit-capacity object o, where the
unique non-zero element (a, o) has an assignment probability equal to ⌈µ(X)⌉−
µ(X). A decomposition that always assigns ⌈µ(X)⌉ agents in this modified
instance, then guarantees to assign either ⌊µ(X)⌋ or ⌈µ(X)⌉ non-dummy agents
in the original instance.

Following Budish et al. (2013), we can rewrite the conditions for X to be
a feasible probabilistic assignment using a constraint structure H ⊂ 2N×O,
where H contains a constraint set S ⊆ N × O with associated quota qS for
each agent, for each object, and for each agent-object pair. In particular, define

H =
⋃

(i,j)∈N×O

{(i, j)} ∪
⋃
i∈N

({i} ×O) ∪
⋃
j∈O

(N × {j}),
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and let qS = qj if S = N × {j} for some j ∈ O, and qS = 1 for all other S ∈ H.
A probabilistic assignment X is then feasible if and only if 0 ≤

∑
(i,j)∈S xij ≤ qS

for every S ∈ H. Observe that |H| = |N | · |O|+ |N |+ |O| = O(|N | · |O|).
Each iteration t of our iterative approach starts from a given probabilistic as-

signment Xt, where Xt = X if t = 1, and Xt is defined in the previous iteration
otherwise. If Xt is a matching, i.e., if Xt ∈ M, then the procedure terminates
and we define M t = Xt. Otherwise, we apply to Xt a modified version of the
algorithm by Budish et al. (2013), which we describe in Appendix A, in order
to obtain a matching M t ∈ M with the following two properties:

(i) µ(M t) = µ(Xt);

(ii) if
∑

(i,j)∈S x
t
ij is integer, then

∑
(i,j)∈Sm

t
ij =

∑
(i,j)∈S x

t
ij , for each S ∈ H.

Next, let λt be the largest value for λ ∈ R such that Xt + λ(Xt −M t) ∈ ∆M,
where λt can be determined by checking which of the constraint sets S ∈ H
becomes binding first. The procedure then defines Xt+1 = Xt + λt(Xt −M t),
and proceeds to the next iteration.

Now assume that our procedure terminates in T iterations. It follows by
expanding the above recursion that the matchings {M t}Tt=1 and weights λ̂ =

{λ̂t}Tt=1, with

λ̂t =


λt

1+λt if t = 1,
λt

1+λt

∏t−1
u=1

1
1+λu if t ∈ {2, . . . , T − 1},∏t−1

u=1
1

1+λu if t = T ,

yield a decomposition of X in which all matchings assign µ(X) agents. This
latter guarantee follows from Property (i) of M t and by definition of Xt+1 for
each t = 1, . . . , T − 1.

We claim that our procedure terminates in T ≤ |H| iterations. For each
probabilistic assignment X ′ ∈ ∆M, denote by

τ(X ′) = |{S ∈ H :
∑

(i,j)∈S x
′
ij ∈ N}|

the number of constraint sets S ∈ H that are integer inX ′. Observe that τ(X ′) ≤
|H|, where equality is reached if and only if X ′ ∈ M. To prove our claim, it
thus suffices to show that, for every iteration t with Xt /∈ M, it holds that
τ(Xt+1) > τ(Xt).
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Consider an arbitrary iteration t in which Xt /∈ M, and denote Rt = Xt −
M t. Observe that Rt ̸= 0 since Xt ̸= M t. By Property (ii) of M t, it holds for
every S ∈ H for which

∑
(i,j)∈S x

t
ij is integer that

∑
(i,j)∈S r

t
ij = 0 and thus, by

definition of Xt+1, that
∑

(i,j)∈S x
t+1
ij =

∑
(i,j)∈S x

t
ij . Property (ii) of M t also

implies that
∑

(i,j)∈S x
t
ij is fractional for every S ∈ H with

∑
(i,j)∈S r

t
ij ̸= 0,

and thus there exists a λ > 0 for which Xt + λRt ∈ ∆M. The maximal
choice λt for λ is then such that there is a S′ ∈ H with

∑
(i,j)∈S x

t
ij fractional

and
∑

(i,j)∈S x
t+1
ij integer (because a new constraint becomes binding). This

yields τ(Xt+1) > τ(Xt), which proves our claim.
Since the modified algorithm of Budish et al. (2013), described in Ap-

pendix A, runs in time O(|H|min{|N |, |O|}) and since finding λt in a given
iteration t < T can be done in time O(|H|), we can obtain our desired decom-
position of X in time O(|H|2 min{|N |, |O|}).

Theorem 1 implies that the optimal value of MD(X) is equal to ⌊µ(X)⌋,
for any X ∈ ∆M, and that the corresponding decomposition can be found in
polynomial time. In other words, if the decision maker does not require specific
properties to be satisfied by all matchings in the decomposition of a probabilistic
assignment X, it is always possible to decompose X by only using matchings
that assign at least ⌊µ(X)⌋ agents to an object.

4.2. Complexity of MD-SD(X)

In contrast to MD(X), the complexity of MD-SD(X) depends on the prop-
erties of the probabilistic assignment X. Consider the following property.

Definition 6. (Aziz et al., 2015) A probabilistic assignment X ∈ ∆M is robust
ex-post efficient if and only if every possible decomposition of X only contains
ex-post efficient matchings.

Denote the set of robust ex-post efficient probabilistic assignments by ∆MR ⊆
∆M. Define a probabilistic assignment X ∈ ∆M to be ex-post efficient if a
decomposition of X exists that only contains ex-post efficient matchings. The
following proposition shows the relationship between the three efficiency con-
cepts for probabilistic assignments that have been mentioned in this paper.

Proposition 2. (Aziz et al., 2015) Ordinal efficiency of a probabilistic assign-
ment implies robust ex-post efficiency, which in turn implies ex-post efficiency.

Although the above result was originally established for a setting with an
equal number of agents and unit-capacity objects (Aziz et al., 2014, Theorem 5),
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the proof directly carries over to our setting. Proposition 2 has the following
implications for the PS mechanism.

Corollary 1. The PS mechanism will always return a probabilistic assignment
that is robust ex-post efficient.

Moreover, with respect to the RSD mechanism, Aziz et al. (2015) obtained
the following result (see Example 2, where X1 = XRSD, and M3,M4 /∈ MSD).

Proposition 3. (Aziz et al., 2015) The RSD mechanism may return a proba-
bilistic assignment that is not robust ex-post efficient.

Using these results, we can now identify an important class of probabilistic
assignments for which we obtain the same results as in Theorem 1, i.e., for which
the optimal value of MD-SD(X) is guaranteed to be equal to its upper bound
⌊µ(X)⌋, and for which we can find a decomposition in polynomial time.

Theorem 2. For every robust ex-post efficient probabilistic assignment X ∈
∆MR, we can find a decomposition (M′, λ) of X in polynomial time in which
each matching M ∈ M′ assigns either ⌊µ(X)⌋ of ⌈µ(X)⌉ agents.

Proof. Consider an arbitrary robust ex-post efficient probabilistic assignment
X ∈ ∆MR. By using the polynomial-time algorithm from the proof of Theo-
rem 1, we can find a decomposition of X in which all matchings assign either
⌊µ(X)⌋ or ⌈µ(X)⌉ agents to an object. By definition of robust ex-post efficiency,
all matchings in this decomposition will be ex-post efficient.

Combining this result with Corollary 1, we can conclude that we can decom-
pose the probabilistic assignment XPS in polynomial time over a set of ex-post
efficient matchings that assign at least ⌊µ(XPS)⌋ agents to an object. From
Proposition 3, however, we know that we cannot guarantee the ex-post effi-
ciency of the matchings in the decomposition if we apply the same approach
to XRSD.

Although Theorem 2 showed that MD-SD(X) is polynomially solvable whenX
is robust ex-post efficient, the following result holds for general probabilistic as-
signments.

Theorem 3. MD-SD(X) is NP-hard in general.

Proof. The result immediately follows from the fact that it is already NP-
complete to determine whether an arbitrary probabilistic assignment can be
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implemented over ex-post efficient matchings when objects have unit capacities
(Aziz et al., 2015).

Note that the proof of Theorem 3 does not apply for XRSD, because XRSD is
guaranteed to have at least one decomposition over ex-post efficient matchings,
given by Equation (1). Hence, the complexity status of MD-SD(XRSD) is open.

4.3. Bounds on the optimal value of MD-SD(XRSD)

By Theorem 2, we know that the optimal value z(X) of MD-SD(X) equals its
upper bound ⌊µ(X)⌋ when X is robust ex-post efficient. In this section, we ana-
lyze the possible range of values of z(X) when X /∈ ∆MR. More specifically, we
focus on the RSD mechanism, given its practical and theoretical importance: we
establish that 1

2⌊µ(X
RSD)⌋ is an asymptotically tight lower bound on z(XRSD),

whereas twice the worst-case number of assigned agents by any ex-post efficient
matching is an asymptotically tight upper bound on z(XRSD).

Denoting the cardinality of a minimum-cardinality ex-post efficient matching
in a one-sided matching instance I ∈ I by p−(I), which is equal to the worst-case
number of assigned agents by the RSD algorithm, we can identify the following
bounds on z(XRSD(I)).

Proposition 4. 1
2⌊µ(X

RSD(I))⌋ < z(XRSD(I)) < 2p−(I), for all I ∈ I.

Proof. By definition of MD-SD(XRSD(I)), and given the upper bound on z(XRSD(I))

from Proposition 1, we know that p−(I) ≤ z(XRSD(I)) ≤ ⌊µ(XRSD(I))⌋. Hence,
what remains to be shown is that 1

2⌊µ(X
RSD(I))⌋ < p−(I).

Denote by p+(I) the cardinality of a maximum-cardinality ex-post efficient
matching in a one-sided matching instance I ∈ I, and note that p−(I) ≤ p+(I).
We will consider two cases. First, if p−(I) = p+(I), clearly 1

2⌊µ(X
RSD(I))⌋ <

p−(I). Second, if p−(I) < p+(I), we know that ⌊µ(XRSD(I))⌋ < p+(I) ≤
2p−(I), where the first inequality follows from Equation (1), and the second
inequality is a result by Abraham et al. (2004).

In the following two theorems, the proofs of which are included in Appendices
B and C, we show that for each of the two strict inequalities in Proposition 4, a
family of instances exists for which both sides of the inequality converge. First
of all, the following result states that there exists a family of instances for which
z(XRSD) cannot achieve any improvement in the worst-case number of assigned
agents compared to the RSD algorithm, causing the ratio of z(XRSD) over the
upper bound ⌊µ(XRSD)⌋ to converge to 1

2 .
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Theorem 4. There exists a family of instances Ik ∈ I, with k ≥ 2 an integer,
for which

lim
k→∞

z(XRSD(Ik))

⌊µ(XRSD(Ik))⌋
=

1

2
.

Secondly, we show that there exist instances where z(XRSD) realizes the
maximum possible improvement in the worst-case number of assigned agents
with respect to the RSD algorithm, as the ratio of z(XRSD) over p−(I) converges
to 2.

Theorem 5. There exists a family of instances Iℓ ∈ I, with ℓ ≥ 2 an integer,
for which

lim
ℓ→∞

z(XRSD(Iℓ))

p−(Iℓ)
= 2.

Lastly, we provide some intuition about the relation between the expected
number of assigned agents by the RSD mechanism and the maximum number of
assigned agents by any ex-post efficient matching in an instance I ∈ I, which we
denote by p+(I). Following a similar reasoning as in the proof of Proposition 4,
we know that when p−(I) < p+(I) it must hold that 1 < p+(I)

µ(XRSD(I))
< 2. First,

the family of instances Ik as defined in the proof of Theorem 4 shows that this
intuitive lower bower bound is asymptotically tight. Second, this intuitive upper
bound can be strengthened for larger instances, as discussed by Bhalgat et al.
(2011) and Krysta et al. (2019) for RSD, and by Bogomolnaia & Moulin (2015)
for PS.

5. Column generation

In order to be able to solve MD-SD(X) to optimality for reasonably large
instances when X is not robust ex-post efficient, we introduce two alternative
column generation frameworks. Recall that the total number of tie-breaking
rules |Σ′| that can be used as an input for the SD mechanism to obtain an
ex-post efficient matching is equal to |N |!, which implies that the number of
ex-post efficient matchings |MSD| can be exponential in the number of agents.
A linear programming model that determines the weights of each matching in
the decomposition would therefore contain an exponential number of decision
variables. A common approach to tackle this issue is column generation (e.g.,
Bertsimas & Tsitsiklis (1997)). The idea is to first solve the model with a
subset of the variables in the restricted master problem. Subsequently, we check
whether this leads to an optimal solution over all variables. If this is not the case,
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a new variable will be added to the model, which is then solved again until the
restricted master problem returns an optimal solution over all variables. New
variables are generated by a separate subproblem called the pricing problem,
which identifies a variable with a negative reduced cost or shows that no such
variable exists.

In the remainder of this section, we propose two alternative column gener-
ation frameworks that will tackle the problem of finding an optimal solution
to MD-SD(X) from different angles. In both frameworks, we solve MD-SD(X)

by means of a binary search for z(X), in which each step consists of solving a
linear program to check whether a probabilistic assignment X is implementable
over MSD

k for some integer k. In Sections 5.1 and 5.2, by only using matchings
in MSD

k , we will minimize the largest difference between X and the resulting
probabilistic assignment. Alternatively, in Section 5.3, we enforce the resulting
decomposition to be exactly equal to X while only using ex-post efficient match-
ings, and we will maximize the cumulative weights of the matchings in MSD

k in
this decomposition. Although both frameworks are similar, their optimal solu-
tions differ when X is not implementable over MSD

k for some integer k. The
performance and the interpretations of both frameworks will be discussed in
Section 6.3.

5.1. Minimizing the deviation from X: restricted master problem

In this section, we formulate the restricted master problem [RMP] for a
column generation framework that aims to find a decomposition of a proba-
bilistic assignment X in which all matchings are ex-post efficient and assign at
least k agents to an object, for a given value of k in the binary search. To
guide this search, we will minimize the largest difference over all agent-object
pairs between X and the resulting probabilistic assignment. Let X = [xij ],
with (i, j) ∈ N ×O, be the probabilistic assignment we want to decompose, and
let M̃SD

k ⊆ MSD
k be the subset of the variables that are considered in the re-

stricted master problem. Moreover, define decision variables λt to be the weight
of matching M t ∈ M̃SD

k in the decomposition of X, and let s be an auxiliary
variable.

[RMP] min s (2a)

s.t.
∑

t:Mt∈M̃SD
k

λtmt
ij − xij ≥ 0 ∀ (i, j) ∈ N ×O, (2b)
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∑
t:Mt∈M̃SD

k

λtmt
ij − xij ≤ s ∀ (i, j) ∈ N ×O, (2c)

∑
t:Mt∈M̃SD

k

λt = 1, (2d)

λt ≥ 0 ∀ t :M t ∈ M̃SD
k . (2e)

Constraints (2b) impose that the probability of agent i being assigned to
object j is at least as high in the solution as in the original probabilistic as-
signment X. Constraints (2c) ensure, together with the objective function,
that s will be equal to the maximum difference between the constructed prob-
abilistic assignment and X, over all agent-object pairs. As a result, a feasible
decomposition of X over M̃SD

k has been found if the objective value of [RMP]
equals zero. Furthermore, constraints (2d) and (2e) state that the weights in
the decomposition are non-negative and sum to one. To ensure the feasibility
of [RMP] for any subset M̃SD

k , we can include an artificial super-column M0 in
which m0

ij = 1 for all agent-object pairs (i, j) ∈ N ×O. Moreover, to reduce the
number of constraints, we can remove redundant constraints (2b) when xij = 0,
and constraints (2c) when xij = 1.

Denote the dual variables related to the constraints (2b), (2c), and (2d) by
uij ≥ 0, vij ≤ 0, and w, respectively, for each (i, j) ∈ N × O. Then a solution
of [RMP] with dual values u∗ = [u∗ij ], v∗ = [v∗ij ], and w∗ is optimal over all
variables in MSD

k if no matching M ∈ MSD
k has a negative reduced cost, i.e., if

for all matchings M ∈ MSD
k∑

(i,j)∈N×O

−mt
ij(u

∗
ij + v∗ij)− w∗ ≥ 0. (3)

5.2. Minimizing the deviation from X: pricing problem

In order to determine the existence of a matching that violates (3), we for-
mulate a pricing problem to find a feasible ex-post efficient matching M ∈ MSD

k

that minimizes the left-hand side of inequality (3) for given dual values u∗,
v∗, and w∗. This pricing problem contains two sets of constraints: constraints
(4b)-(4e) ensure that the constructed matching is feasible and assigns at least
k agents to an object, while constraints (4f)-(4n) guarantee that the matching
is ex-post efficient.

First, define binary decision variables mij , where mij = 1 if agent i ∈ N is
assigned to object j ∈ O, and mij = 0 otherwise. Then, the following integer
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linear program [PP0] will find a minimum-weight matching that assigns at least
k agents to an object.

[PP0] min
∑
i∈N

∑
j∈O

−mij

(
u∗ij + v∗ij

)
− w∗ (4a)

s.t.
∑
j∈O

mij ≤ 1 ∀ i ∈ N, (4b)

∑
i∈N

mij ≤ qj ∀ j ∈ O, (4c)∑
i∈N

∑
j∈O

mij ≥ k, (4d)

mij ∈ {0, 1} ∀ (i, j) ∈ N ×O. (4e)

The objective function of [PP0] minimizes the left-hand side of inequality (3),
and will find a matching with a negative reduced cost if and only if the objective
value is strictly negative. In order to reduce the number of variables in [PP0]

we can fix mij to one (zero) if agent i is always (never) assigned to object j by
the probabilistic assignment X that we want to decompose. Note that [PP0]

is, except for the inequality in constraint (4d), identical to the formulation by
Dell’Amico & Martello (1997) for the k-cardinality Assignment Problem

(k-AP), which finds a minimum-weight matching that assigns exactly k agents
to an object. They showed that k-AP is polynomially solvable because of the
total unimodularity of the constraint matrix. The same holds for [PP0] if we do
not require the final matching to be ex-post efficient.

Additionally, we enforce the matching to be ex-post efficient by appending
to [PP0] the constraints that were recently formulated by Biró & Gudmundsson
(2021), slightly simplified to the setting with strict agent preferences. They
showed that a matching M ∈ M is ex-post efficient if and only if there exists a
vector of prices p ∈ {0, . . . , |O|}|O| such that (M,p) is a competitive equilibrium.
We say that (M,p) is a competitive equilibrium if it satisfies the following two
conditions:

(i) each object j ∈ O with remaining capacity has a price equal to zero:
qj −

∑
i∈N mij > 0 ⇒ pj = 0;

(ii) each object k ∈ O that is preferred by at least one agent to its assigned
object j ∈ O has a strictly higher price than j: ∃i ∈ N : k >i j =M(i) ⇒
pk > pj .
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Note that we do not require the third set of conditions by Biró & Gudmundsson
(2021), because we assume agent preferences to be strict. Alternatively, we have
also tried to enforce ex-post efficiency by translating the three necessary and
sufficient conditions for ex-post efficiency by Abraham et al. (2004) into linear
constraints, but the recent formulation by Biró and Gudmundsson outperformed
this alternative formulation.

In order to implement the conditions for a competitive equilibrium in a linear
model, we introduce some additional decision variables. Using the notation
by Biró and Gudmundsson, define integer variables pj ∈ {0, . . . , |O|} which
represent the price for each object j ∈ O. Moreover, define an auxiliary variable
fj ∈ {0, 1} for each object j ∈ O, and auxiliary variables sjk ∈ N and s̃jk ∈
{0, 1} for each object pair {j, k} ⊆ O. Denoting the set of objects that agent i
prefers to the outside option by Oi ⊆ O, we append the following constraints to
[PP0].

[PPPE]
∑

i∈N :k>ij

mij = sjk ∀ {j, k} ⊆ O, (4f)

s̃jk ≤ sjk ∀ {j, k} ⊆ O, (4g)

s̃jk · |N | ≥ sjk ∀ {j, k} ⊆ O, (4h)

fjqj ≤
∑
i∈N

mij ∀ j ∈ O, (4i)

fj + qj ≥
∑
i∈N

mij + 1 ∀ j ∈ O, (4j)∑
l∈Oi

mil + fj ≥ 1 ∀ (i, j) ∈ N ×Oi, (4k)

fj · |O| ≥ pj ∀ j ∈ O, (4l)

(1− s̃jk)(|O|+ 1) + pk ≥ pj + 1 ∀ {j, k} ⊆ O, (4m)

pj ∈ N ∀ j ∈ O. (4n)

In summary, constraints (4f)-(4j) define the auxiliary variables, constraints (4k)
enforce the resulting matching to be maximal, and constraints (4l) and (4m)
ensure that (M,p) is a competitive equilibrium. More specifically, the first set
of constraints (4f) sets sjk equal to the number of agents that prefer object k
to their assigned object j. Secondly, constraints (4g) and (4h) ensure that s̃jk
equals one if sjk is strictly positive, and that s̃jk equals zero otherwise. Thirdly,
constraints (4i) and (4j) ensure that fj equals zero when object j ∈ O has
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unused capacity, and that fj equals one otherwise. Constraints (4k) enforce the
matching to be maximal: if agent i ∈ N is not assigned to any object, then none
of the objects that she prefers to the outside option can have unused capacity.
Lastly, constraints (4l) force the price of object j ∈ O to be zero when it has
unused capacity, while constraints (4m) impose pk ≥ pj + 1 whenever s̃jk = 1.
Note that adding the integrality conditions (4n) for pj is not required for the
correctness of the formulation, but we found that doing so results in lower
computation times.

While the basic pricing problem [PP0] can be solved in polynomial time,
the addition of constraints (4f)-(4n) to [PP0] causes the problem to become
computationally hard. This follows directly from the NP-hardness of finding
an ex-post efficient matching of maximum weight (Biró & Gudmundsson, 2021).

5.3. Maximizing the fraction of large matchings

In this section, we propose an alternative procedure that obtains an exact de-
composition of the probabilistic assignment X over ex-post efficient matchings,
while minimizing the cumulative weight of the matchings in the decomposition
that assign less than k agents to an object.

Consider the same notation as in Section 5.1, and let k ∈ N be the the num-
ber of assigned agents for which we are checking whether a given probabilistic
assignment X ∈ ∆M can be decomposed over MSD

k . Denote the cumulative
weight of the matchings in the decomposition that assign at least k agents to
an object by decision variable α ∈ [0, 1]. We can slightly adapt [RMP] to model
the restricted master problem for the alternative formulation as follows.

[αRMP] max α (5a)

s.t.
∑

t:Mt∈M̃SD

λtmt
ij = xij ∀ (i, j) ∈ N ×O, (5b)

∑
t:Mt∈M̃SD

k

λt − α ≥ 0, (5c)

∑
t:Mt∈M̃SD

λt = 1, (5d)

λt ≥ 0 ∀ t :M t ∈ M̃SD. (5e)

Note that constraints (5b), (5d), and (5e) are equivalent to their counterparts
in [RMP] where M̃SD

k is replaced by M̃SD. Denote the dual variables of con-
straints (5b), (5c), and (5d) by uij , v ≤ −1, and w respectively, for each
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(i, j) ∈ N × O. Given a solution of [αRMP] with dual variables u∗ = [u∗ij ],
v∗ and w∗, this solution is optimal if no matching M ∈ MSD has a negative
reduced cost, i.e., if

∑
(i,j)∈N×O

miju
∗
ij + w < 0 ∀M ∈ MSD \MSD

k ,∑
(i,j)∈N×O

miju
∗
ij + v + w < 0 ∀M ∈ MSD

k .
(6)

Hence, two pricing problems should be solved to identify whether a solution for
[αRMP] is optimal. The first pricing problem minimizes the first expression
in (6) under constraints (4b)-(4n), but without cardinality constraint (4d). The
second pricing problem simply minimizes the second expression in (6) under
constraints (4b)-(4n). If any of the pricing problems finds a matching with a
negative objective value, it is added to M̃SD and to M̃SD

k if the matching assigns
at least k agents, and [αRMP] is solved again. If the objective value for both
pricing problems is non-negative, the found solution for [αRMP] is optimal.

5.4. Flexibility of the column generation framework

In this subsection, we discuss how the inherent flexibility of linear (integer)
programming methods can be exploited to adapt the proposed column genera-
tion frameworks to find decompositions of probabilistic assignments in different
problem settings. As such, our column generation framework can be readily
adapted to alternative assignment settings where ties have to be broken, or
where probabilistic solution concepts are preferred. Next to RSD and PS, in-
teresting probabilistic assignments to be decomposed are proposed by Ashlagi
& Shi (2016), Ashlagi et al. (2020), Kavitha et al. (2011), Kesten et al. (2017),
and Shi (2022).

Changes in the problem setting can be classified into two categories. First,
the decision-maker could require the matchings in the decomposition to satisfy
other ex-post properties than ex-post efficiency. Examples of possible alterna-
tive properties are quota, stability notions, or enforcing marriage partners to
be matched together (e.g., Bronfman et al., 2018). These alternative proper-
ties can be easily enforced by including the relevant constraints in the pricing
problem. Note, however, that it might be possible that a given probabilistic as-
signment is not decomposable over a set of matchings with the desired properties
(e.g., Bronfman et al., 2018, Theorem 4.1). In that case, the column generation
framework [RMP] will output a decomposition in which the largest difference
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between the resulting allocation probabilities and the initial allocation probabil-
ity is minimized over all agent-object pairs. By changing the objective function
of [RMP], other ways of approximating the initial allocation probabilities can
also be modeled.

Second, the decision-maker could be interested in finding a decomposition
that maximizes an alternative worst-case measure. Examples of alternative
measures include a minimization of the worst-case total travel distance to the
schools (e.g., Biró & Gudmundsson, 2021), a minimization of some worst-case
unpopularity measure (e.g., Kondratev & Nesterov, 2022; McCutchen, 2008), or
an optimization of the worst-case average assigned preference or utility of the
agents. These alternative worst-case measures can be easily applied by modify-
ing the binary search procedure. More specifically, we replace constraint (4d) by
a set of linear constraints to bound the matchings with respect to the evaluated
value of the alternative worst-case measure in the binary search.

While obtaining such a set of linear constraints is rather straightforward for
most of the discussed worst-case measures, we illustrate how to obtain a match-
ing with a bounded unpopularity margin. Denote by ϕ(M,M ′) the number of
agents who prefer matching M over matching M ′. We say that matching M is
more popular than matching M ′ if ϕ(M,M ′) > ϕ(M ′,M). The unpopularity
margin of a matchingM is then defined as g(M) = maxM ′∈M (ϕ(M ′,M)− ϕ(M,M ′)).
The interpretation of a matching M having unpopularity margin g(M) = ω is
that for all matchings M ′, the number of agents who prefer M ′ over M is at
most ω units larger than the number of agents who prefer M over M ′.

To impose the matchings in the decomposition to have an unpopularity
margin of at most ω, we adopt a similar approach as in the recent work by
Kavitha et al. (2022). Consider the additional binary variable mi∅ which equals
one if agent i ∈ N is assigned to the outside option, and zero otherwise, and let
q∅ = |N |. Moreover, given a matching M ∈ M, let weights νM (i, j) be equal
to one if agent i prefers object j to M(i), and let νM (i, j) equal minus one if
agent i prefers M(i) to j. Following Kavitha et al. (2022), the optimal objective
function of formulation [LP1], in which m′

ij are the decision variables, will be
equal to the unpopularity margin of a given matching M .

[LP1] max
∑

(i,j)∈N×(O∪∅)

νM (i, j) ·m′
ij (7a)

s.t.
∑

j∈O∪∅
m′
ij = 1 ∀ i ∈ N, (7b)
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∑
i∈N

m′
ij ≤ qj ∀ j ∈ O ∪∅, (7c)

m′
ij ≥ 0 ∀ (i, j) ∈ N × (O ∪∅). (7d)

However, when matching M is no longer given, but determined upon by the
pricing problem, weights νM become decision variables as well. Simply adding
a constraint to the pricing problem that upper bounds the objective function of
[LP1] by ω would therefore result in a non-linear integer program. To overcome
this issue, we can use strong duality and include the dual constraints of [LP1]

while lower bounding the dual objective by ω. As a result, the unpopularity
margin of the found matching will be at most ω if and only if there exists a
vector α ∈ R|N |+|O|+1 and a matching M = [mij ] ∈ M that satisfy constraints
(8b)-(8d), where α represents the dual variables of constraints (7b) and (7c).
Constraint (8a) corresponds to the bounded dual objective of [LP1], and con-
straints (8b) and (8d) to the dual constraints. Constraints (8c) determine the
values of weights νM as defined.∑

i∈N
αi +

∑
j∈O∪∅

qjαj ≥ ω, (8a)

αi + αj ≥ νM (i, j) ∀ (i, j) ∈ N × (O ∪∅) , (8b)∑
k∈O∪∅:j>ik

mik −
∑

k∈O∪∅:k>ij

mik = νM (i, j) ∀ (i, j) ∈ N × (O ∪∅), (8c)

αj ≥ 0 ∀j ∈ O ∪∅. (8d)

6. Computational experiments

In this section, we discuss the computational performance of the introduced
methods for decomposing XRSD, which we test both on existing and on newly
generated instances. The choice to apply our methods on the RSD mechanism
is motivated by its widespread use in practical applications. In particular, these
experiments allow us to gain the two following main insights. Firstly, despite
the worst-case result of Theorem 4, the optimal value of MD-SD(XRSD) is equal
to its upper bound ⌊µ(XRSD)⌋ for all generated instances that were solved to
optimality. Secondly, we observe that even when the column generation frame-
works from Section 5 do not obtain a guaranteed optimal solution within the
imposed runtime limit, their results can still be highly valuable in real-world
applications, and we discuss two real-world school choice cases from the Belgian
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cities of Antwerp and Ghent as examples.

6.1. Implementation details

All experiments were implemented with C++, compiled with Microsoft Vi-
sual C++ 2019, and run on an Intel Core i7-7700 processor running at 3.60 GHz,
with 16GB of RAM memory on a Windows 10 64-bit OS. All linear and inte-
ger programs are solved using IBM ILOG CPLEX 12.9, implemented in C++
with Concert Technology, with default parameter settings, and with a precision
of 10−4 to avoid numerical issues.

In order to decompose XRSD, this matrix first needs to be computed. Al-
though the RSD algorithm can be easily executed by randomly selecting an or-
dering σ ∈ Σ′, Aziz et al. (2013) showed that computing XRSD is #P-complete,
and thus intractable. Moreover, Saban & Sethuraman (2015) found that XRSD

cannot even be approximated efficiently. We therefore estimate XRSD in this
section by computing Equation (1) over a random sample Σ̂′ ⊆ Σ′ of the order-
ings, and we opt for sample size |Σ̂′| = 10, 000. Because Σ̂′ is a random sample,
both the resulting estimate of XRSD and the solution of the column generation
framework are unbiased.

Moreover, we determine p−(I), i.e., the cardinality of the minimum-cardinality
ex-post efficient matching in a one-sided matching instance I ∈ I, by formu-
lating an IP model with constraints [PP0] and [PPPE] from the pricing prob-
lem while minimizing the number of assigned agents. Note that despite the
NP-hardness of this problem (Abraham et al., 2004), the running times are
acceptable for the considered instances.

In all experiments, we include an initial subset of matchings as variables
in the initial restricted master problem [RMP] or [αRMP]. Here, a trade-off
emerges: whereas a larger sample size is likely to decrease the number of times
the pricing problem will be called, it also tends to increase the solution time of
the restricted master problem. To balance these two effects, we adopt a sample
size of 10, 000 random orderings. For column generation framework [RMP],
described in Sections 5.1 and 5.2, we only retain the matchings that assign at
least k agents to an object, where k ∈ N is the value to be checked in the binary
search. When solving [RMP] for ⌊µ(XRSD)⌋, for example, generally slightly
more than half of the sampled matchings are retained. Moreover, we start the
binary search for both column generation frameworks by setting k = ⌊µ(XRSD)⌋.
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6.2. Data generation

We have developed a parameterized data generation tool that is based on
the properties of two real-world data sets from the school choice problem in the
Belgian cities Antwerp and Ghent (see Section 6.4 for more details). Next to
basic parameters, such as the objects’ capacities or the length of the preference
lists, we also consider the popularity of the objects in our data generation tool.
More specifically, the user can specify the desired correlation between an object’s
capacity and its popularity (ρ, see Table 1), to what extent agents who submit a
longer preference list include more popular objects on average (∆1), and to what
extent the popularity of the objects in an agent’s preference list is influenced
by the popularity of their first choice (∆2). Table 1 contains all parameters of
the data generation and their default values, which are based on the data of
Ghent, and which we used to generate the instances used in the computational
experiments. The data generation proceeds as follows.

Denote by li ∈ N the preference list length of agent i ∈ N , i.e., the num-
ber of objects that are preferred to the outside option by agent i, and de-
note l = (l1, . . . , l|N |). Recall that we denote the capacities of the objects by
q = (q1, . . . , q|O|). Moreover, define the popularity ηj ∈ R+ of an object j ∈ O

as the ratio of the number of times j is preferred to the outside option over the
capacity of that object, and denote η = (η1, . . . , η|O|). The fraction ξ ∈ [0, 1] of
the objects with the highest popularity are called popular. The data generation
itself consists of the following four steps.

(i) Generate the preference list lengths li from a truncated normal distribu-
tion N (l, s2) such that li ≥ 1, and round to the closest integer, for all
agents i ∈ N .

(ii) Generate η and q from truncated standard normal distributions, and en-
sure that their correlation equals ρ by multiplying them with the upper
triangle matrix in the Cholesky decomposition of the covariance matrix
corresponding to ρ.

(iii) Rescale η and q to satisfy the desired means and standard deviations, and
round the elements of η and q to the closest integers.

(iv) Fill in the preference profile >. First, determine for each agent i ∈ N

and for each position t ≤ li in >i the probability πit with which a popular
object is selected, in function of ∆1 and ∆2 (as defined in Table 1). Second,
each object j ∈ O in the group of popular, resp. unpopular, objects is
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selected with probability πit
ηjqj
Q , resp. (1 − πit)

ηjqj
Q , where Q is the sum

of ηkqk for the (un)popular objects k ∈ O that are not yet in >i. If Q = 0

for the popular (unpopular) objects for some values of i and t, then πit is
set to zero (one).

Table 1: Data generation parameters and their default values.

Parameter Description Default value

C
∑

j∈O
qj/|N| 1.20

l Mean preference list length l 2.42
s Standard deviation of preference list length l 1.05
ξ Fraction of the objects that are popular 0.10
ρ Correlation between q and η 0.21

CVc The coefficient of variation of the capacities q 0.80
CVη The coefficient of variation of the popularity η 0.60
∆1 Difference in average popularity of the objects in a

preference list of length 1
2
(maxi∈N li+1), compared

to in a preference list of length one

0.14

∆2 Difference in the probability of submitting a popu-
lar object between when the first choice is popular
and unpopular

0.01

A detailed description of the data generation, its repositories and the gen-
erated instances are available online (https://github.com/DemeulemeesterT/
GOSMI.git).

6.3. Observations for generated data

Table 2 summarizes the main findings of our computational experiments
for generated data. We can conclude that both column generation frameworks
that were introduced in Section 5 manage to solve relatively large instances
to optimality in acceptable runtimes. Column generation framework [RMP]
slightly outperforms [αRMP], because it requires less time, on average, and
manages to solve more instances to optimality. In general, we observe that both
an increase in the number of agents, and an increase in the number of objects
per agent cause the runtimes to rise.

Furthermore, for all instances that were solved to optimality, the difference
between z(XRSD) and p−(I), the worst-case number of assigned agents by the
RSD algorithm, is substantial, with an average increase of 5.42% of the total
number of agents. In fact, this is the maximal possible increase, as we observe
that for all optimally solved instances, z(XRSD) is equal to its upper bound
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Table 2: Computational results of column generation frameworks [RMP] and [αRMP] for MD-
SD(XRSD). The column CPU displays the average computation time (in s) when optimality
was obtained within one hour, and the column ✓ contains the number of instances solved to
optimality, out of 25 instances.

|N|/|O| = 1 |N|/|O| = 10 |N|/|O| = 50

[RMP] [αRMP] [RMP] [αRMP] [RMP] [αRMP]

|N | CPU ✓ CPU ✓ CPU ✓ CPU ✓ CPU ✓ CPU ✓

10 0.08 25 0.05 25
50 0.70 25 0.22 25 0.23 25 0.16 25

100 2.15 25 0.53 25 0.59 25 0.42 25 0.36 25 0.31 25
500 74.17 25 161.45 22 26.82 25 20.71 22 6.57 25 35.36 24

1,000 1,136.75 24 946.44 17 868.26 22 147.55 8 163.10 25 468.65 13
1,500 − 0 − 0 − 0 − 0 1,311.87 16 1,136.59 5

Table 3: Average objective values for the MD-SD(XRSD) instances that could not be solved
to optimality within one hour, for column generation frameworks [RMP] and [αRMP].

|N|/|O| = 1 |N|/|O| = 10 |N|/|O| = 50

|N | [RMP] [αRMP] [RMP] [αRMP] [RMP] [αRMP]

500 − 0.99977 − 0.99978 − 0.9998
1,000 2.3 · 10−4 0.99895 3.1 · 10−4 0.99174 − 0.99618
1,500 8.6 · 10−4 0.97458 8.1 · 10−4 0.96016 2.6 · 10−4 0.98266

⌊µ(XRSD)⌋, despite the worst-case result of Theorem 4. This observation can
be explained in two different ways. First, Che & Kojima (2010) showed that
XPS andXRSD become equivalent when the market becomes large, and we know
from Theorem 2 that z(XPS) = ⌊µ(XPS)⌋. Second, an instance similar to the
instance Ik that was given in Theorem 4 to prove the lower bound on z(XRSD)

is unlikely to occur in practice, because it requires a fraction k2−k
k2 of the agents

to all submit the same object as their unique preference, and this fraction goes
to one for large values of k.

Table 3 shows that for the instances that could not be solved to optimality
within the runtime limit of one hour, the objective values of [RMP] and [αRMP]
are close to their best possible values. Recall that the objective value s∗ of
[RMP] represents the maximum difference for any agent-object pair between
the generated probabilistic assignment by [RMP] and XRSD, while the objective
value α∗ of [αRMP] represents the cumulative weights of the matchings that
assign at least ⌊µ(XRSD)⌋ agents to an object in the decomposition of XRSD.
For [RMP], the worst value of s∗ over all unsolved instances is 2.20 · 10−3,
for example, whereas the largest value of s∗ over all unsolved instances with
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1, 000 agents is only 3.4 · 10−4. Similarly, for [αRMP], the worst value of α∗

over all unsolved instances is 0.92543, whereas the smallest value of α∗ over all
unsolved instances with 1, 000 agents is only 0.97272. We argue that, even when
optimality cannot be obtained, the resulting decompositions are still valuable
for real-world applications. Both methods will return decompositions in which
all matchings are ex-post efficient, but the choice of the method depends on
the application. If assigning at least ⌊µ(XRSD)⌋ agents to an object is more
important than decomposingXRSD exactly, then the solution to [RMP] provides
a decomposition in which the implemented probability for each agent-object pair
is at most s∗ higher than in XRSD, because of constraints (2b). Alternatively,
if decomposing XRSD exactly is of higher importance, then [αRMP] obtains a
decomposition in which a fraction α∗ of the matchings assign at least ⌊µ(XRSD)⌋
agents to an object.

Lastly, we have also evaluated the algorithm we introduced in the proof of
Theorem 1 to decompose XRSD such that all matchings in the decomposition
assign at least z(XRSD) agents to an object. For the instances of Table 2, the
algorithm only resulted in an ex-post efficient decomposition for some instances
with a small number of objects, namely for 20 among the 75 instances where
(|N |, |O|) ∈ {(10, 10), (50, 5), (100, 2)}. The algorithm from Theorem 1 is there-
fore not suited to find an optimal decomposition for MD-SD(X) when X is not
robust ex-post efficient.

6.4. Antwerp and Ghent

Next to evaluating our methods on generated data, we also consider two
real-world school choice data sets from the cities of Antwerp and Ghent. The
data from Antwerp corresponds to the primary school enrollment in the scholas-
tic year of 2014-2015, and contains 4,236 students and 186 schools. The data of
Ghent corresponds to the secondary school enrollment in 2018-2019, and con-
tains 3,081 students and 64 schools. For confidentiality reasons, the data sets
cannot be made publicly available.

In both data sets, the possible increase that we can realize in the worst-case
number of assigned agents is substantial, compared to the RSD algorithm. For
Antwerp, this increase is equal to 295 students, which is an increase by 6.96% of
the total number of students, while the increase in Ghent equals 162 students,
or 5.26%.

When applying column generation framework [RMP] of Sections 5.1 and 5.2
to both instances, we notice that a larger initial number of included matchings
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leads to better overall solutions. For Ghent, for example, the best found objec-
tive value for [RMP] is equal to 0.00161 after twenty-four hours of computing
when starting from an initial sample size of 10,000 matchings, among which the
matchings that assigned more than ⌊µ(XRSD)⌋ students were retained. When
starting from 50,000 matchings, however, an optimal decomposition is found
after almost five hours. Similarly, for Antwerp the objective value decreases
from 0.00579 after twenty-four hours when sampling 10,000 initial matchings to
8.7 · 10−4 after only two hours for an initial sample of 50,000 matchings.

We observe similar behaviour for the alternative column generation frame-
work [αRMP]. For Ghent, when initially including 10, 000 matchings, the best
found objective value is 0.85873 after twenty-four hours, while an objective value
of 0.99900 is found after two hours, in the first iteration, when including 50, 000

matchings. Performing the same test for Antwerp causes the objective value to
rise from 0.64919 to 0.93339.

7. Conclusion

In this paper, we have studied the problem of decomposing a probabilistic
assignment for one-sided matching over ex-post efficient matchings while maxi-
mizing the worst-case number of assigned agents. With respect to the two most
studied mechanisms for one-sided matching, PS and RSD, we have obtained the
following insights.

We have established that it is always possible to decompose the probabilis-
tic assignment by the PS mechanism in polynomial time over ex-post efficient
matchings that all assign the expected number of assigned agents by PS, either
rounded up or down. The same result does not hold for the RSD mechanism,
however. On the one hand, it is possible for the RSD algorithm to assign only
half of the optimal worst-case number of agents to an object. On the other hand,
instances exist for which we cannot realize any improvement in the worst-case
number of assigned agents when decomposing the probabilistic assignment by
RSD over ex-post efficient matchings.

In our computational experiments, we have found that for all generated
instances that were solved to optimality, the optimal worst-case number of as-
signed agents when decomposing the probabilistic assignment by RSD over ex-
post efficient matchings is equal to the expected number of assigned agents by
RSD, rounded down. This promising result encourages the adoption of our so-
lution methods in practical applications. By applying the column generation

This is an author-version of
https://doi.org/10.1016/j.ejor.2022.07.013, published in European

Journal of Operational Research, Volume 305, Issue 3, Pages 1087-1099 (2023).

https://doi.org/10.1016/j.ejor.2022.07.013


REFERENCES REFERENCES

frameworks that we have introduced to real-world school choice data sets, we
have illustrated that even if optimality cannot be obtained in the desired run-
time, the found solution can still be highly valuable in practice.
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Appendix A. Modified algorithm of Budish et al. (2013)

This appendix describes a modified version of the algorithm of Budish et al.
(2013) that, given a probabilistic assignment X ∈ ∆M with µ(X) ∈ N, con-
structs a matching M ∈ M that satisfies Properties (i)-(ii) as stated in the
proof of Theorem 1. Our approach simplifies the one of Budish et al. (2013) as
it considers only the specific constraint structure H with quotas (qS)S∈H cor-
responding to ∆M, as introduced in the proof of Theorem 1, rather than the
more general bihierarchical structure considered by Budish et al. (2013). This
restriction enables us to reduce the O(|H|2) running time of the algorithm by
Budish et al. (2013) to O(|H|min{|N |, |O|}).

Given an assignmentX ∈ ∆M, consider a bipartite graphB(X) = (V,E(X))

with vertices V = N ∪O ∪ {s, t} and a set of edges E(X) consisting of

(i) an edge {i, j} for every (i, j) ∈ N ×O for which xij is fractional,

(ii) an edge {s, i} for every i ∈ N for which
∑
j∈O xij is fractional,

(iii) and an edge {j, t} for every j ∈ O for which
∑
i∈N xij is fractional.

Every iteration u of the algorithm starts from a given probabilistic assign-
ment Xu and a graph B(Xu), where Xu = X if u = 1, and Xu is defined in
the previous iteration otherwise. If Xu is a matching, i.e., if Xu ∈ M, then the
procedure outputs M = Xu and terminates. Otherwise, we determine a cycle
C = ⟨i1, j1, i2, j2, . . . , ir, jr⟩ in B(Xu) with {ik, jk}, {jk, ik+1} ∈ E(Xu) for ev-
ery k = 1, . . . , r and ir+1 = i1, where the indices are such that ik ∈ N ∪ {t}
and jk ∈ O ∪ {s} for every k = 1, . . . , r. Next, we let α be the largest real
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number such that the probabilistic assignment Xu+1 with

xu+1
ij =


xuij + α if (i, j) = (ik, jk) for some k = 1, . . . , r,

xuij − α if (i, j) = (ik+1, jk) for some k = 1, . . . , r,

xuij otherwise,

is feasible, update the graph B(Xu+1), and proceed to the next iteration.
To see that the algorithm yields a matching with the desired properties in

time O(|H|min{|N |, |O|}), observe first that in every iteration u the constructed
assignment Xu ∈ ∆M satisfies Properties (i)-(ii) as stated in the proof of The-
orem 1. Moreover, it follows from the construction of B(Xu) that the degree of
each vertex in B(Xu) is either zero or at least two and, since B(Xu) is bipartite,
that each cycle contains at most 2min{|N ∪ {t}|, |O ∪ {s}|} edges. Hence, if
there is at least one (i, j) ∈ N×O for which xuij is fractional, then we can obtain
a cycle of the desired form, compute α, and determine Xu+1 and B(Xu+1) in
time O(min{|N |, |O|}). Finally, since α is chosen such that τ(Xu+1) > τ(Xu),
where τ is defined as in the proof of Theorem 1, the algorithm terminates after
at most |H| iterations.

Appendix B. Proof of Theorem 4

Consider a family of one-sided matching instances Ik = (N,O,>, q), with
k ≥ 2 an integer. Let N = {1, 2, . . . , k2} be a set of k2 agents, and let O =

{o1, o2, . . . , ok+1} be a set of k + 1 objects. Let the capacities of the objects in
O be equal to q = (k, 1, 1, . . . , 1). Moreover, let the preference list >i of each
agent i ∈ N be equal to

>i =

o1 > o2 > . . . > ok+1 > ∅ if i ≤ k,

o1 > ∅ > o2 > . . . > ok+1 if i > k.

We now show that µ(XRSD(Ik)) = 2k−1 and z(XRSD(Ik)) = k for every k ≥
2. First, consider an arbitrary strict ordering σ ∈ Σ′ of the agents that is used by
the SD mechanism to construct an ex-post efficient matching SD(Ik, σ) ∈ MSD.
The preference lists are such that each agent i ≤ k always receives an object
and such that an agent i > k only receives an object if it is among the first k
agents in the ordering σ. Hence, if we denote by τi the probability that agent i
receives an object by applying the SD mechanism, then we obtain that τi = 1
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if i ≤ k, and, since there are k2 agents, that τi = k/k2 = 1/k if i > k. It follows
that

µ(XRSD(Ik)) =

k2∑
i=1

τi =

k∑
i=1

τi +

k2∑
i=k+1

τi = k +
k2 − k

k
= 2k − 1.

Second, to prove that z(XRSD(Ik)) = k, recall that the set of all ex-post
efficient matchings that assign at least r ∈ N agents to an object is denoted by
MSD

r ⊆ MSD. In instance Ik, denote the unique ex-post efficient matching that
assigns k agents to an object by M0 ∈ MSD, and note that all other matchings
in MSD assign strictly more than k agents to an object. Moreover, note that
matching SD(Ik, σ) will only be equal to M0 if all agents i ≤ k are ranked before
all k2−k other agents i > k in ordering σ. Denote the probability that the RSD
algorithm will obtain matching M0 in instance Ik by θk =

(
k2

k

)−1
> 0. Denoting

the weight of matching M t ∈ MSD by λt ≥ 0, every feasible decomposition of
XRSD(Ik) should satisfy

∑
t:Mt∈MSD

k+1

λt =

k∑
i=1

x
RSD(Ik)
i2 = 1− θk < 1, (B.1)

because we know that every matching in MSD
k+1 assigns exactly one agent i ≤ k

to object o2. As MSD = MSD
k+1 ∪M0 and M0 /∈ MSD

k+1, Equation (B.1) implies
that λ0 > 0. This, in turn, implies that z(XRSD(Ik)) = k, because every feasible
decomposition ofXRSD(Ik) over ex-post efficient matchings has a strictly positive
weight for the matching M0 that assigns exactly k agents to an object.

Combining equalities µ(XRSD(Ik)) = 2k− 1 and z(XRSD(Ik)) = k, we obtain
that

lim
k→∞

z(XRSD(Ik))

⌊µ(XRSD(Ik))⌋
= lim
k→∞

k

2k − 1
=

1

2
,

which proves the theorem.

Appendix C. Proof of Theorem 5

Consider a family of one-sided matching instances Iℓ = (N,O,>, q), with
ℓ ≥ 2 an integer. Let N = {1, 2, . . . , ℓ2} be a set of ℓ2 agents, and let O =

{o1, o2} be a set of two objects. Let the capacities of the objects in O be equal
to q = (ℓ, ℓ). Moreover, let the preference list >i of each agent i ∈ N be equal
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to

>i =

o1 > o2 > ∅ if i ≤ ℓ,

o1 > ∅ > o2 if i > ℓ.

First, the minimum-cardinality ex-post efficient matching in this instance
will be equal to SD(Iℓ, σ) for every strict ordering σ ∈ Σ′ that ranks all agents
i ≤ ℓ before agents i > ℓ. Hence, p−(Iℓ) = ℓ.

Second, we show that we can decompose XRSD(Iℓ) over ex-post efficient
matchings that all assign 2ℓ− 1 agents to an object, i.e., z(XRSD(Iℓ)) = 2ℓ− 1.
To construct a decomposition of XRSD(Iℓ) over MSD

2ℓ−1, consider the following
set of ℓ matchings {M t}ℓt=1, where

M t(i) =



o1 if i = t,

o2 if i ≤ ℓ and i ̸= t,

o1 if i ∈ ∪ℓγ=2{(ℓ− 1)t+ γ},

∅ otherwise.

Clearly, all matchings in {M t}ℓt=1 are ex-post efficient and assign exactly 2ℓ− 1

agents to an object. Note that each agent is assigned to o1 by exactly one
matching in {M t}ℓt=1, and that each agent i ≤ ℓ will always be assigned to an
object in these matchings. Moreover, note that

x
RSD(Iℓ)
ij =


1/ℓ if j = 1,

1− 1/ℓ if j = 2 and i ≤ ℓ,

0 if j = 2 and i > ℓ.

Therefore, a feasible decomposition of XRSD(Iℓ) over MSD
2ℓ−1 can be constructed

by giving matching M t a weight of λt = 1/ℓ, for each t = 1, . . . , ℓ.
Combining both results, we obtain that

lim
ℓ→∞

z(XRSD(Iℓ))

p−(Iℓ)
= lim
ℓ→∞

2ℓ− 1

ℓ
= 2,

which proves the theorem.
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