
1 
 

To nudge or not to nudge: news recommendation as a tool to achieve online media pluralism 

Judith Vermeulen  

 

Author details:  

Judith Vermeulen (corresponding author) 

Affiliations: Law & Technology, Department of Interdisciplinary Study of Law, Private Law and Business 

Law, Ghent University, Belgium  

Email: judith.vermeulen@ugent.be  

Twitter: https://twitter.com/VermeulenJudith  

LinkedIn: https://www.linkedin.com/in/judith-vermeulen-2716a3118/  

ORCID: http://orcid.org/0000-0003-4566-9448  

 

Research details 

1. Acknowledgments: For the completion of the present research I extend my gratitude to prof. dr. Eva 

Lievens (Ghent University), Glen Joris (Ghent University) and Stefaan Vercoutere (Ghent University) for 

their insights and help. 

2. Funding: This work was supported by Ghent University under Grant BOFGOA2018000604. 

3. Disclosure statement: No potential conflict of interest was reported by the author.   

mailto:judith.vermeulen@ugent.be
https://twitter.com/VermeulenJudith
https://www.linkedin.com/in/judith-vermeulen-2716a3118/
http://orcid.org/0000-0003-4566-9448


2 
 

Abstract: Recent policy documents propose the use of recommender technology to realise online 

media pluralism goals. Specifically, they may enable citizens to access a diversity of viewpoints 

concerning matters of public interest via digital means (‘public service recommender systems’). On the 

basis of Article 10 ECHR, States are arguably required to guarantee such ‘online access diversity’. At 

the same time, they must, pursuant to that same provision, at all times ensure that individuals maintain 

autonomy and freedom of choice as regards whether or not to consume certain content. In that 

context, this contribution argues that policymakers may consider ‘nudging’ people toward reading 

diversely through recommendation (libertarian-paternalistic approach). Additionally, it points to the 

possibility of merely offering users the tools to do so, thereby allowing them to make an (informed) 

choice as regards whether to use them or not (libertarian approach). The first approach presumably 

best mitigates chances of selective exposure, whilst the second is more 'liberty-preserving'. In either 

case, States comply with their positive and negative obligations stemming from the freedom to receive 

information and ideas (without interference by public authority) and the freedom to hold opinions. 

Keywords: News recommendation; online access diversity; public service recommender systems; 

Article 10 ECHR; autonomy; freedom of choice; nudging; required choice.  
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1. Introduction 

‘Media pluralism’ has long been recognized as an important public policy goal (Charter of Fundamental 

Rights of the European Union 2000, art 11(2); European Commission 2020a). While not easily 

conceptualised, this term can essentially be defined both in a strict or a broad way (Valcke 2004, 116–

18). In a narrow sense, it implies that a diversity of societally-relevant viewpoints get reflected in the 

media, meaning that they are given access to the means of transmission (Valcke 2004, 116). Taking a 

more holistic approach, the notion of media pluralism can be explained by reference to what it aims 

to do, namely ensure the availability and accessibility of diverse information and ideas, on the basis of 

which people can form and express their opinions and exchange information and ideas (Committee of 

Ministers 2018). Media pluralism goes hand in hand with ‘media freedom’, referring to the heightened 

protection granted to media activities under Article 10 of the European Convention on Human Rights 

(1950; Mendel, n.d., 13–17; Charter of Fundamental Rights of the European Union 2000, art 11(2)). 

Both contribute to the realisation of a so-called ‘free marketplace of ideas’, being a kind of public 

sphere where the formation of public and individual opinion can, as a result of the collision of opposing 

opinions, freely take place, and which is essential for the functioning of democracy as well as the self-

development of the individual (Valcke 2004, 117; Helberger, Karppinen, and D’Acunto 2018, 194).  

In the past, policy measures primarily envisioned the (offline) making available of a diversity of media 

content (Committee of Ministers 1999; 2007), hereinafter referred to as ‘content diversity’ (Napoli 

1999). First and foremost, they sought to do so by enabling ‘source diversity’ (Napoli 1999), in 

particular by means of the promotion of structural media pluralism through ownership regulation, 

demands in terms of ownership transparency, the encouragement of workforce diversity as well as 

support measures (Committee of Ministers 1999; 2007; 2018). Secondly, requirements regarding the 

actual production of diverse content were put forward, specifically as a condition for the allocation of 

broadcasting licences (Committee of Ministers 2007) and when describing the mission of public service 

media (Committee of Ministers 2012). To a lesser extent, policy interventions concerned the provision 

of (offline) access to diverse content, or ‘access diversity’ (Vermeulen, n.d.). Particularly, these 

introduced must carry/offer rules (Committee of Ministers 2007) and prominence obligations 

favouring audio-visual media of ‘general interest’ and European works (Council of Europe 2020, 18–

22).  

In today’s online environment, it seems no longer necessary for media policies to strongly focus on 

source and content diversity (Helberger 2011, 441; Napoli 2011). Indeed, as numerous online news 

media (sources) are available, online news (content) flows in abundance (Newman et al. 2020). At the 

same time, automated processes, and in particular recommender systems that automatically 

(de)select and (de)prioritise news articles (Bernstein et al. 2020), increasingly determine the 

accessibility of digital media content (Committee of Ministers 2018). Since articles can only be read if 

they are accessible, these technologies have been said to have the potential to either decrease (Pariser 

2011; Borgesius et al. 2016) or increase (Helberger, Karppinen, and D’Acunto 2018, 192) ‘exposure 

diversity’, that is to say diversity in news consumption (Napoli 1999). By consequence, policy makers 

are considering using them as a tool to realise online media pluralism goals (High level Group on fake 

news and disinformation 2018; ‘Beheersovereenkomst VRT (2021-2025)’ 2020). However, as noted by 

Kaye (2018, 7), recommendation technology ‘may undermine an individual’s choice to find certain 

kinds of content’, specifically when they are deselected or deprioritised.   
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In that context, this contribution seeks to establish whether and when the introduction of so-called 

‘public service recommender systems’ is indeed desirable. To do so, it will first assess to what extent 

States are effectively required to take positive action so as to ensure online access diversity by 

analysing relevant case-law of the European Court of Human Rights (‘ECHR’) interpreting Article 10 of 

the European Convention on Human Rights (‘ECtHR’) (section 2). Thereinafter, it will be explained 

which role recommender systems play in determining the (in)accessibility of (diverse) content (section 

3). Next, this contribution will examine the negative obligations that States must respect when curating 

access to content, particularly by reference to the freedom to receive information and ideas without 

interference by public authority and the freedom to hold opinions as laid down by Article 10 ECHR 

(section 4). This will be followed by an assessment of how user autonomy and freedom of choice may 

be preserved when using recommendation technologies to ensure online access diversity. In this 

respect, the notion of ‘nudging’ as defined and discussed by Thaler and Sunstein (2008) will be of great 

importance (section 5). Then, it will shortly be discussed whether online access diversity could also be 

achieved without recommendation (section 6). Finally, the conclusion will summarise the conditions 

under which public service recommender systems may be introduced. Doing so, it will highlight the 

benefits brought by ‘nudges’, control features and designated sections for safeguarding user 

autonomy rights in this context (section 7).1   

2. Online access diversity as a public policy goal  

To establish to what extent policy action should be taken to ensure online access diversity, this section 

analyses relevant case-law of the European Court of Human Rights (‘ECtHR’) interpreting Article 10 of 

the European Convention on Human Rights (‘ECHR’), and in particular the ‘freedom to receive 

information and ideas’.    

Article 10 ECHR, in its first paragraph, states that:  

‘1. Everyone has the right to freedom of expression. This right shall include freedom to hold 

opinions and to receive and impart information and ideas without interference by public authority 

and regardless of frontiers [...]’.  

First and foremost, the ECtHR, throughout its judgments, consistently recognises that this provision 

encompasses the right to be properly informed and to receive information and ideas on matters of 

public interest (see for example The Sunday Times v. the United Kingdom (No.1) 1979, paras 65–66; 

Mendel, n.d.). In the view of the Court, the public interest relates to matters which affect the public to 

such an extent that it may legitimately take an interest in them, which attract its attention or which 

concern it to a significant degree, especially in that they affect the well-being of citizens or the life of 

the community (Couderc and Hachette Filipacchi Associés v. France [GC] 2015, para. 103). In that 

context, it considers political and social news to be the most important information protected by 

Article 10 ECHR (Khurshid Mustafa and Tarzibachi  v. Sweden 2008, para. 44).  

According to settled case-law, States (that are a party to the ECtHR) bear the final responsibility to 

guarantee that people also receive a diversity of viewpoints in relation to matters that are of interest 

                                                           
1 Excluded from the scope of this paper are: a discussion on how the introduction of public service recommender 
systems relates to recent initiatives of the European Commission, such as the European democracy action plan, 
the proposal for a Digital Services act and the proposal for a Digital Markets act; a discussion regarding EU 
competences in relation to media pluralism.  
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to the public. In particular, the Court finds that the undertaking of providing citizens with this kind of 

information ‘cannot be successfully accomplished unless it is grounded in the principle of pluralism, of 

which the State is the ultimate guarantor’ (Informationsverein Lentia and others v. Austria 1993, para. 

38). On this basis, it systematically establishes a positive obligation for States to ‘ensure, through its 

law and practice, that the public has access through television and radio to a range of opinion and 

comment, reflecting inter alia the diversity of political outlook within the country’, this in view of the 

fact that audio-visual media typically have a wide public outreach (Manole and Others v. Moldova 

2009, para. 107; Centro Europa 7 S.R.L. and Di Stefano v. Italy 2012, para. 156). In the cases at hand, 

the Court criticises a potential lack of source diversity, thereby assuming that it leads to insufficient 

diversity in content as available. In this context, availability implies accessibility, hence the use of the 

term ‘access’.  

Until now, there are no judgments that impose a similar requirement with respect to the online media 

sector. In a ruling dating back to 2013, the Court states that ‘there is no evidence of a sufficiently 

serious shift in the respective influences of the new and of the broadcast media’, notwithstanding the 

significant development of the former in recent years (Animal Defenders International v. the United 

Kingdom 2013, para. 119). Today, however, it can no longer be denied that the Internet, as a means 

for the transmission of information (Council of Europe/European Court of Human Rights 2015, 40), and 

news in particular, is (at least) as influential as television and radio. Indeed, reports polling people’s 

media usage show that digital channels have become equally important as traditional ones (television, 

radio, print), if not more so, for accessing news (Newman et al. 2020; Commissariaat voor de Media 

2020; Vandendriessche et al. 2021). It may therefore be argued that States should now also be required 

to take affirmative action so as to ensure online access to a diversity of viewpoints concerning matters 

of public interest (Vermeulen, n.d.).  

Importantly, in this context, the Court’s conceptualisation of the freedom to receive information and 

ideas concerns the social integration of citizens in society, enabling them to partake in public debate 

by providing them with information on the basis of which they can form an opinion (Lingens v. Austria 

1986, para. 42). In that regard, it may be noted that Article 10 ECHR unites civil and political rights, 

each representing a different conception of freedom, into what Nowak describes as ‘a harmonious 

whole’ (Nowak 2005, 438). The former provide the individual with freedom ‘from the State’ (‘liberté-

autonomie’, see also infra), while the latter endow the citizen with freedom of access ‘to the State’ 

(liberté-participation’) (Nowak 2005, 438). At the time of their drafting, it was generally understood 

that both civil and political rights, as human rights of the first generation, placed a duty on the part of 

the Government to abstain from interferences with the free exercise thereof (van Dijk et al. 2006, 6). 

However, from a very early stage the ECtHR accepted that besides such purely negative obligations, 

positive obligations, which would require action rather than doing nothing, may also flow from the 

Convention (Gerards 2019, 108). These can be vertical or horizontal in nature (Lavrysen 2016, 78). 

Whereas vertical positive obligations directly govern the relations between the individual and the 

State, horizontal positive obligations concern relations between private individuals (Lavrysen 2016, 

78–79). The cases where the Court has imposed obligations on the State to act as a guarantor of media 

pluralism pertain to vertical as well as horizontal relations (Lavrysen 2016, 95–96). While the 

distinction between both types of positive obligations is not always easily made, a requirement to 

ensure online access diversity arguably qualifies as the latter.  
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3.  Online access diversity through recommendation  

Today, many fear the existence of so-called ‘filter bubbles’ (Pariser 2011), referring to the idea that 

commercial recommendation induces people to only consume information and ideas that confirm 

their own views (Borgesius et al. 2016; Committee of Ministers 2018). In particular, they point to the 

fact that online news distributors, in particular online news media (i.e. commercial online news outlets 

and public broadcaster online news brands), social media, search engines and news aggregators, 

deploy what can be described as ‘interest-matching’ recommender systems to customise individual 

news feeds (Kaye 2018, 6–7). As such, online interfaces display articles to users that match their profile 

characteristics, that is to say their previous reading behaviour as well as other personal data, such as 

user-registered interests, and demographic and location data (Thurman and Schifferes 2012; 

Verdegem and Lievens 2016; Kaye 2018, 6–7; Vandendriessche and De Marez 2020, 70–76; Möller, 

Helberger, and Makhortykh 2019, 11–12; Vermeulen 2020, 190–93). The goal is to provide people with 

content they are likely to engage with and get them to enjoy the site or application in question (Ricci 

et al. 2010, 4–6).  

Automatically (de)selecting and (de)prioritising news articles (Bernstein et al. 2020), recommender 

systems thus decide which items are visible to whom and in which order (Thurman and Schifferes 2012, 

376 and 378; Vermeulen 2020, 192–93 and 197–98; European Commission 2020b, art 2(o)), thereby 

curating access to news (Committee of Ministers 2018). In that context, it has been argued that they 

may also be designed to increase – rather than decrease – the accessibility of diverse content 

(Helberger, Karppinen, and D’Acunto 2018, 192).  

Interestingly, recent policy documents propose the use of recommender systems to realise online 

access diversity. In its final report (2018, 28), the European Commission’s High Level Expert Group on 

Fake News and Online Disinformation specifically says that recommendation tools ‘that expose 

different sources and different viewpoints around trending topics should be made available to users 

in online platforms’. Another example is the five-year management contract recently concluded 

between the Flemish Community (Belgium) and the Flemish public broadcasting organization (VRT) 

(‘Beheersovereenkomst VRT (2021-2025)’ 2020, 14), which states that the latter commits to 

‘developing and deploying public broadcasting algorithms that can broaden taste rather than create 

filter bubbles’.  

The development of algorithms that use diversity as a key driver for recommendation has furthermore 

been the main goal of a number of research projects (‘NewsDNA’ n.d.; ‘DIAMOND’ n.d.; ‘Diverse News 

Recommendations’ n.d.). Joris, De Grove, Van Damme and Demarez (2021) explain that such 

technologies aim to achieve diversity within reading behaviour and provide content of which the user 

has read too little. In that case, online interfaces display articles that do not match people’s profile 

characteristics. 

For a private sector example, reference can be made to DPG Media, a Belgian media company that is 

also active in the Netherlands and Denmark (‘DPG Media’ n.d.). Specifically, they are designing a 

recommender that can match news articles and users while considering goals such as relevancy, 

diversity, and recency (Baan 2020). The goal is ‘to optimally inform readers, balancing between 

providing news that interests readers, news that provides alternate views or opinions, and news that 

editors believe readers have to know’ (Baan 2020).  

In light of the analysis above (see section 2), ‘diversity-enhancing’ recommendation technologies 

ideally enable users to access diverse viewpoints concerning matters of public interest. These will, 



7 
 

hereinafter, also be referred to as ‘public service recommender systems’ (Verdegem and Lievens 2016; 

Vermeulen, n.d.), seeing the inherent public service value they would bring.  

Provided that such a system can be adequately developed – whether at the initiative of policymakers 

themselves or, for example, the research community –, the State, as the ultimate guarantor of media 

pluralism, could consider offering it to the public to meet its positive obligation under Article 10 ECHR 

(supra).  

In that regard, it needs to be noted that requiring private sector online news distributors to run a 

‘diversity-enhancing’ algorithm, and in particular a specific one, would arguably go too far in light of 

their freedom to impart information and ideas as laid down in Article 10(1) ECHR. Article 10(2) ECHR 

sets forth that restrictions on this liberty can be justified provided that they are prescribed by law and 

necessary in a democratic society for one of the legitimate purposes it enlists, including the protection 

of the rights of others. However, since research shows that concerns about ‘filter bubbles’ may be 

overstated (Haim, Graefe, and Brosius 2018; Möller, Helberger, and Makhortykh 2019; Bruns 2019), it 

remains uncertain whether such a measure could indeed be considered needed to guarantee the 

freedom to receive information and ideas of Internet users.   

Moreover, even if that were to be the case, there seem to be less restrictive means to do so. More in 

particular, one can think of the use of public service recommender systems by public broadcaster 

online news brands (Helberger 2011, 447; ‘Beheersovereenkomst VRT (2021-2025)’ 2020) or a newly 

established distribution channel, and in particular a news aggregator, which recommends items that it 

pulls from a variety of sources (Vermeulen, n.d.). 

Regardless of whether they would prevent the possible creation of filter bubbles, these initiatives, and 

recommender systems more generally, may also help users navigate through a potential online 

information overload (Gauch et al. 2007, 54). Indeed, more and more digital content becomes 

available, yet people have only limited time and cognitive capabilities (Valcke 2004, 197). Accordingly, 

they continuously have to make choices about what to read and what to ignore (Aljukhadar, Senecal, 

and Daoust 2012; Schmitt, Debbelt, and Schneider 2018). In practice, this may lead to a situation in 

which one only consumes content that matches their own viewpoints rather than diverse ones, a 

phenomenon often referred to as ‘selective exposure’ (D’Alessio and Allen 2002; Garrett 2009a; 2009b; 

Hart et al. 2009; Garrett, Carnahan, and Lynch 2013; Zamith and Lewis 2014). Sunstein (2006) as well 

as others (see e.g. Möller et al. 2018, 960; Stark et al. 2020, 14–15) contend that these processes can 

result in people inhabiting so-called ‘information cocoons’ or ‘echo chambers’, locking themselves up 

in a self-confirmatory informational environment.  

The use of recommender systems, in any case, implies the personalisation of access to information, 

thus varying from user to user (Kaye 2018, 6). Conversely, without recommendation content remains 

accessible to everyone in a uniform manner, and for example, according to public interest value or 

chronologically. In case human editors elevate particular items to the top of the feed, news display can 

be said to be based on the value, as assessed by the editorial staff, of articles in terms of their 

contribution to a debate of public interest (Kaye 2018, 11). If ‘time of publishing’ constitutes the main 

parameter for prominence, news articles are arranged in a chronological way (‘About Your Twitter 

Timeline’ n.d.; Garun 2020). In either of these cases, users, upon visiting the distribution channel in 

question, all find the same news overview.  
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4. Autonomy rights and freedom of choice under Article 10 ECHR  

Yet, the eventual introduction of public service recommender systems raises an important legal 

question, and namely, whether it is reconcilable with any negative human rights obligations that States 

may assume in this context vis-à-vis citizens.  

In their negative dimension, the substantive provisions of the ECHR and its protocols require States to 

refrain from violating the rights they set forth (Schabas 2017, 91). As put forward by Lavrysen, the 

ECtHR, in fact, considers the Convention to be ‘primarily’ and ‘essentially’ concerned with negative 

obligations, and positive obligations as something ‘additional’ that ‘may’ flow from a particular right it 

contains (Lavrysen 2016, 215). Human rights, in a negative sense, enable individuals to ward off 

unjustified interferences by the State (Nowak 2005, 439). They provide them with freedom ‘from the 

State’, thus limiting what it may do (Mendel, n.d., 7), and are as such construed as ‘liberté-autonomie’ 

(Nowak 2005, 438). Taking such an ‘autonomy rights’ perspective, the use of recommender systems to 

ensure access diversity, paradoxically, requires an assessment of these technologies in light of Article 

10 ECHR, and in particular, the rights to ‘freedom to receive information and ideas without interference 

by public authority’ (emphasis added) and ‘freedom to hold opinions’ (para. 1) (supra).  

Freedom to receive information without interference by public authority 

In the case of Leander v. Sweden (Leander v. Sweden 1987), in which the applicant complained about 

the non-disclosure of certain information held by the Swedish authorities which had led to his dismissal 

(para. 45), the ECtHR, finding that Article 10 ECHR did not, in the circumstances of the case, confer on 

the individual a right to access such information, nor embodied an obligation for the Government to 

impart it, observed that:  

‘[T]he right to freedom to receive information basically prohibits a Government from restricting a 

person from receiving information that others wish or may be willing to impart to him’ (para. 74). 

Importantly, the Court restated this finding in Khurshid Mustafa and Tarzibachi v. Sweden, in which it 

found a violation of Article 10 ‘based on the refusal of a landlord, upheld by the Swedish Courts, to 

allow a tenant to install a satellite dish outside of their apartment, [...] on the basis that this obstructed 

their right to receive information’ (emphasis added) (Mendel, n.d., 8; Khurshid Mustafa and Tarzibachi  

v. Sweden 2008, paras 3, 29 and 41).  

Valcke explains that the State’s negative obligation to respect the right to receive information entails 

that it can only adopt a so-called stimulating policy with a view to achieve consumption diversity 

(Valcke 2004, 200). Specifically, efforts cannot go beyond the striving for the widest possible news 

offer that is accessible (Valcke 2004, 200). Fulfilling their positive obligations in this context, States 

should at all times ensure that individuals maintain freedom of choice as regards whether or not to 

consume certain content (Valcke 2004, 200). Indeed, any policy action aimed at influencing citizens 

towards consuming diversely carries with it a very strong connotation of interfering with individual 

autonomy (Napoli 2011, 250). As Napoli puts it, ‘one can legitimately ask if it is within policymakers’ 

regulatory authority to even concern themselves with how media users navigate the content offerings 

available to them’ (Napoli 2011, 250).  

As explained, recommender systems considerably impact the ways in which people have access to and 

thus consume news, thereby also exercising influence over the diversity of what can and is being read 

(Helberger 2011, 442; Bernstein et al. 2020, 5). Accordingly, governmental initiatives involving the 
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deployment of such technologies are inherently controversial (Council of Europe 2020, 10). As they 

select and prioritise certain items at the expense of others, their use could even be said to amount to 

a form of (soft) censorship, including when it would increase access diversity and thereby diversity in 

consumption (Council of Europe 2020, 10 and 29).  

Freedom to hold opinions 

Algorithmic content (de)selection and (de)prioritisation furthermore potentially interferes with the 

freedom to hold opinions as laid down by Article 10 ECHR. This liberty concerns the realm of the mind 

(forum internum) and includes, apart from freedom to have an opinion, freedom to freely and 

autonomously form one (Nowak 2005, 411–12; 441; Velaers 1991, 1:42). It protects all opinions, 

whether they are political, scientific, historic, moral or religious in nature (UN Human Rights 

Committee (HRC) 2011, point 9; Velaers 1991, 1:43–44). Importantly, opinions are generally based on 

information and ideas imparted by others and do not, as put by Velaers, exist ‘à l’état pur’ (Velaers 

1991, 1:45–48). A person must, in other words, have access to information before they can form an 

opinion (Schabas 2013, 22).  

In that context, the question arises as to what extent individuals can still autonomously form opinions 

in case available content is not freely accessible. Indeed, if access defines the limits of consumption, it 

also impacts the formation of opinions (Council of Europe Committee of Ministers 2012; Schiltz 2021). 

Recommender systems may, as they determine the (in)accessibility of information, encroach upon the 

freedom to form an opinion, whether or not they aim to enable users to consume diversely.  

A crucial question to be answered when considering the introduction of public service recommender 

systems, constituting to some extent a choice-constraining technological architecture (Council of 

Europe 2020, 30), is therefore whether and, if so, how individuals can maintain autonomy in terms of 

selecting content to consume.  

5. Autonomy and choice in recommendation 

As explained, public service recommender systems ideally allow citizens to access a diversity of 

viewpoints concerning matters of public interest via a single online distribution channel. To preserve 

user-autonomy in this context, is to ensure that individuals maintain freedom of choice in terms of 

selecting news items for consumption.  

In that regard, it may be noted that recommendation can affect the entire homepage, or, conversely, 

pertain only to a specific part of the website or application in question, thus complementing non-

personalised segments thereof (Thurman 2011; Kunert and Thurman 2019, 13). In addition, users 

themselves may or may not have a say in relation to recommendation, and specifically, its applicability 

or outcomes. As will be explained in more detail below, these factors play an important role when 

assessing the desirability of the use of recommender systems as a tool to stimulate diversity in 

consumption.  

Specifically, policymakers may take either a libertarian-paternalistic or a libertarian approach as to how 

recommendation should influence the accessibility of content. Both approaches guarantee autonomy 

and freedom of choice for the user as regards what to consume, and are as such compatible with the 

aforementioned negative obligations States assume under Article 10 ECHR, and in particular the rights 
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to ‘freedom to receive information and ideas without interference by public authority’ and ‘freedom 

to hold opinions’. 

Libertarian-paternalistic approach (nudging) 

In their eponymous book, Thaler and Sunstein define the term ‘nudge’ as ‘any aspect of the choice 

architecture that alters people’s behaviour in a predictable way without forbidding any options or 

significantly changing their economic incentives’ (Thaler and Sunstein 2008, 6). Being in favour of 

nudges, they consider themselves to be ‘libertarian paternalists’ (Thaler and Sunstein 2008, 4–6). The 

term ‘libertarian’ means liberty-preserving and refers to the idea that people should be ‘free to choose’ 

(Thaler and Sunstein 2008, 5). The paternalistic aspect of their strategies then lies in the claim that it 

is, nonetheless, legitimate for institutions in the private sector and governments to engage in self-

conscious efforts to steer people’s choices in directions that will improve their lives (Thaler and 

Sunstein 2008, 5).  

As such, banning or reducing choices by means of firm mandates does not accord with nudging or 

libertarian paternalism (Thaler and Sunstein 2008, 6, 47, 76 and 253). However, the same holds true 

for having to choose, or ‘required’ or ‘mandated choice’ (Thaler and Sunstein 2008, 86–87). 

Libertarians, as opposed to libertarian paternalists, prefer such ‘required choosing’ over a nudge 

(Thaler and Sunstein 2008, 242–43). Indeed, ‘[a]t most, they would like to provide people with the 

information necessary to make an informed choice, and then tell people to choose for themselves: no 

nudges!’ (Thaler and Sunstein 2008, 243). While Thaler and Sunstein agree that required choice is 

sometimes the best way to go, they argue that people may however need a good nudge ‘for choices 

that have delayed effects; those that are difficult, infrequent, and offer poor feedback; and those for 

which the relation between choice and experience is ambiguous’ (Thaler and Sunstein 2008, 76–77).  

Nudging acts as a kind of middle way between rigid interventions and dogmatic laissez-faire (Thaler 

and Sunstein 2008, 253). Hence, it involves ‘[the steering of] people in directions that will make their 

lives go better while also insisting that the ultimate choice is for individuals’, not for any private sector 

actor or the state (Thaler and Sunstein 2008, 252–53). It then falls to so-called ‘choice architects’, being 

the ones responsible for organizing the context in which people make decisions, to make this possible 

(Thaler and Sunstein 2008, 1–4, 252). In that regard, Thaler and Sunstein propose six principles of good 

‘choice architecture’: incentives, understand mappings, defaults, give feedback, expect error and 

structure complex choices (Thaler and Sunstein 2008, 81–100). Additionally, they put forward what 

they call ‘the golden rule of libertarian paternalism: offer nudges that are most likely to help and least 

likely to inflict harm’ (Thaler and Sunstein 2008, 72). While all nudges should, in principle, respect 

freedom of choice, some may thus be considered more or less restrictive than others.  

In the context of public service recommender systems, nudges may in particular take the form of 

default settings or work through the provision of feedback.  

Full homepage recommendation by default  

A first way in which access diversity can be ensured is through full homepage recommendation 

(Bernstein et al. 2020, 5). In that case, users select news articles for consumption from a list of items 

that are pre-selected by the algorithm (Borgesius et al. 2016, 3). Thus favouring the display of 

viewpoints concerning matters of public interest that citizens, having regard to their profile 

characteristics, appear to be less or unfamiliar with, the system diminishes chances of selective 
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exposure. The other side of the coin, however, is that it simultaneously bans or reduces individual 

choice, since deselected content indeed cannot be consumed (via the channel in question) (Kaye 2018, 

7). By introducing a public service recommender system of this kind, States accordingly risk to violate 

individuals’ Article 10 ECHR rights.  

Arguably, should users be allowed to manage, by means of an easily accessible functionality on the 

interface, the (main) parameters that inform the (algorithmic) (de)selection and (de)prioritisation 

process (European Commission 2020b, art 29), thereby empowering them to determine the criteria on 

the basis of which content is displayed or not, no issue with respect to freedom of choice would arise 

(Helberger et al. 2021). As such, individuals could, for example, be enabled to switch between a 

diversity-enhancing and a chronological feed that takes ‘time of publishing’ as its main parameter 

(‘About Your Twitter Timeline’ n.d.; Garun 2020). Where users are, at the time they first visit the 

distribution channel in question, asked to choose one or the other option without any being pre-

checked in advance, there is ‘required choice’. Conversely, if any of the options, and in this case the 

one corresponding to the diversity algorithm, is set by default, the choice architecture includes a nudge 

– at least provided that the individual can still opt out and choose differently. Thaler and Sunstein 

argue that if, for a given choice, there is a default option, that is to say ‘an option that will obtain if the 

chooser does nothing’, a large number of people will end up with it, regardless of whether that is good 

for them or not (Thaler and Sunstein 2008, 83; noyb 2021). Accordingly, States may consider nudging 

users towards ‘choosing’ the diversity option so as to avoid that too many would opt for (one of) the 

alternative(s), thus compromising the benefits brought by public service recommender systems.  

Accordingly, full homepage recommendation does not in itself qualify as nudging, since it limits user 

choices in terms of what can be selected for consumption. In this context, there is accordingly no so-

called ‘algorithmic nudging’, or nudging by means of algorithms (infra). Rather, the nudge lies in the 

default option, and specifically the pre-checking of the diversity-enhancing system for content display.  

Taste-broadening messaging 

A second way to ensure access diversity is through taste-broadening messaging (Bernstein et al. 2020, 

5). In this scenario, users select news articles for consumption from a non-personalised list of items, 

displayed for example in order of public interest value or chronologically (supra). Upon visiting the 

homepage, each and every one views the same arrangement of content. However, when an article, 

after having been clicked, is being read, the interface will automatically show a message 

recommending another article that puts forward a different perspective on the same event. As such, 

individuals are encouraged, yet not mandated, to consume more diversely, by receiving instant 

feedback in relation to their reading behaviour. Since the system knows which articles have been read 

by whom, and thus only recommends to the user those which they did not yet click on, the 

recommendations can be considered personalised. At the same time, personalisation does not go as 

far as in the case of full homepage recommendation.  

According to Thaler and Sunstein, providing feedback is the best way to help people improve their 

performance (Thaler and Sunstein 2008, 90). It qualifies as nudging, which is illustrated by the example 

of taste-broadening messaging: it allows users to choose whether or not to select the recommended 

articles for consumption, merely informing them that there exist viewpoints concerning matters of 

public interest about which they did not yet read (Thaler and Sunstein 2008, 6, 90–91). Given that the 
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provision of such messages relies on the operation of an algorithm, it, as opposed to full homepage 

recommendation, effectively constitutes ‘algorithmic nudging’.  

Whereas it remains to be seen to what extent taste-broadening messaging indeed mitigates selective 

exposure, research suggests that nudging by means of (algorithmically generated) feedback messages 

indeed works. Van Royen, Poels, Vandebosch and Adam, for example, conducted an experimental 

study to examine whether harassment among adolescents on social networking sites could be reduced 

by means of showing them reflective messages, encouraging them to reconsider and eventually self-

censor before posting (Van Royen et al. 2017, 345). They found a significant reduction in the intention 

to harass after the exposure to such a message (Van Royen et al. 2017, 349). Just recently, Twitter 

announced that it has started sending ‘prompts’ that give users the option to revise a reply before it is 

published if it uses language that could be harmful (Twitter Support 2021). Having tested and improved 

this feature, the social network says to have learned that it can help encourage more meaningful 

conversations (Twitter Support 2021). Matias, on the other hand, tested if showing (reddit) users a 

persistent message asking them to fact-check articles by providing links to possible evidence to that 

end in the comment section causes recommendation algorithms to interpret an increase in comments 

as popularity and promote inaccurate content as a result (Matias 2020, 1 and 4). Doing so, he observed 

that the encouragement of human fact-checking indeed positively influenced commenters’ activity, 

amongst others (Matias 2020, 5).  

Libertarian approach (control and designated sections) 

Ensuring access diversity by means of public service recommender systems, States may also consider 

taking a more libertarian approach. As such, users would simply be provided with the opportunity to 

consume diverse viewpoints concerning matters of public interest, without being nudged to do so. 

Whether or not they finally decide to engage in selective exposure is thereby of secondary importance.  

A first way to realise this would be to enable individuals to control the operation of the system, 

particularly by allowing them to make (informed) choices about whether or how to use it (Thaler and 

Sunstein 2008, 243). Secondly, there may be a solution in integrating designated sections for 

recommendation in the online interface.  

Full homepage recommendation by opt-in  

As explained above, access diversity may be ensured through full homepage recommendation. From 

a libertarian point of view, however, it should only be applied insofar as individuals actively choose to 

receive information on the basis of a diversity-enhancing algorithm, not by nudging them in that 

direction. Accordingly, upon their first visit to the distribution channel in question, users must be 

pointed to the existence of several options as regards the ways in which the system may (de)select and 

(de)prioritise content as well as to how these differ from one another (General Data Protection 

Regulation, art 13, 2, (f) and 14, 2, (g)). Thereinafter, to secure required choosing, and hence control, 

they should be asked to opt in to one or the other option, making sure none is pre-checked in advance. 

Sliders  

Another possibility to allow (yet not nudge) individuals to consume diversely, is to empower them to 

manually control the importance of diversity as a parameter for algorithmic news (de)selection and 

(de)prioritisation (Parra, Brusilovsky, and Trattner 2014). By means of a so-called ‘slider’, making it 

possible to move from ‘my viewpoint’ over ‘more viewpoints’ to ‘lots of viewpoints’, users could indeed 
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be enabled to decide themselves on how diverse the content featured in their feed should be 

(Harambam, Helberger, and van Hoboken 2018, 11). In that regard, it may be noted that avoiding any 

nudging towards the consumption of a diversity in viewpoints entails a requirement for sliders to not 

be set to ‘lots of viewpoints’ by default. However, as Thaler and Sunstein point out, ‘there is no such 

thing as ‘neutral design’’ (Thaler and Sunstein 2008, 3). Thus, taking any other value as the default 

option also qualifies as the provision of a nudge, and this, as the case may be, possibly in the wrong 

direction. Arguably, libertarians would opt for ‘more perspectives’.  

Designated sections 

Finally, diversity in consumption may be facilitated by integrating a designated section for 

recommendation within the interface of the distribution channel in question, in addition to one that 

displays news in a non-personalised, possibly chronological, manner. In this case, the homepage does 

not merely contain a list of items pre-selected by an algorithm. Rather, it is subdivided into two 

sections, clearly indicating the one that contains recommendations. Alternatively, the channel 

comprises a separate webpage or ‘tab’ exclusively displaying algorithmically selected and prioritised 

content, being some kind of ‘Daily Me’ (Negroponte 1996). In the case of designated sections, 

recommended articles put forward viewpoints concerning matters of public interest that citizens, 

having regard to their profile characteristics, appear to be less or unfamiliar with.  

It may be noted that several Flemish online news media recently introduced a related type of feature, 

specifically allowing users to access their favourite topics, events or columns via a ‘My News’-function, 

taking the form of a separate webpage or tab (De Standaard 2019; Verstraete 2021; Thurman and 

Schifferes 2012, 376). Thus doing the exact opposite of what a diversity-enhancing algorithm aims to 

do, such a functionality can further selective exposure (Kristof 2009). Be that as it may, designated 

sections for recommendation permit individuals to choose whether or not to consume algorithmically 

selected and prioritised news, merely providing them with a possibility in that regard.  

6. Online access diversity through structure  

Lastly, one may wonder whether online access diversity could not also be achieved without 

recommendation. As explained, recommender systems may assist audiences in navigating a so-called 

online ‘information overload’ (Gauch et al. 2007, 54), since they, to a certain extent, make choices for 

them (Helberger 2011, 441–42). However, Thaler and Sunstein suggest that the problem of selection 

that arises when options are numerous may also be addressed by providing structure, as it simplifies 

choice (Thaler and Sunstein 2008, 94–97). In that regard, a type of news aggregator that pulls together 

news items from multiple sources and organises them by event while also indicating the viewpoints 

they present can be proposed. As such, users could easily find diverging opinions concerning a same 

issue all in one place. At the same time, it stands to reason that such an approach would probably only 

stimulate people who have a high tendency to engage in effortful cognitive activities to effectively 

consume more diversely (cf. need for cognition, Cacioppo & Petty, 1982). By consequence, others may 

prefer not to use the system at all. In addition, there is a chance that certain users would only make 

use of it to find their own viewpoints more easily, thus engaging in selective exposure.  
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7. Conclusion 

Conclusively, it can be said that States may introduce recommender systems as a tool to achieve online 

media pluralism, provided that they do not go beyond the ‘nudging’ of users toward consuming diverse 

viewpoints concerning matters of public interest.  

In reaching this finding, this contribution, first of all, argued that States, being the ultimate guarantor 

of media pluralism, should be required to take positive action so as to ensure that citizens have access 

to such content through digital means (‘online access diversity’), if this is not the case already. Doing 

so, it drew a parallel between television and radio on the one hand and the Internet on the other, in 

terms of their respective influences as means for the transmission of information. Highlighting the 

importance of the former in that respect, the European Court of Human Rights long established a 

positive obligation for States to ensure the accessibility of diverse news via audio-visual media under 

Article 10 ECHR, and more specifically the ‘freedom to receive information and ideas’. As of yet, it did 

not impose a similar requirement in respect of internet media. However, seeing their ever-growing 

use, policy makers should be expected to intervene in case issues arise regarding online access 

diversity.  

In that context, this research pointed to the potential creation of ‘filter bubbles’ by commercial 

recommender systems as well as the risk of selective exposure following a possible online information 

overload, leading to the consumption of information within ‘information cocoons’ or ‘echo chambers’. 

In view thereof, the value of ‘public service recommender systems’ was underlined, explaining that 

they could enable access by citizens to diverse viewpoints concerning matters of public interest. 

Thereinafter, this contribution addressed the pressing legal question of whether the proposed 

introduction of these tools is reconcilable with any negative human rights obligations that States may 

assume vis-à-vis citizens. It found in that regard that individuals must remain free in selecting news for 

consumption. With that, it put forward the notions of ‘autonomy’ and ‘freedom of choice’, 

conceptualising them by reference to Article 10 ECHR, and in particular the ‘freedom to receive 

information and ideas without interference by public authority’ and the ‘freedom to hold opinions’.  

Drawing on research by Thaler and Sunstein concerning the use of ‘nudges’ to realise public policy 

goals, it was found that States may take either a libertarian-paternalistic or a libertarian approach in 

maintaining user autonomy rights when introducing public service recommender systems. Seeking to 

mitigate chances of selective exposure, the better option would be to act as libertarian-paternalists. 

As such, States could ensure online access diversity through ‘full homepage recommendation by 

default’ or ‘taste-broadening messaging’, whereby the former should be considered more effective yet 

less ‘liberty-preserving’ than the latter. Where States value autonomy and freedom of choice more 

than efficiency in terms of avoiding the prevalence of ‘information cocoons’ or ‘echo chambers’, they 

would be seen as libertarian. If so, the online accessibility of diverse viewpoints concerning matters of 

public interest could be guaranteed by enabling individuals to control the operation of the system in 

question, providing ‘full recommendation by opt-in’ or ‘sliders’ by means of which the importance 

diversity as a parameter for (de)selection and (de)prioritisation of content may be manually adjusted. 

In a similar vein, the integration in the online interface of designated sections for recommendation 

was put forward a solution.  

To put these ideas more into perspective, this research finally made an evaluation of whether online 

access diversity could also be achieved without recommendation, proposing a news aggregator that 

pulls together news items from multiple sources and organises them by event while also indicating the 

viewpoints they present. Merely helping citizens to find diverse content, such a tool would be as 
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liberty-preserving as possible. For this same reason, however, it could also run the risk of only being 

used (with the desired outcome) by committed individuals.  

In addition, it may be noted that full homepage recommendation does not in itself qualify as 

‘algorithmic nudging’, since it limits user choices in terms of what can be selected for consumption. In 

that sense, it makes no difference that individuals ultimately decide whether to consume 

recommended content or not (Council of Europe 2020, 29). The same goes for the fact that deselected 

and deprioritised information often remains accessible through other distribution channels, as this 

presupposes that the user knows of its existence and the fact that it is not being displayed. 

Focusing on agency, the issue of transparency was deliberately excluded from the scope of this 

contribution. However, seeing the importance of this principle in the context of the GDPR and the 

recent proposal for a Digital Services Act (European Commission 2020b), the proposed use of public 

service recommender systems triggers further questions in that regard, thus requiring additional 

research.  

 

 

 

 

 

 

 

 

 

  



16 
 

Bibliography 

‘About Your Twitter Timeline’. n.d. Twitter Help Center. Accessed 12 March 2021. 
https://help.twitter.com/en/using-twitter/twitter-timeline. 

Aljukhadar, Muhammad, Sylvain Senecal, and Charles-Etienne Daoust. 2012. ‘Using Recommendation 
Agents to Cope with Information Overload’. International Journal of Electronic Commerce 17 
(2): 41–70. https://doi.org/10.2753/JEC1086-4415170202. 

Animal Defenders International v. the United Kingdom. 2013, 
ECLI:CE:ECHR:2013:0422JUD004887608. ECtHR. 

Baan, Joris. 2020. ‘News Recommendation at Scale’. DPG Media (blog). 5 August 2020. 
https://dpgmedia-engineering.medium.com/news-recommendation-at-scale-2ce03bbc4692. 

‘Beheersovereenkomst VRT (2021-2025)’. 2020. https://www.vrt.be/nl/over-de-
vrt/beheersovereenkomst/. 

Bernstein, Abraham, Claes de Vreese, Natali Helberger, Wolfgang Schulz, Katharina Zweig, Christian 
Baden, Michael A. Beam, et al. 2020. ‘Diversity in News Recommendations (under Review)’. 
ArXiv.Org, no. arXiv:2005.09495 [cs.CY] (May). http://arxiv.org/abs/2005.09495. 

Bruns, Axel. 2019. Are Filter Bubbles Real? United Kingdom: Polity Press. 
http://politybooks.com/bookdetail/?isbn=9781509536443. 

Cacioppo, John T., and Richard E. Petty. 1982. ‘The Need for Cognition’. Journal of Personality and 
Social Psychology 42 (1): 116–31. https://doi.org/10.1037/0022-3514.42.1.116. 

Centro Europa 7 S.R.L. and Di Stefano v. Italy. 2012, ECLI:CE:ECHR:2012:0607JUD003843309. ECtHR. 
Charter of Fundamental Rights of the European Union. 2000. OJ C 326/391. https://eur-

lex.europa.eu/legal-content/EN/TXT/?uri=celex:12012P/TXT. 
Commissariaat voor de Media. 2020. ‘Digital News Report Nederland 2020’. 

https://www.mediamonitor.nl/wp-content/uploads/Reuters-Digital-News-Report-2020.pdf. 
Committee of Ministers. 1999. ‘Recommendation on Measures to Promote Media Pluralism’. R (99) 

1. https://search.coe.int/cm/Pages/result_details.aspx?ObjectID=09000016804fa377. 
———. 2007. ‘Recommendation on Media Pluralism and Diversity of Media Content’. 

CM/Rec(2007)2. 
https://search.coe.int/cm/Pages/result_details.aspx?ObjectId=09000016805d6be3. 

———. 2012. ‘Declaration on Public Service Media Governance’. 
https://search.coe.int/cm/Pages/result_details.aspx?ObjectID=09000016805cb4d4. 

———. 2018. ‘Recommendation on Media Pluralism and Transparency of Media Ownership’. 
CM/Rec(2018)1. https://rm.coe.int/1680790e13. 

Couderc and Hachette Filipacchi Associés v. France [GC]. 2015, 
ECLI:CE:ECHR:2015:1110JUD004045407. ECtHR. 

Council of Europe. 1950. European Convention for the Protection of Human Rights and Fundamental 
Freedoms. ETS No. 005. https://www.refworld.org/docid/3ae6b3b04.html. 

———. 2020. ‘Prioritisation Uncovered: The Discoverability of Public Interest Content Online’. Study 
DGI(2020)19. https://rm.coe.int/publication-content-prioritisation-report/1680a07a57. 

Council of Europe Committee of Ministers. 2012. ‘Recommendation on the Protection of Human 
Rights with Regard to Search Engines’. CM/Rec(2012)3. 
https://search.coe.int/cm/Pages/result_details.aspx?ObjectID=09000016805caa87. 

Council of Europe/European Court of Human Rights. 2015. ‘Internet: Case-Law of the European Court 
of Human Rights’. Case-law analysis. Council of Europe/European Court of Human Rights. 
https://www.echr.coe.int/Documents/Research_report_internet_ENG.pdf. 

D’Alessio, Dave, and Mike Allen. 2002. ‘Selective Exposure and Dissonance after Decisions’. 
Psychological Reports 91 (2): 527–32. https://doi.org/10.2466/pr0.2002.91.2.527. 

De Standaard. 2019. ‘Mis niets over uw favoriete thema’s via “Mijn dS”’. De Standaard, 4 March 
2019. https://www.standaard.be/cnt/dmf20190304_04229666. 

‘DIAMOND’. n.d. Accessed 7 October 2020. https://soc.kuleuven.be/fsw/diamond. 



17 
 

‘Diverse News Recommendations’. n.d. University of Zurich. Accessed 27 September 2021. 
http://www.ifi.uzh.ch/en/ddis/research.html. 

‘DPG Media’. n.d. Accessed 27 September 2021. https://www.dpgmedia.be/nl. 
European Commission. 2020a. ‘2020 Rule of Law Report’. Communication COM(2020) 580 final. 

https://eur-lex.europa.eu/legal-
content/EN/TXT/?qid=1602583951529&uri=CELEX%3A52020DC0580. 

———. 2020b. ‘Proposal for a Regulation of the European Parliament and of the Council on a Single 
Market For Digital Services (Digital Services Act) and Amending Directive 2000/31/EC’. 
COM(2020) 825 final. European Union. 

Garrett, R. Kelly. 2009a. ‘Echo Chambers Online?: Politically Motivated Selective Exposure among 
Internet News Users1’. Journal of Computer-Mediated Communication 14 (2): 265–85. 
https://doi.org/10.1111/j.1083-6101.2009.01440.x. 

———. 2009b. ‘Politically Motivated Reinforcement Seeking: Reframing the Selective Exposure 
Debate’. Journal of Communication 59 (4): 676–99. https://doi.org/10.1111/j.1460-
2466.2009.01452.x. 

Garrett, R. Kelly, Dustin Carnahan, and Emily K. Lynch. 2013. ‘A Turn Toward Avoidance? Selective 
Exposure to Online Political Information, 2004–2008’. Political Behavior 35 (1): 113–34. 
https://doi.org/10.1007/s11109-011-9185-6. 

Garun, Natt. 2020. ‘How to Switch Your Twitter Feed to a Chronological Timeline’. The Verge. 6 
March 2020. https://www.theverge.com/2020/3/6/21167920/twitter-chronological-feed-
how-to-ios-android-app-timeline. 

Gauch, Susan, Mirco Speretta, Aravind Chandramouli, and Alessandro Micarelli. 2007. ‘User Profiles 
for Personalized Information Access’. In The Adaptive Web: Methods and Strategies of Web 
Personalization, edited by Peter Brusilovsky, Alfred Kobsa, and Wolfgang Nejdl, 54–89. 
Lecture Notes in Computer Science. Berlin, Heidelberg: Springer. 
https://doi.org/10.1007/978-3-540-72079-9_2. 

Gerards, Janneke. 2019. General Principles of the European Convention on Human Rights. New York: 
Cambridge University Press. 

Haim, Mario, Andreas Graefe, and Hans-Bernd Brosius. 2018. ‘Burst of the Filter Bubble?’ Digital 
Journalism 6 (3): 330–43. https://doi.org/10.1080/21670811.2017.1338145. 

Harambam, Jaron, Natali Helberger, and Joris van Hoboken. 2018. ‘Democratizing Algorithmic News 
Recommenders: How to Materialize Voice in a Technologically Saturated Media Ecosystem’. 
Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering 
Sciences 376 (2133): 20180088. https://doi.org/10.1098/rsta.2018.0088. 

Hart, William, Dolores Albarracín, Alice H. Eagly, Inge Brechan, Matthew J. Lindberg, and Lisa Merrill. 
2009. ‘Feeling Validated versus Being Correct: A Meta-Analysis of Selective Exposure to 
Information’. Psychological Bulletin 135 (4): 555–88. https://doi.org/10.1037/a0015701. 

Helberger, Natali. 2011. ‘Diversity by Design’. Journal of Information Policy 1: 441–69. 
https://doi.org/10.5325/jinfopoli.1.2011.0441. 

Helberger, Natali, Kari Karppinen, and Lucia D’Acunto. 2018. ‘Exposure Diversity as a Design Principle 
for Recommender Systems’. Information, Communication & Society 21 (2): 191–207. 
https://doi.org/10.1080/1369118X.2016.1271900. 

Helberger, Natali, Max Van Drunen, Sanne Vrijenhoek, and Judith Möller. 2021. ‘Regulation of News 
Recommenders in the Digital Services Act: Empowering David against the Very Large Online 
Goliath’. Internet Policy Review, February. 
https://policyreview.info/articles/news/regulation-news-recommenders-digital-services-act-
empowering-david-against-very-large. 

High level Group on fake news and disinformation. 2018. ‘A Multi-Dimensional Approach to 
Disinformation. Report of the Independent High Level Group on Fake News and Online 
Disinformation’. European Commission Directorate-General for Communication, Networks, 
Content and Technology. 



18 
 

Informationsverein Lentia and others v. Austria. 1993, ECLI:CE:ECHR:1993:1124JUD001391488. 
ECtHR. 

Joris, Glen, Frederik De Grove, Kristin Van Damme, and Lieven De Marez. 2021. ‘Appreciating News 
Algorithms: Examining Audiences’ Perceptions to Different News Selection Mechanisms’. 
Digital Journalism 0 (0): 1–30. https://doi.org/10.1080/21670811.2021.1912626. 

Kaye, David. 2018. ‘Report on Artificial Intelligence Technologies and Implications for the Information 
Environment’. A/73/348. Special Rapporteur on the promotion and protection of the right to 
freedom of opinion and expression. 
https://www.un.org/ga/search/view_doc.asp?symbol=A/73/348. 

Khurshid Mustafa and Tarzibachi  v. Sweden. 2008, ECLI:CE:ECHR:2008:1216JUD002388306. ECtHR. 
Kristof, Nicholas. 2009. ‘Opinion | The Daily Me’. The New York Times, 19 March 2009, sec. Opinion. 

https://www.nytimes.com/2009/03/19/opinion/19kristof.html. 
Kunert, Jessica, and Neil Thurman. 2019. ‘The Form of Content Personalisation at Mainstream, 

Transatlantic News Outlets: 2010–2016’. Journalism Practice 13 (7): 759–80. 
https://doi.org/10.1080/17512786.2019.1567271. 

Lavrysen, Laurens. 2016. Human Rights in a Positive State: Rethinking the Relationship between 
Positive and Negative Obligations under the European Convention on Human Rights. 
Intersentia. https://doi.org/10.1017/9781780685311. 

Leander v. Sweden. 1987, ECLI:CE:ECHR:1987:0326JUD000924881. ECtHR. 
Lingens v. Austria. 1986, ECLI:CE:ECHR:1986:0708JUD000981582. ECtHR. 
Manole and Others v. Moldova. 2009, ECLI:CE:ECHR:2009:0917JUD001393602. ECtHR. 
Matias, J. Nathan. 2020. ‘Nudging Algorithms by Influencing Human Behavior: Effects of Encouraging 

Fact-Checking on News Rankings’, March. https://osf.io/m98b6/. 
Mendel, Toby. n.d. ‘Freedom of Expression: A Guide to the Interpretation and Meaning of Article 10 

of the European Convention on Human Rights’. Centre for Law and Democracy. 
https://rm.coe.int/16806f5bb3. 

Möller, Judith, Natali Helberger, and Mykola Makhortykh. 2019. ‘Filter Bubbles in the Netherlands?’ 
Hilversum: Commissariaat voor de Media: Amsterdam School of Communication Research 
(ASCoR) and Institute for Information Law (IViR). 
https://dare.uva.nl/search?identifier=2d8db249-cb3a-4eae-b514-56897c08a2d6. 

Möller, Judith, Damian Trilling, Natali Helberger, and Bram van Es. 2018. ‘Do Not Blame It on the 
Algorithm: An Empirical Assessment of Multiple Recommender Systems and Their Impact on 
Content Diversity’. Information, Communication & Society 21 (7): 959–77. 
https://doi.org/10.1080/1369118X.2018.1444076. 

Napoli, Philip M. 1999. ‘Deconstructing the Diversity Principle’. Journal of Communication 49 (4): 7–
34. https://doi.org/10.1111/j.1460-2466.1999.tb02815.x. 

Napoli, Philip M. 2011. ‘Exposure Diversity Reconsidered’. Journal of Information Policy 1: 246–59. 
https://doi.org/10.5325/jinfopoli.1.2011.0246. 

Negroponte, Nicholas. 1996. Being Digital. New York, NY. 
Newman, Nic, Richard Fletcher, Anne Schulz, Simge Andı, and Rasmus Kleis Nielsen. 2020. ‘Reuters 

Institute Digital News Report 2020’. Reuters Institute for the Study of Journalism. 
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2020-06/DNR_2020_FINAL.pdf. 

‘NewsDNA’. n.d. Page. Accessed 7 October 2020. https://www.ugent.be/mict/en/research/newsdna. 
Nowak, Manfred. 2005. U.N. Covenant on Civil and Political Rights: CCPR Commentary. 2nd rev. edn. 

Kehl, Germany ; Arlington, Va., USA: N.P. Engel. 
noyb. 2021. ‘Data Transfers to the US and Insufficient Cookie Information: Noyb Files Complaint 

against the European Parliament.’ Noyb.Eu. 22 January 2021. https://noyb.eu/en/data-
transfers-us-and-insufficient-cookie-information-noyb-files-complaint-against-european. 

Pariser, Eli. 2011. The Filter Bubble: What the Internet Is Hiding from You. New York: Penguin Press. 
Parra, Denis, Peter Brusilovsky, and Christoph Trattner. 2014. ‘See What You Want to See: Visual 

User-Driven Approach for Hybrid Recommendation’. In Proceedings of the 19th International 



19 
 

Conference on Intelligent User Interfaces, 235–40. IUI ’14. New York, NY, USA: Association for 
Computing Machinery. https://doi.org/10.1145/2557500.2557542. 

Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 
Protection of Natural Persons with Regard to the Processing of Personal Data and on the Free 
Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection 
Regulation) (Text with EEA Relevance). 2016. 
http://data.europa.eu/eli/reg/2016/679/oj/eng. 

Ricci, Francesco, Lior Rokach, Bracha Shapira, and Paul B. Kantor, eds. 2010. Recommender Systems 
Handbook. 2011 edition. Springer. 

Schabas, William A. 2013. The Universal Declaration of Human Rights: The Travaux Préparatoires. 
Edited by William A. Schabas. Cambridge: Cambridge University Press. 
http://www.cambridge.org/ar/academic/subjects/law/human-rights/universal-declaration-
human-rights-travaux-preparatoires. 

———. 2017. The European Convention on Human Rights: A Commentary. The European Convention 
on Human Rights. 2nd ed. Oxford: Oxford University Press. 
https://opil.ouplaw.com/view/10.1093/law/9780199594061.001.0001/law-9780199594061. 

Schiltz, Willem-Frederik. 2021. ‘Topical Question on Transparency Regarding the Use of Social Media 
and Free Speech’. Plenary report. Flemish Parliament. 
https://www.vlaamsparlement.be/plenaire-vergaderingen/1461471/verslag/1464458. 

Schmitt, Josephine B., Christina A. Debbelt, and Frank M. Schneider. 2018. ‘Too Much Information? 
Predictors of Information Overload in the Context of Online News Exposure’. Information, 
Communication & Society 21 (8): 1151–67. 
https://doi.org/10.1080/1369118X.2017.1305427. 

Stark, Birgit, Daniel Stegmann, Melanie Magin, and Pascal Jürgens. 2020. ‘Are Algorithms a Threat to 
Democracy? The Rise of Intermediaries: A Challenge for Public Discourse’. Governing 
Platforms. Algorithm Watch. https://algorithmwatch.org/en/wp-
content/uploads/2020/05/Governing-Platforms-communications-study-Stark-May-2020-
AlgorithmWatch.pdf. 

Sunstein, Cass R. 2006. ‘Infotopia: How Many Minds Produce Knowledge’. In , 273. Oxford University 
Press. 

Thaler, Richard H., and Cass R. Sunstein. 2008. Nudge: Improving Decisions About Health, Wealth, 
and Happiness. 1st edition. New Haven: Yale University Press. 

The Sunday Times v. the United Kingdom (No.1). 1979, ECLI:CE:ECHR:1979:0426JUD000653874. 
ECtHR. 

Thurman, Neil. 2011. ‘Making “The Daily Me”: Technology, Economics and Habit in the Mainstream 
Assimilation of Personalized News’. Journalism 12 (4): 395–415. 
https://doi.org/10.1177/1464884910388228. 

Thurman, Neil, and Steve Schifferes. 2012. ‘The Paradox of Personalization: The Social and Reflexive 
Turn of Adaptive News’. In The Handbook of Global Online Journalism, 373–91. John Wiley & 
Sons, Ltd. https://doi.org/10.1002/9781118313978.ch20. 

Twitter Support. 2021. ‘Twitter Thread on Prompts’. Tweet. @TwitterSupport (blog). 5 May 2021. 
https://twitter.com/TwitterSupport/status/1389999977498218502. 

UN Human Rights Committee (HRC). 2011. ‘General Comment No. 34, Article 19, Freedoms of 
Opinion and Expression’. CCPR/C/GC/34. https://www.refworld.org/docid/4ed34b562.html. 

Valcke, Peggy. 2004. Digitale diversiteit: convergentie van media-, telecommunicatie- en 
mededingingsrecht. Larcier, Brussel. 

Van Dijk, Pieter, Fried van Hoof, Arjen van Rijn, and Leo Zwaak, eds. 2006. Theory and Practice of the 
European Convention on Human Rights: Fourth Edition. 4th edition. Antwerpen: Intersentia. 

Van Royen, Kathleen, Karolien Poels, Heidi Vandebosch, and Philippe Adam. 2017. ‘“Thinking before 
Posting?” Reducing Cyber Harassment on Social Networking Sites through a Reflective 
Message’. Computers in Human Behavior 66 (January): 345–52. 
https://doi.org/10.1016/j.chb.2016.09.040. 



20 
 

Vandendriessche, Karel, and Lieven De Marez. 2020. ‘Imec.Digimeter 2019’. Digimeter. Imec. 
https://www.imec.be/nl/expertises/imec-digimeter/digimeter-2019. 

Vandendriessche, Karel, Eva Steenberghs, Ann Matheve, and Lieven De Marez. 2021. ‘Imec.Digimeter 
2020’. Digimeter. Imec. 
https://www.imec.be/nl/expertises/techtrends/imecdigimeter/digimeter-2020. 

Velaers, Jan. 1991. De Beperkingen van de Vrijheid van Meningsuiting. Vol. 1. 2 vols. Antwerpen: 
Maklu Uitgevers. 

Verdegem, Pieter, and Eva Lievens. 2016. ‘Towards a Public Service Algorithm That Promotes News 
Diversity’. In 6th European Communication Conference. http://hdl.handle.net/1854/LU-
8149757. 

Vermeulen, Judith. 2020. ‘Recommended for You: “You Don’t Need No Thought Control”. An Analysis 
of News Personalisation in Light of Article 22 GDPR’. In Privacy and Identity Management. 
Data for Better Living: AI and Privacy, edited by Michael Friedewald, Melek Önen, Eva 
Lievens, Stephan Krenn, and Samuel Fricker, 190–205. IFIP Advances in Information and 
Communication Technology. Cham: Springer International Publishing. 
https://doi.org/10.1007/978-3-030-42504-3_13. 

———. n.d. ‘Access Diversity through Online News Media and Public Service Algorithms. An Analysis 
of News Recommendation in Light of Article 10 ECHR’. In The Algorithmic Distribution of 
News, edited by James Meese and Sara Bannerman. London: Palgrave Macmillan. 

Verstraete, Alexander. 2021. ‘Nieuw in de app van VRT NWS: stel zelf je nieuwsaanbod samen met 
“Mijn NWS”’. VRT NWS, 23 February 2021. https://www.vrt.be/vrtnws/nl/2021/01/27/mijn-
nws/. 

Zamith, Rodrigo, and Seth C. Lewis. 2014. ‘From Public Spaces to Public Sphere’. Digital Journalism 2 
(4): 558–74. https://doi.org/10.1080/21670811.2014.882066. 

Zuiderveen Borgesius, Frederik J., Damian Trilling, Judith Möller, Balázs Bodó, Claes H. de Vreese, and 
Natali Helberger. 2016. ‘Should We Worry about Filter Bubbles?’ Internet Policy Review, 
March. 

 

 


