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Abstract 

Purpose : This work presents the clinical validation of RayStation’s electron Monte Carlo Code by use 3 

of diodes and plane parallel radiation detectors in homogenous and heterogeneous tissues. Results 4 

are evaluated against international accepted criteria. 5 

Methods :  The Monte Carlo based electron beam dose calculation code was validated using diodes, 6 

air filled and liquid filled parallel radiation detectors on a Elekta Linac with beam energies of 4,6,8,10 7 

and 12 MeV. Treatment setups with varying SSD’s, different applicators, various cut-outs and oblique 8 

beam incidences were addressed, together with dose prediction behind lung, air and bone 9 

equivalent inserts. According to NCS (Netherlands Commission of Radiation Dosimetry) report 15 for 10 

non-standard treatment setups a dose agreement of 3 % in the δ1 region (high dose region around 11 

Zref), a distance to agreement of 3 mm or a dose agreement of 10 % in the δ2 region (regions with 12 

high dose gradients) and 4 % in the δ4 region (photon tail/low dose region) were applied. During 13 

validation, clinical routine settings of 2x2x2 mm³ dose voxels and a statistically dose uncertainty of 14 

0.6% (250 000 histories/cm²) were used.  15 

Results : RayStation’s electron Monte Carlo code dose prediction was able to achieve the tolerances 16 

of NCS report 15. Output predictions as function of the SDD improve with energy and applicator size. 17 

Cut-out data revealed no field size neither energy dependence on the accuracy of the dose 18 

prediction. Excellent agreement for the oblique incidence data was achieved and maximum one 19 

voxel difference was obtained for the distance to agreement behind heterogeneous inserts.   20 
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Conclusions : The accuracy of RayStation’s Monte Carlo based electron beam dose prediction for 21 

Elekta accelerators is confirmed for clinical treatment planning that is not only performed within an 22 

acceptable timeframe in terms of number of histories but also addresses for homogenous and 23 

heterogeneous media. 24 

Key Words : external beam electrons, Monte Carlo dosimetry, dose measurement, multi-dimensional 25 

chamber arrays, Phantoms for dosimetric measurement 26 
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1 Introduction 
 

Radiotherapy by means of electrons remains essential, especially for superficial lesions, regardless 27 

the introduction of specialized photon techniques such as VMAT and IMRT or protons. The distinct 28 

longitudinal dose fall off in the electron depth behavior spares deeper lying tissues1,2,3,4.   29 

The dose calculation remains difficult to predict using analytical planning algorithms for non-standard 30 

setups. Non-standard setups include extended Source to Skin Distances (SSD), oblique incidences and 31 

heterogeneous tissues3,5,6. Monte Carlo based electron dose calculation methods have been 32 

introduced in commercial treatment planning systems during the last decade to resolve the 33 

challenge of accurate dose prediction for such non-standard setups3,7,8. More recently a study was 34 

published validating the Monte Carlo code of RayStation for a Varian accelerator relying on EBT film 35 

dosimetry in heterogeneous phantoms9. 36 

The RayStation (RaySearch Laboratories AB, Stockholm, Sweden) treatment planning system (TPS) 37 

was introduced at Ghent University Hospital in 2016 for an Elekta Synergy linac. The TPS is used for 38 

both Collapse Cone Photon dose prediction and Monte Carlo Electron dose prediction. For electron 39 

dose prediction the system uses a Monte Carlo-based beam model and the VMC++ code for in 40 

patient transport simulation10. To evaluate the accuracy of electron dose prediction by the 41 

commissioned system, the international guidelines for Quality Assurance of Treatment Planning 42 

Systems (TPS) of the Dutch Committee on Radiation Dosimetry (NCS, report 15) were followed11.  43 

2 Material and Methods 
 

2.1 The RayStation Electron Monte Carlo Code 
 

The electron dose calculation consists of two independent modules: a beam transport Monte Carlo 44 

model and the VMC++ Monte Carlo code for in patient transport simulation and dose reporting. 45 

Direct electrons are sampled from parameterized effective energy and spatial-angular distributions 46 
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accounting for the elements of a dual scattering foil beam line. The electron transport starts at the 47 

plane of the secondary scattering foil. At this plane, “direct” electrons are sampled (energy, position 48 

and direction) from a phase space defined by an analytical probability function. We treat energy and 49 

spatial-angular variables as independent i.e. the same energy spectrum is applied over the plane of 50 

the secondary scattering foil. The energy spectrum is defined by an analytical function with six 51 

parameters with values determined by an optimization procedure where a computed electron IDD is 52 

fitted to an open field (no applicator, jaws/MLC maximally retracted) electron depth dose. For the 53 

spatial part, the position and direction of an electron is sampled from a parametrized probability 54 

density function with five parameters. The surface of the secondary scattering foil is covered by an 55 

electron fluence density specified by a rotational symmetric Gaussian with a certain radial sigma and 56 

a cut-off-radius. At the cut-off-radius the fluence drops to zero. A virtual source point located on the 57 

beam axis upstream of the secondary scattering foil define an average direction of electrons created 58 

on point of the secondary scattering foil. Hence, on average all electrons point back the common 59 

virtual source point. Finally, the direction of an electrons is smeared out according to a radial 60 

Gaussian emittance distribution with a sigma varying as a decreasing linear function of the distance 61 

to the beam axis. In conclusion, the spatial-angular phace space is thus specified by in total five 62 

parameters; fluence, radial sigma, cut-off-radius, virtual source point, emittance linear function. All 63 

parameters are determined at beam modeling and are unique per linac and nominal energy.  Direct 64 

electrons are further transported through a linac treatment head represented by a sequence of 65 

geometry objects with multiple scattering in air modelled according to the Goudsmit-Saunderson 66 

theory12,13. Direct electrons that impacts a collimating element (jaws/MLC/applicator/cut-out) are 67 

killed. A subset of the collimating elements may yield out-scattered “indirect” electrons which are 68 

transported like the direct electrons towards the exit of the treatment head. Elements that can 69 

produce indirect electrons are the applicator scraper layers and the cutout. The out-scatter electrons 70 

are generated by a dedicated Monte Carlo code developed specifically for this purpose. The photon 71 

contamination dose, mainly arising from bremsstrahlung in the scattering foils, is computed by a fast 72 
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semi-analytical 3D dose calculation algorithm using a Singular Value Decomposition method (SVD). 73 

The SVD dose engine is based on the pencil beam convolution technique and can be considered 74 

equivalent in terms of accuracy.  A pencil beam kernel is approximated by three components that are 75 

separable in depth and lateral directions. This separation eliminates the need for three-dimensional 76 

convolutions which increases calculation speed, as was first described for the purpose of dose 77 

calculation by Bortfeld et al.14. A photon contamination depth dose input to the IDD is computed 78 

according to the approximate method described in literature15.  The photon contamination lateral 79 

fluence is modelled as a rotational symmetric Gaussian distribution with attenuation to account for 80 

the cut-out aperture and the geometry of the most downstream scraper. The VMC++ code is 81 

optimized for three-dimensional dose calculations in voxel geometries and uses a class II condensed 82 

history (SH) scheme for the simulation of charged particle transport. Hence, bremsstrahlung 83 

interactions that result in the creation of photons above threshold, and inelastic scattering that sets 84 

in motion secondary electrons with energy above threshold, is treated discretely by creation and 85 

transport. Sub-threshold inelastic processes are accounted for using the Continuous Slowing Down 86 

Approximation (CSDA). In VMC++ transport parameters are determined at runtime and adapts to 87 

voxel size and beam quality. Relevant parameters for MeV electron beams are the delta electron 88 

threshold (typical value 250 keV), photon transport threshold (typical value 50 keV). 89 

The VMC++ code is setup to score dose to water obtained by a stopping-power-ratio (SPR) correction 90 

factor applied during transport at every energy accumulation. The SPR factor is computed in the 91 

actual medium per voxel at a representative energy the electron has while crossing the voxel. The 92 

SPR is computed at the average energy (computed as average of energy when entering and exciting 93 

the voxel). For further details the reader is referred to reference books and the references therein10. 94 
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2.2 Preliminary beam modelling process and reproducibility study 

The Elekta Synergy platform (Elekta, Crawley, UK) has available electron treatment energies of 4, 6, 95 

8, 10, 12 MeV for a set of square applicators measuring  6x6, 10x10, 14x14, 20x20 cm². This linac in 96 

electron mode is exclusive in its configuration, because it uses a unique jaw setting per applicator 97 

and energy, in combination with a very light applicator design. This applicator consists out of multiple 98 

scrapers levels that gradually reduce the field size defining it at an SSD of 95 cm16.   99 

Measurements in water and air are necessary for creation of the electron beam model in the 100 

Rayphysics module of RayStation version 6.0. The different measurement setups that have been used 101 

are: 102 

• Roos plane parallel chamber (type 34001-PTW Freiburg) for Percent Depth Dose curves 103 

(PDDs) in water, converted from the ionization data using the DIN6800-2 protocol in the PTW 104 

Mephysto software17.  105 

• Semiflex cylindrical chamber (type 30010; PTW Freiburg) with buildup cap for relative cross- 106 

and in-plane fluence ionization profiles in air at two SDD distances (70-90cm). 107 

• Diamond detector (type 60003; PTW Freiburg) for cross- and in-plane relative ionization 108 

profiles in water.  109 

As already described in literature the machine definition in RayStation is very detailed covering a 110 

large set of different parameters in the machine head, and all applicator and jaw setting differences 111 

for each energy and applicator9.   112 

In the modelling performed in the Rayphysics module of RayStation 6.0, the photon dose tail 113 

contribution is expressed as a percentage of the total dose using integer values resulting in a relative 114 

inaccuracy of the photon tail modelling of up to 30 % for the lowest energies. The  beam modelling 115 

using the VMC++ dose engine of the Elekta Linac resulted in an absolute dose inaccuracy around dmax 116 

of 1% for most energies, 2% differences were observed for 4 MeV. The Distance To Agreement (DTA) 117 

in the dose fall off region of the PDD was 1mm or smaller for all energies and applicators. The 118 
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observations during the modelling of the Elekta Linac were similar to the ones reported for the 119 

Varian True Beam18, where field widths and penumbra shapes are good matches as is the dose 120 

profile within the 80% of the  Beam Profile. The modeling of the Elekta linac resulted in an excellent 121 

match of the out-of-field dose. Also the shoulder regions are predicted accurately, beside for 4 MeV 122 

and 6 MeV where a slight overestimation by the TPS is apparent, a trend that is reported for all beam 123 

energies of the Varian Linac18.  Once this modelling in the Rayphysics module is performed the 124 

validation can start in the RayStation planning module.  125 

All calculations were performed in a calculation grid size of 2x2x2mm³ and collimator setting was 0° 126 

for all setups. 127 

Before validating the model in the RayStation planning module, an evaluation of the statistical 128 

accuracy of the Monte Carlo dose engine was performed. The reproducibility of dose ameliorates 129 

with increasing number of histories (dose uncertainty decreases roughly by inverse square root of 130 

number of histories). A field size dependent number of 250 000 histories per cm2 can be run within 131 

an acceptable calculation time of less than 15 minutes and yields a dose uncertainty standard 132 

deviation of 0.6% (reported as the average standard error for all voxels with more than 50% of the 133 

max. dose per field). For example, using 1 000 000 histories per cm2 results in a dose uncertainty of 134 

the order of 0.3%, but would increase overall validation time by a factor of four. Therefore 250 000 135 

histories per cm2 was selected for this study. 136 

Following the NCS18 guidelines, which are  based on water to air stopping power ratio’s, absolute 137 

dose calibration (1 cGy=1 MU) was performed at Reference Depth (Zref) for each beam quality at a 138 

Source to Surface Distance (SSD) of 95 cm19. This distance is identical to the distance between the 139 

source and the distal end of the Elekta applicators, omitting an air gap in reference conditions. 140 

NCS-15 acceptance criteria on treatment planning systems for electron beams are described not only 141 

in the report itself17, are also summarized in a recent study validating RayStation’s electron Monte 142 

Carlo algorithm for a Varian Truebeam accelerator18. Here the different regions are explained: the δ1 143 
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region (high dose region around Zref), the δ2 region (regions with high dose gradients) and the  δ4 144 

region (photon tail/low dose region). 145 

2.3 SSD dependence of dose output 

According to Saw et al. the shape of the PDD curve from and beyond the point of maximum dose is 146 

not affected by the effects of extended SSD4.  The main effect of an increased SSD is a reduction of 147 

dose output with increasing SSD. Thus, dose output prediction has been validated against 148 

measurements for SSD values ranging from 95.5 cm to 115 cm, admitted within RayStation.  For this 149 

purpose, the reference plane chamber (Roos PTW, Freiburg) was used in a Zref setup in a polystyrene 150 

phantom (25x25x15cm³) for all four available applicators; 6x6, 10x10, 14x14, 20x20 cm².  151 

2.4 Dose output for different cutouts 

The dose output for 19 different cutouts was verified at a depth of Zref and at SSD = 100 cm, using a 152 

Diode E, type 60012 of PTW in a large water tank (MP3 PTW). The obtained field sizes range from 16 153 

cm² (4x4 cm² on the 6x6 cm² applicator) to 400 cm² (20x20 cm² on the 20x20 cm² applicator). A 154 

cross-calibration for the doses obtained by both the Diode E and the Roos chamber was performed 155 

for the standard cutout for every applicator at Zref  depth and SSD = 100 cm. This cross calibration 156 

eliminated small setup errors, as the large water tank had to be repositioned after each applicator 157 

exchange, making the results more specific for the influence of the cutout on the dose output. 158 

2.5 Oblique incidence 

The main change in the depth dose profile with increasing obliqueness is the decrease of the R50 159 

value8. This implies that the dose at the depth of the “standard R50” value will drop with increasing 160 

obliqueness. This dose drop was measured by the electron diode in vertical orientation with the 161 

phantom at SSD = 110 cm in order to avoid collision (see figure 1).   162 

In order to keep the diode detector entirely exposed by the 14x14cm2 incident beam upon increasing 163 

angle of incidence (from 0° to 30°), a fixed position of the phantom with a unique lateral 164 
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displacement of 4 cm more distal to the beam axis was applied (see figure 1). Directional response of 165 

the dosimetry diode, ranging from 0.98 to 1.00, was taken into account using the user manual data 166 

of the PTW electron diode.  167 

Absolute dose was obtained by applying dose correction values for the electron diode in the 168 

phantom material in reference conditions. 169 

 

Figure 1 : Setup for oblique beam incidence measurements. A 4 cm offset was introduced in order to 170 
keep the diode exposed for each beam incidence. 171 

2.6 Dose behind heterogeneous media 

Validation of dose behind heterogeneous media is performed with lung, air or bone inserts 172 

surrounded by polystyrene and a linear detector array (type LA48, PTW, Freiburg)20. The linear 173 

detector array consists of 47 4x4x0,5 mm³ liquid ion chambers positioned every 8 mm. It was 174 

embedded in a 35x25x10 cm³ polystyrene slab holder placed horizontally underneath the 175 

heterogeneity inserts at different distances. During the validation process, both the slab holder and  176 

the linear array are considered an integral part of the phantom. Both generate phantom scatter dose 177 

and the linear array induces significant back scatter dose because it is constructed from high-density 178 

materials and are therefore included in the CT-image data set. 179 
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Dose data points measured by the linear detector array were compared with the non-interpolated 180 

line dose calculated by RayStation. Absolute dose was obtained by applying correction factors for the 181 

linear array in the phantom material in reference conditions.  182 

2.6.a Lung 

The lung phantom consists of eight 14x14 cm² polystyrene slabs with central lung inserts (LN300 183 

Gammex) of sizes 6x6 cm² and 4x4 cm² with a mass density of 0.29±0.5 g/cm³ (see figure 2). This 184 

results in 1 cm build up material proximal to the lung insert.  185 

 

Figure 2. Left: Lung phantom with buildup on top of the linear detector array. Center: Lung phantom 186 
without build up on top of the linear detector array; Right: air phantom. Beam direction is top down. 187 
Slab thickness is 1 cm and sagittal and axial views are identical. 188 

 

To evaluate the effect of the lung tissue on the dose distribution, the calculated dose behind the 189 

insert was compared with the measured dose using the PTW linear detector array. This was done at 190 

two depths: first with a 1 cm polystyrene buildup slab on top of the linear detector array and, 191 

secondly, without the buildup slab. Three applicator sizes (6x6 cm², 10x10 cm², and 14x14 cm²) 192 

combined with the five available energies, resulted in thirty dose profiles to be analyzed. An SSD of 193 

100 cm was maintained.  194 

2.6.b Air 

The air insert phantom consists of six polystyrene slabs of 14x14 cm² where the two central slabs 195 

have 5x5 cm² central openings and the adjacent slabs (one proximal, one distal) 3x3 cm² openings. 196 

This results in 1 cm buildup before and behind the air cavity (see Figure2). Three applicator sizes 197 
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combined with five energies resulted in fifteen dose profiles to be analyzed at a depth of 1 cm behind 198 

the air cavity. 199 

2.6.c Bone 200 

Three bone rods (length 7 cm, diameter 2.9 cm) belonging originally to the Tissue Characterization 201 

Phantom Model 467 (Gammex, Middleton, USA) and with different densities are mounted in a 202 

polystyrene slab based holder of 15x15x3.5 cm³, resulting in three different bone phantom CT-scans. 203 

These inserts have electron densities relative to that of water (ρEDW) of 1.28, 1.47, and 1.69 with 204 

corresponding mass densities of 1.332 g/cm³, 1.559 g/cm³, and 1.810 g/cm³, respectively. Two 205 

different applicators of sizes 10x10 cm² and 14x14 cm² were used at five electron energies. This bone 206 

setup was again placed on top of the linear detector array in its holder. In total 30 dose profiles were 207 

analyzed. 208 

 

Figure 3 : GT (in-plane) and AB (cross-plane) cross sections of the bone phantom. Beam direction is 209 
top down. 210 

3 Results  

3.1 SSD dependence of dose output 

A total number of 96 measured output factors (cGy/MU) was compared at Zref with values calculated 211 

by RayStation. Only 2 values out of 96 exceed the 3% tolerance level but remain below 3.5%. It 212 

concerns dose output values for low energies (4-6 MeV) for the smallest applicator. Eighteen 213 

measurements and 18 calculated values are depicted in Figure 4 illustrating the very good agreement  214 

(within 2%) between measured and calculated data for large applicators (≥10x10cm²) and/or high 215 

energies (≥8 MeV) and the observed deviation for the smallest applicator at low energies.  216 
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Figure 4 : SSD dependence of the dose output at Zref . Data measured with the Roos chamber (Meas.) 217 
are compared with calculated data (RS) 218 

3.2 Dose output for different cutouts  

All  the 95 relative raw data points obtained with the diode at Zref are within the 3% tolerance of the 219 

NCS-15 report. However, systematic differences were identified linked to the repositioning of the 220 

phantom during the applicator exchange.  Cross-calibration of the diode data with the reference data 221 

of the standard cut-outs measured with a Roos chamber, resulted in a reduction of the average 222 

difference between the measured and calculated data from 1.5%±1.0% to 0.5%±0.8%.    223 

The agreement between calculation and measurement of the small cutouts of the smallest applicator 224 

are equivalent to the agreement for the larger cutouts proving the robustness of the planning 225 

algorithm. Even the dose prediction of cutouts with a width of only 2.5 cm (2.5x10cm² on a 10x10cm² 226 

applicator) have equivalent accuracy (0.04%±0.8%) as the standard cutout (0.5%±0.6%) despite the 227 

large change in beam efficiency (7-11 %). No dependence of energy or applicator type on the dose 228 

output accuracy is observed, the average agreement for all those parameters remains within 1.0% in 229 

dose difference.   230 
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Energy 4MeV 6MeV 8MeV 10Mev 12Mev 

  Meas. RayStation Meas. RayStation Meas. RayStation Meas. RayStation Meas. RayStation
Applicator size 
(cm²)  Dose 

(cGy/MU)
Dose 

(cGy/MU)  
Dose 

(cGy/MU) 
Dose 

(cGy/MU)  
 Dose 

(cGy/MU)
Dose 

(cGy/MU)  
Dose 

(cGy/MU)  
 Dose 

(cGy/MU) 
Dose 

(cGy/MU) 
 Dose 

(cGy/MU) 
 cutout size (cm²) 

6 x 6                     

6 x 6; 36 cm² 0.814 0.801 0.903 0.901 0.950 0.959 0.968 0.977 0.991 0.996
4 x 6; 24 cm² 0.815 0.809 0.901 0.909 0.951 0.944 0.951 0.947 0.982 0.978
4 x 4; 16 cm² 0.805 0.802 0.885 0.905 0.926 0.937 0.932 0.936 0.946 0.949

10 x 10                     

10 x 10; 100 cm² 1 1 1 1 1 1 1 1 1 1
7 x 10; 70 cm² 0.999 0.995 0.996 1.000 0.999 1.008 0.998 1.006 0.997 1.006
8 x 8; 64 cm² 0.991 0.997 0.990 1.003 0.990 1.007 0.990 0.993 0.990 1.013
5 x 10; 50 cm² 0.990 1.000 0.987 0.993 0.987 0.994 0.983 0.985 0.982 0.985
4 x 10; 40 cm² 0.982 0.981 0.979 0.983 0.974 0.991 0.969 0.968 0.965 0.973

2.5 x 10; 25 cm² 0.933 0.933 0.922 0.933 0.916 0.914 0.902 0.890 0.889 0.893
14 x 14                     

14 x 14; 196 cm² 1.046 1.057 0.991 0.994 0.987 0.995 0.977 0.979 0.979 0.987
12 x 12; 144 cm² 1.047 1.049 0.975 0.999 0.988 0.998 0.979 0.973 0.982 0.990
10 x 14; 140 cm² 1.053 1.051 0.981 1.001 1.008 0.999 0.984 0.980 0.986 0.993
8 x 14; 112 cm² 1.052 1.047 0.980 0.998 0.991 0.994 0.983 0.985 0.985 0.992
8 x 12; 96 cm² 1.056 1.041 0.991 1.005 0.996 1.007 0.987 0.967 0.990 0.996
4 x 12; 48 cm² 1.030 1.043 0.960 0.975 0.968 0.974 0.960 0.953 0.960 0.961

20 x 20                   

20 x 20; 400 cm² 1.041 1.046 1.000 0.993 0.985 0.987 0.967 0.977 0.972 0.981
8 x 20; 160 cm² 1.038 1.049 0.997 0.992 0.984 0.994 0.970 0.977 0.977 0.980
6 x 20; 120 cm² 1.038 1.036 0.998 0.990 0.986 0.998 0.971 0.969 0.977 0.987
7 x 18.5; 129.5 

cm² 1.039 1.041 1.001 1.001 0.986 0.990 0.972 0.973 0.978 0.988 

Table 1 : Output factors for the different types of cutouts, calculated values versus measurements 231 
using an electron diode at Zref. All data are cross-calibrated using a Roos reference chamber for 232 
standard cut-outs. 233 

3.3 Oblique Incidence 

For each beam energy the calculated dose was compared to the measured dose at seven different 234 

incidence angles (0°-30° with steps of 5°) at a depth close to the respective “standard R50” value, 235 

that is a location in the high dose gradient part of the PDD curve  (δ2 region).  236 

For 4 MeV the depth of calculation was set at 15 mm, for 6 MeV at 20 mm, for 8 MeV at 30 mm, for 237 

10 MeV at 40 mm and for 12 MeV at 45 mm. One millimeter more proximal/distal were also 238 

measured for the low energies and one and two millimeter proximal/distal for 10 MeV and 12 MeV 239 

were also measured in order to find the best fit. Verification of the distance to agreement is more 240 

reliable than comparing dose differences in high dose gradient regions. The objective is to check 241 
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whether an distance to agreement of 2 mm or better can be obtained. For all energies and at all 242 

depths a decrease of dose with increasing angle of incidence is observed, as expected. 243 

The best fit for the 4, 6, 8 and 12 MeV beam occurred at a depth identical to the depth of calculation 244 

(15, 20, 30 and 45mm). Although the best fit for the 10 MeV beam remained the depth of calculation 245 

(40mm), the distance to agreement was larger but remained below 1mm (see figure 5).  246 

 

Figure 5: Dose ouput at SSD=110 cm with the electron diode around the “standard  R50” depth 247 
values17. The solid lines are RayStation calculation values (RS), the dashed lines are doses measured 248 
at depths indicated in the legend. The depth values are in a high dose gradient region (δ2 region) and 249 
there the distance to agreement is the standard criterium to evaluate the agreement between 250 
measured and calculated data. All data are within 2 mm tolerance (1mm or less). 251 
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3.4 Dose behind heterogeneous media 

3.4.a Air 

Figure 6 compares the measured dose 1.1 cm behind (1 cm due to the buildup layer plus 1 mm 252 

buildup inside the chamber before the air cavity) with the calculated line dose. Excellent agreement 253 

is obtained for al beam energies both in terms of distance to agreement (NCS15 δ2 region; 3 mm)  254 

and in dose difference (NCS15 δ2 region; 10%; δ4 region; 4%).  The best fit was obtained using the 255 

calculated data of the voxels exactly at the position of the ionization chambers. 256 

 

Figure 6: Dose profiles 1,1 cm behind the air cavity for beams at SSD=100 cm, calculated values (RS) 257 
versus measurements with the Linear Array (Lin.Arr.) for a 10x10cm² field for 5 different beam 258 
energies 259 

The plus shape of the insert (cf. Figure 2) enables the validation of the beam modelling at different 260 

water equivalent depths (2.1 cm (at central axis); 4.1 cm (2 cm off axis); 6.1 cm (4 cm off axis)). 261 

Central axis data of the 10x10 cm² and 14x14 cm² beams of 12 MeV are exceeding 1 cGy/MU as 262 

illustrated by figure 6. PDD analysis of the calculated curves however confirm that at the level of the 263 
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linear detector array the dose decrease exceeds 3%/mm implying that at this position a δ2 criterion 264 

has to be applied (NCS15).  265 

3.4.b Lung 

Line dose profiles behind the heterogeneous phantom are considered at two different depths below 266 

the lung-polystyrene interface (0.1 cm without buildup 1.1 cm with 1 cm buildup). Line dose profiles 267 

at the same depth as the liquid ion chambers do not always deliver the best agreement with the 268 

measurements. This line dose changes every 2 mm in depth due to the calculation grid of 2x2x2 mm³. 269 

Figures 7 and 8 show the line dose profiles for the best fit at the two depths (0 and 1 cm buildup) 270 

behind the lung-polystyrene interface. The use of identical depth for line dose extraction compared 271 

to the measurements usually generated the best fit but a shift of one calculation voxel in the line 272 

dose is sometimes necessary in order to obtain a good fit (cf. figure 7 and 8). All fits however 273 

remained within NCS 15 tolerances of 3 mm.  274 

 

 

Figure 7 : Dose profiles 1,1cm behind the lung cavity for beams at SSD=100 cm, calculated values (RS) 275 
versus measurements with the Linear Array (Lin.Arr.) for a 6x6cm² field for 5 different beams 276 
energies. For 12 MeV best fit was obtained using a 1.5 mm shift more distal in the calculated curve 277 
and for 10 MeV both curves are as close to the measurements. 278 
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As for the air cavity, the plus shape of the lung insert (cf. figure 2) enables the validation of the beam 279 

modelling at different water equivalent depths. For the phantom without buildup along the central 280 

axis the water equivalent depth is 2.9 cm (1 cm polystyrene, 6 cm lung material, 1 mm chamber build 281 

up). For a displacement of 2.5 cm laterally along one of the primary axes the water equivalent depth 282 

becomes 5.7 cm (5 cm polystyrene and 2 cm lung material, 1mm chamber build up), and for a lateral 283 

displacement of 4 cm the water equivalent depth is 7.1 cm. For the phantom with a buildup layer of 284 

1 cm between the lung cavity and the LA48 linear detector array those water equivalent values 285 

increase by 1cm to 3.9 cm, 6.7 cm and 8.1 cm. 286 

 

 

Figure 8 : Dose profile 1 mm behind the lung/polystyrene interface for beams at SSD=100 cm, 287 
calculated values (RS) versus measurements with the Linear Array (Lin.Arr.) for a 14x14cm² field for 5 288 
different beams energies. For 6 MeV and 8 MeV best fit was obtained using a 1.5 mm shift more 289 
distal for the calculated curve. 290 
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3.4.c Bone  

Tolerances for dose behind heterogeneous media are stated in NCS15 for δ2 dose region as 10 % 291 

dose agreement/3 mm DTA and for the δ4 region (photon tail) as 4% dose agreement without any 292 

specified DTA criteria. Dose behind the three bone inserts with different relative electron densities 293 

were evaluated against these criteria. For both applicators for the five different beam energies the  294 

agreements between calculated and measured data were within the tolerances of NCS15. Three 295 

different setups are depicted in Figures 9-11. Measured data are compared with non-interpolated 296 

calculated line profile values. 297 

 

Figure 9 : Comparison of dose profiles, measured (Lin.Arr.) and calculated (RS) behind the phantom 298 
with a bone rod of ρEDW =1.28 for 5 electron beam energies (E4,E6,E8,E10,E12). Profiles are along the 299 
length axis of the rod for a 14x14cm² field  300 

 

Figure 9 shows the dose profiles for the 14x14 cm² applicator along the length axis (GT direction (cf. 301 

Figure 3)) of the bone rod with a relative electron density of 1.28. For 4, 6 and 10 MeV the best fit 302 

between line doses and measurements was obtained at exactly the same depth. For 12 MeV the best 303 

fit was obtained for a line dose profile through one voxel-row more proximal, while for 8 MeV the 304 
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best fit was obtained for a line dose profile through one voxel-row more distal. The RayStation dose 305 

predictions were within NCS15 tolerances for positions both right behind the bone inserts and 306 

laterally to the insert. Please note that for 4 and 6 MeV only the photon tail agreement could be 307 

verified due to the dimensions of the bone phantom (thickness 35mm). 308 

 

Figure 10: Comparison of dose profiles, measured (Lin.Arr.) and calculated (RS) behind the phantom 309 
with a bone rod of ρEDW =1.47 for 5 electron beam energies (E4,E6,E8,E10,E12). Profiles are along the 310 
length axis of the rod for a 10x10cm² field.  311 

 

For the second and denser bone rod (ρEDW = 1.47), predicted dose and measured dose along the GT 312 

axis were investigated (see Figure 10). This higher density decreases dose behind the rod and the 313 

smaller field size (10x10 cm²) influences the shape and dose level lateral to the rod. Both effects are 314 

modelled by RayStation within the tolerances of NCS15. Best fit was obtained for the line doses 315 

calculated at measurement depth except for 8 MeV, there a shift of one calculation voxel was 316 

needed in order to obtain a good agreement.   317 

The comparison of measured and calculated dose AB profiles (cf. figure 3) for the most dense rod 318 

(ρEDW = 1.69) are presented in Figure 11. Also in this case, the best fit was achieved for a line profile 319 

composed by the calculation voxels at the same depth or a depth at one voxel more proximal. The 320 
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dose absorption in this high density region is modeled correctly and the observed results are within 321 

the tolerances of NCS15 (10% dose agreement/3 mm DTA) for the δ2 dose region and a dose 322 

agreement of 4% for the δ4 region (photon tail). Note that the dose levels lateral to the rod are 323 

equivalent to the dose levels in Figure 9, as expected using in both cases 14x14cm² fields. Below the 324 

rod all but 12 MeV beams are evaluated in the photon tail region. 325 

 

Figure 11: Comparison of dose profiles, measured (Lin.Arr.) and calculated (RS) behind the phantom 326 
with a bone rod of ρEDW = 1.69 for 5 electron beam energies (E4,E6,E8,E10,E12). Profiles are 327 
perpendicular to the length axis of the rod for a 14x14cm² field. 328 

 

4 Discussion 

4.1 SSD dependence of dose output 

Data are available in literature modelling the SSD dependence following the inverse square law with 329 
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and measured data could be fitted with determination coefficients 0.995 or higher. The resulting 332 

effective source position values are listed in Table 2.  333 

The accuracy of those values are however influenced by the small range in SSD (limited by maximal 334 

air gap in RayStation), resulting in an estimated uncertainty of around 1-2% on the fitted value. For a 335 

given energy, the effective SSD depends strongly on the collimator opening. For larger collimation 336 

openings the effective source position appears to deviate less form the nominal value of 95 cm. For a 337 

given collimation opening, the effective SSD depends on the energy of the beam. For small collimator 338 

openings (<14x14 cm2), the lower the beam energy, the shorter the value of the effective SSD, for 339 

large applicator openings (≥14x14 cm²) the SSDeff is almost independent of energy. All those 340 

observations are in agreement with previous reported data of different accelerator types22,23.  341 

 6x6cm2 10x10cm2 14x14cm2 20x20cm2 

  Linac  RS  Linac  RS  Linac  RS  Linac  RS  

4 MeV 50 57 74 77 84 86  90 89 
6 MeV 59 68 80 85 87 88 92 91 
8 MeV 65 71 86 90 90 93 93 94 
10 MeV 71 73 88 87 94 94 96 95 
12 MeV 71 80 86 92 94 94 96 94  

Table 2: Estimation of the SSDeff in cm of the virtual source fitted on the calculated (‘RS’) and 342 
measured (‘Linac’) data  343 

Electron beams are shaped by the scrapers in the electron applicators24 and for the Elekta 344 

accelerator four  different scraper levels are present gradually limiting electron field size which 345 

depend on each selected energy and applicator16, a configuration that is quite different compared to 346 

other linacs. The accuracy of the virtual source position for the calculation data can be used to 347 

validate accuracy of the Monte Carlo modelling25. The reported data show a good agreement 348 

between the measured and the RayStation data validating the individual jaw and scraper positions of 349 

each applicator/energy of the RayStation model.  The observed data show a trend of a minor 350 

underestimation of the distance of the virtual source position to the applicator surface in the 351 

RayStation model for the smallest applicator pointing out the necessity for the validation of small 352 

inserts at extended SSD before clinical implementation.   353 
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In general, deviations between RayStation data and measured data remain within NCS15 tolerances 354 

implying that RayStation can be used for these non-standard SSD applications without prior dose 355 

investigation. 356 

4.2 Dose output for different cutouts 

Unshielded electron diodes were selected for the measurement of output factors of the electron 357 

fields. Although many articles can be found confirming their over-response to scattered photons 358 

compared to conventional dosimeters due to the photoelectric effect in silicon (Z=14)26,27 analogue 359 

articles for incident electron beams are less obvious. Therefore, cross-calibration data were 360 

measured using the PTW Roos chamber for the standard cut-outs for all beam energies. The cross-361 

calibration affirmed agreements within individual measurement errors of 2% but an increased 362 

response of the electron diode for the 14x14 cm² and 20x20 cm² was observed for all beam energies. 363 

Correcting the diode data with the cross-calibrated values for each beam energy and each individual 364 

applicator (with the standard cut-out) resulted in an average dose difference reduction between 365 

RayStation and the corrected measured data form 1.5%±1.0% to 0.5%±0.8%. Cross-calibration as a 366 

method for correcting differences in height setup after every change of applicator is justified as 367 

systematic errors are observed in literature when no cross-calibration is performed18.     368 

The importance of inclusion of the 4 MeV energy in this lies in the fact that 4 MeV is characterized by 369 

a different behavior in the relative output factors of different applicators and inserts compared to 370 

the other available energies. While the four other energies reach a maximum in dose output for the 371 

10x10cm² applicator, the 4 MeV electron beam is more dose efficient (in cGy/MU) for 14x14cm² and 372 

20x20cm² applicators and much less efficient for a 6x6cm² applicator. All those trends are modelled 373 

perfectly.   374 

A significant reduction in efficiency of the 2.5x10cm² by the cutout for the 10x10cm applicator was 375 

recorded for all beam energies together with a minor reduction in efficiency for the 4x4cm² and 376 

4x12cm² inserts in the 6x6cm² and 14x14cm² applicators. All these observed trends are very well 377 
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modelled by the RayStation model far within NCS tolerances. The average agreement for the inserts 378 

on the Elekta applicators is equivalent with data for the Varian Truebeam for the corresponding 379 

energies (6-12 MeV)18. This study is unique in the reporting of very good agreement for 4 MeV 380 

beams.  381 

For the smallest inserts however, PDD measurements have to be performed before clinical release in 382 

order to validate their agreement with the Monte Carlo calculations.  383 

4.3 Oblique Incidence 

Oblique incidence of the incoming electron beam lowers the distance where the R50 is located, when 384 

compared to the “standard R50 value”. The R50 value is an indicator for penetration strength of that 385 

beam and characterizes the energy of the beam. On perpendicular beam incidence a difference of 1 386 

mm upon the expected R50 value results in a dose difference of 5%. NCS15 report states that within 387 

a quality assurance program, the limit on R50 value for perpendicular incidence is 2 mm. Within the 388 

QA program at Ghent University Hospital, a tolerance level of only 1 mm upon the “standard R50” 389 

value is used, together with an action level when a difference of 2 mm is seen. Analysis of the beam 390 

quality in this investigation confirmed the accuracy of the R50 values (on perpendicular incidence) 391 

and thus the beam energies. The penetration depth is the most important clinical parameter for the 392 

MD while selecting the appropriate energy.    393 

Regarding oblique incidence of the electron beams as investigated in this work, the differences 394 

between measured and calculated R50 values are within 1mm much better than the tolerance of 3 395 

mm (NCS15).  Also, the shape and absolute values of the calculated curves are in excellent 396 

agreement with the measured data. The 4 cm off axis positioning of the diode at SSD=110 cm implies 397 

that the measured and calculated data are varying in their off axis position in Beams Eye View from -398 

3.5 cm at Gantry 0° to + 3.5 cm for Gantry 30° value for the diode at 45mm depth.  399 

Validation using a plane parallel ionization chamber (Roos chamber) was performed, through 400 

comparison of measured dose over the chamber volume and the calculated average dose. Dose 401 
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inhomogeneity within the chamber volume remained below 5%, both in measurement and 402 

calculation justifying the use of average dose values for comparison. During the analysis, care was 403 

taken to ensure that the calculation voxels coincided perfectly with the chamber contours (cylinder 404 

of 12-mm radius an 2-mm height)28. For the air vented chamber, ionization values were converted to 405 

dose values using one single conversion coefficient for each energy at measurement depth for 406 

perpendicular incidence. The results were also in agreement with the NCS tolerances and minor 407 

differences were linked to variation in the R50 value of 10 MeV and 12 MeV for the linac at the day 408 

of measurement.  409 

4.4 Dose behind heterogeneous media 

Dose volume effects are considered as minor, as the calculated dose voxels 2x2x2mm³ are very close 410 

in size to the chamber volumes of the linear array (4x4x0.5mm³) . Validation measurements using 411 

plane parallel ionization chambers using a Roos chamber for the lung and air inserts and a Markus 412 

chamber for the bone inserts were executed, Although the conclusions were similar these results are 413 

not reported in detail. Data obtained by linear array measurements are considered more 414 

appropriate, because dose inhomogeneity perpendicular to plane parallel chamber axis was more 415 

than 10% and therefore far less reproducible. For the data obtained using the linear array, the 416 

perturbation of the dose by the linear array is taken into account, while it was included during the 417 

scanning of the phantom. Depth dose profiles are influenced by the presence of the linear array as 418 

this device is constructed form material with a high Z value. This results in extra dose in front of the 419 

array due to backscatter from the linear array. The presence of the measuring device on the CT scan 420 

should be assessed prior to measurement, as large devices with high Z values affect the 421 

reconstruction of the CT images .  422 

4.4.a Lung 

According to the criteria of NCS15 two different regions (δ2 and δ4) of the percent depth dose profiles 423 

were evaluated. In the photon tail region (δ4) the dose agreement should be 4%, in the high dose 424 
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gradient region (δ2) and the distance to agreement should be better than 3 mm/10%.  All curves for 425 

the air phantom and the lung phantoms were within the acceptance criteria of NCS15..   426 

For the high energies δ2 criteria are applied centrally (10-12 MeV in figure 7 and 6-8-10-12 MeV in 427 

figure 8). There the calculation voxels at the level of the linear array are often the best fit or one 428 

voxel more distal but no systematic trend for each individual energy is observed indicating the exact 429 

positioning of the voxels on each scan and the voxel size are also influencing the results.  430 

These results are identical for all three applicators and for both phantoms, illustrating no field size 431 

dependence and no energy dependence of the accuracy of the dose prediction in RayStation. The 432 

recorded data also allow for the large applicators (10x10cm² and 14x14cm²) off axis validation at 433 

7.1/8.1 cm depth while the recommended effective density of polystyrene for electron beams equals 434 

0.9929.  435 

4.4.b Air  

In Monte Carlo dose calculations of clinical cases over dosage within and behind air cavities are often 436 

observed influencing dose homogeneity on tumor volume behind those cavities1,5,7,21. This specific 437 

situation is validated by the 12 MeV beams for 10x10 cm² and 14x14 cm² field sizes at SSD = 100 cm.  438 

A maximum dose of 1.15 cGy/MU is obtained at the distal boundary of the air cavity.  439 

The linear detector array measurement was situated 1 cm behind the distal boundary of the air 440 

cavity. Its presence resulted in an increase in the backscatter in front of the linear array and in an 441 

increase of dose at the level of the linear array. This difference of approximately 10% and is not only 442 

observed at the level of the planning system, measurements have confirmed it (Roos data versus 443 

linear array data). At this depth, the depth dose curve calculated by RayStation results in a fast 444 

decreasing value (>5cGy/mm) but still exceeds 1 cGy/MU (1.063 cGy/MU). This high efficiency was 445 

confirmed by the measurement of the linear array (1.025 cGy/MU; Figure 6) a value that remains 446 

within both NCS tolerances (distance to agreement of 3mm and dose agreement of 10%), confirming 447 

the high dose levels behind air cavities.  448 
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This excellent agreement is obtained for all three applicators and for the larger 10x10cm² and 449 

14x14cm² applicators a validation of the off-axis data at 6.1 cm depth is obtained. 450 

4.4.c Bone  

A high accuracy of the electron dose engine for dose prediction behind high-density materials was 451 

shown in the resul 452 

ts. Accordance between measured and calculated profiles right underneath the bone rods and next 453 

to them, shows the capability of RayStation to predict dose in heterogeneous media. Since the dose 454 

profiles are measured and calculated only 3 mm below the inserts, the excellent agreement validates 455 

the Monte Carlo model close to high density interfaces. The three different scans of the phantom 456 

with three different inserts with the linear array in its polystyrene slab holder enabled us to validate 457 

the data independent of an individual voxel position versus the exact position of the linear array. 458 

Indeed while for one phantom the matching voxel resulted for a certain energy in the best 459 

agreement, for the second phantom the more distal or proximal gave the best match. Since the 460 

distance to agreement tolerance in NCS15 is 3 mm a clinical 2x2x2mm² voxel setting is acceptable 461 

both in spatial resolution and calculation time.  462 

While this phantom is only 3.5 cm of polystyrene and due to the cylindrical shape of the rod, off axis 463 

validation of the dose prediction for a 14x14cm² field is obtained at a depth of 3.6 cm for 4 data 464 

points in GT (inplane) direction of the Linac and 10 data points in AB (crossplane) direction. 465 

5 Conclusions 

According to NCS15 for non-standard treatment setups, a dose agreement of 3 % in the δ1 region, a 466 

distance to agreement of 3 mm/10% in the δ2 region and a dose agreement of 4 % in de δ4 region has 467 

to be obtained between measurements and calculations. This is investigated using different air filled 468 

and liquid filled ionization chambers and diodes in several setups for an Elekta Linac providing 469 

maximal electron beam energy of 12 MeV and extending as low as 4 MeV. 4 MeV is known for its 470 
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challenging behavior both in SSD dependence and dose output versus field size. Since in RayStation’s 471 

electron beam model, the geometry of the upper part of the treatment head is accounted for by a 472 

set of parameters which are common to all linacs models, it is highly relevant to perform detailed 473 

validations for this Elekta linac. This validation by ionization chambers and diodes is complementary 474 

with the in-vivo verification of individual treatments at the Ghent University Hospital using EBT-films. 475 

The results of the validation confirm the accuracy of the electron beam model and Monte Carlo in 476 

RayStation for prediction of dose distribution within acceptable timeframes for clinical electron beam 477 

treatment planning.  478 
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