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Abstract. It is often challenging to measure participants’ reactions
during user tests where a Wizard-of-Oz (WoZ) method is applied. This
method is applied by the observers to validate functionalities of concepts
that are difficult to build. In this study, a new technique is developed
using virtual reality (VR) to improve the measurement of the participant’s
reactions during such a test. In this system, called ExperienceDNA, VR
user tests can be monitored and controlled through a desktop interface. In
addition, physiological trackers (eye tracking and heart rate monitoring)
are used to measure what the participant is looking at and to gauge
their preferences. Moreover, the use of VR allows for quick adaptations
to the virtual environment the participant is confronted with. In this
way, highly versatile tests can be conducted while minimising the initial
setup effort. Our approach has been validated by performing a pilot
test on a predefined use case. The qualitative feedback collected from
analysing batches of data from the pilot test is presented in the results
section. In conclusion, this paper covers the development, description and
evaluation of the ExperienceDNA framework, as well as some ideas for
future improvements to this framework.

Keywords: virtual reality · user testing · design review · virtual training
· WoZ testing

1 Introduction

In an ever-digitizing society, we face a new wave of smart products and ser-
vices [20]. Interfaces are shifting, and the key differentiator is the end user’s
experience. However, in this smart and ubiquitous technological environment,
experiences are increasingly determined by a complex interplay of interactions
people are not always aware of [22]. People not only interact with each other and
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technological objects anymore, but also with a broad diversity of content, contexts
and platforms [25]. This interplay applies to many aspects of our lives: smart
cities tell us how to optimize energy consumption, smart cars guide us to avoid
traffic jams while playing our favorite music, smart homes reduce our heating bill
by learning our habits, and smart factories help reduce the cognitive workload on
their operators [24]. Interestingly, this shift from manifest to latent interactions,
where interactions between human and computer become less prominent, has also
led to new theoretical frameworks in the fields of product design, human-computer
interactions and quality of experience research. Geerts and colleagues [5], for
example, proposed an integrated Quality of Experience (QoE) framework consist-
ing of four main components: the user, the (ICT) product, the use process and
the context. These components can be measured distinctively in order to bring
subtle aspects of QoE to the surface that could otherwise be overlooked. The
more recent Human-Computer-Context Interaction (HCCI) framework of Van
Hove and colleagues [25] defined the experience on five relevant interaction levels
instead of using distinct components. These interaction levels include user-object,
user-user, user-content, user-platform and user-context interactions, all of which
should be considered during every stage of the user research or new product
development processes to optimize the user experience. One of the advantages
of this theoretical framework is that interactions can occur in two directions:
user-object interactions, for example, can be about the user manipulating an
object (e.g. switching on the vacuum cleaner), but also about the object having
an effect on the user (e.g. an alarm informs the user that the cleaner got stuck).

However, in order to shape and guide a truly user-centric design process for
these future smart products, we do not only need new theoretical frameworks, but
also new methodologies and tools to disentangle this complexity of interactions.
Doing so will allow us to isolate, simulate and assess the impact of each single
determinant of the end-user’s experience. In this sense, we like to think of user
experiences as strands of DNA. One strand of this ‘experience DNA’ represents
an ideal scenario, where users interact with the product or service exactly as
the creators envisioned it. Another strand shows how the experience actually
unfolds. In a perfect world, both strands bind perfectly. In untested products,
however, things tend to be slightly different. QoE is often not what is expected,
and it is difficult to pinpoint where things went wrong [10]. Perhaps the product
is not as intuitive as we hoped, leading to some unwanted confusion about its
‘smartness’. Possibly, end users do not interface with the product at the right time,
in the appropriately ‘smart’ way. Hence, our objective was to build a concrete
framework or methodology to detect these ‘genetic malfunctions’ – points of pain
in the experience – in an early stage of the design process, allowing us to redesign
the solution, and create the best possible experience.

When conceptualizing our ExperienceDNA framework, three main require-
ments were identified. First, our framework requires a highly immersive product-
testing experience, allowing researchers to seamlessly simulate various contextual
factors. Second, researchers should be able to steer the interactions happening
during this experience. Third, and finally, our framework demands the capa-



ExperienceDNA 3

bility to objectively capture all occurring interactions, as well as measure the
cognitive-affective state and behavior of the test subjects.

In order to meet the first requirement – the capability to simulate immersive
experiences and contexts – we turned to virtual reality (VR). Although it would
also be possible to make product testing experiences more immersive without
VR (e.g. putting furniture in a video dome or using augmented reality glasses),
we believe that VR, at this point in time, has several advantages over other
options. The accessibility of VR technology has increased in recent years, not
only in terms of hardware costs (i.e., the HMD and supporting computer with
appropriate GPU), but also in terms of software, with 3D software platforms
(e.g. Unity) inviting non-experts to create VR environments themselves. The
accessibility of such 3D engines is further complemented by the availability of vast
libraries containing pre-made assets (e.g. [14,8]) giving users access to realistic
models with minimal design efforts. To maximize the valorization potential of
our tool and methodology, cost and accessibility (and relatedly, scalability) need
to be considered, as such factors weigh heavily on a company’s decision to adopt
such a solution. Indeed, advanced prototyping is inherently risky given the costs
associated with developing a first functional, real-world product, particularly
when the core concepts are futuristic or unproven. As such, using VR as a
testing platform yields a second advantage: the possibility to simulate products
and their intended functionalities, regardless of their (potentially very low)
technological readiness level (TRL). A final advantage of using VR to create
immersive product testing experiences relates to another requirement described
below. The latest generations of VR HMDs are progressively equipped with
built-in sensors (e.g. eyetracking, facial expression recognition) that can be used
to obtain objective measurements of the test subjects while they are engaged
in the experience. Nevertheless, using VR during the product design [19,6,4] or
automotive prototyping process [13] is not new. However, in these cases VR was
mainly used as a visualisation tool (for products such as car interiors, shoes
and accessories) but was not integrated as a tool facilitating the possible HCCI
interactions.

Next to the capability to simulate experiences in immersive contexts, our
approach requires the ability to give the researcher control over the interactions
happening during the experience. Doing so not only makes it possible to evaluate
all would-be functionalities of product, but also allows designers to simulate
suboptimal use circumstances. This way, the product is effectively subjected to
a virtual stress test, which may lead to the identification of previously hidden
points-of-pain. This second requirement led us to a specific methodology in
innovation research, the Wizard-of-Oz (WoZ) test protocol. When applying
the WoZ methodology, users interact with an interface or system as if it were
functional, even though its actions and responses are prompted by the researcher
rather than the system itself. In other words, the researcher is pulling the strings,
whereas the user thinks the system is automatically reacting to his or her actions
[3,11,28]. The benefits of using a WoZ protocol include a shorter development time,
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less resources and more freedom in conducting the user test since adaptations of
the test can be materialised very quickly.

A third requirement was the ability to measure all possible interactions in an
objective way, along with cognitive-affective and behavioral markers of the user
during these interactions. Traditionally, product design and QoE research heavily
rely on self-report methods: through focus groups, think-aloud protocols and post-
hoc interviews, users can communicate their thoughts and experiences in detail
with the designer. In addition, standardized questionnaires can be used before and
after the test, such as the System Usability Scale [1], AttrakDiff [7] questionnaire
or the Unified theory of acceptance and use of technology scale (UTAUT) [30].
However, although subjective reporting will always be very important during
product design and user experience research, user responses might be clouded
by various biases [18]. For example, the social desirability bias – i.e., the human
tendency to give socially desirable responses instead of responses that are reflective
of true feelings [23] – can be a significant problem.

The approach described in this paper combines VR technology, WoZ test
protocols and an objective measurement strategy in a single tool in order to
benefit to both the product development and user research domains, especially in
the early stages of the (mostly IoT) product development process. The technical
details of our tool are described in the next section.

2 Framework overview

ExperienceDNA represents a research framework that makes it possible to create
immersive experiences for product testing, control the interactions between users
and their surroundings, and collect a wide range of fine-grained sensor data,
allowing researchers to map the entire user experience. In the following sections,
this system is described in greater detail. This section is structured in line with
the requirements mentioned earlier. Figure 1 presents the reader with an overview
of the ExperienceDNA framework’s key components.

Fig. 1: Overview of the ExperienceDNA framework.



ExperienceDNA 5

2.1 Creating a highly immersive product testing experience

ExperienceDNA is developed in Unity (version 2019.1.14f1), allowing researchers
to both customize the visual aspect of their test setup (room, objects, materials,
lighting) and the procedural aspect (animated events or prerecorded actions).

When tackling a new use case, the researchers first design the corresponding
VR environment. A VR scene can be designed from scratch (3d modeling),
imported from asset stores (e.g. a surgery room, surveillance control room,
classroom, etc.), or built using a combination of custom models and pre-made
assets. In some cases, 3D scanning techniques can be used to create digital copies
of existing environments or objects.

Next, the researchers determine which of these static assets need to be made
interactable, so users are able to experience the affordances of an object (e.g.
a tablet or Alexa speaker). This is achieved using custom ‘behavioral’ scripts,
which are appended to the assets in Unity. Apart from simulating interactive
functionalities, these scripts (the backend of our framework) also allow researchers
to manipulate the flow of the user testing through our dashboard (the researcher-
friendly frontend), which is described in the next section.

Fig. 2: The multi-functional wizard-of-Oz dashboard allows researchers to trigger
actions and monitor the data in real-time.
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2.2 Controlling the product testing experience and initiation of
interactions

Researchers interface with the ExperienceDNA framework through a visual
dashboard (fig. 2), which is composed of three sections. First, the wizard – i.e.
the researcher who is at the helm of the WoZ protocol – can manipulate the
experiment in real-time by pressing scene control or general control buttons.

Second, the dashboard offers a real-time window on the data streams as the
experiment proceeds. Presenting this live data view also helps the wizard to
assure that all measurement channels are actively recording. In addition, and
more importantly, it allows the wizard to monitor and compare the interaction
data (looking at objects, grasping object and interacting with objects) with the
real-time physiological data of the participant (see section 2.3). This gives the
wizard a first, momentaneous indication of the participant’s response to certain
triggers.

Third and finally, the wizard can monitor what the participant sees through
the headset, as the HMD’s video feed is forwarded to the dashboard (fig. 3).
Several visual overlays are added to this ‘wizard view’, such as a dot representing
the participants gaze (as measured by the built-in eye tracker), a heatmap
function highlighting the objects that received the most eye contact, and the
possibility to shift into the position of one of several static scene cameras rather
than monitoring the user’s point of view.

Fig. 3: image of the wizard view with gaze tracking toggled on (left) and a third
person view showing the avatar (right)

2.3 Objective measurement of interactions, cognitive-affective
states, and user behavior

The ExperienceDNA framework facilitates both qualitative and quantitative
QoE evaluations. To accommodate qualitative research efforts, researchers and
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designers can rely on screen recordings – capturing both the subject’s PoV and
static perspectives from cameras placed in the scene. Quantitative measures
consist of two main categories: psychophysiological measures and behavioral
measures (actions).

Our use of a fully immersive virtual environment facilitates the capture of
user actions to a great extent. ExperienceDNA is able to register various types
of interaction, such as ‘looking at’ (using the built-in eye tracker), ‘grasping’
or ‘interacting’ (using the handheld controllers and positional trackers). Every
interaction is timestamped, allowing researchers to explore reaction times or
durations. These events can then be analyzed in combination with physiological
data, providing researchers with insights into the affective characteristics of the
user’s experience.

In the present iteration of ExperienceDNA, both heart rate (HR) monitoring
and eye-tracking measures have been implemented3. The former allows researchers
to analyze heart rate (HR) and heart rate variability (HRV). HRV has been
associated with emotional valence (i.e., affective quality: positive or negative),
whereas HR has been shown to reflect arousal (i.e., physical intensity of responses
to emotional stimuli) [17,9,12]. The current setup uses the affordable Polar H7
heart rate monitor, though other, more high end sensors can easily be integrated.

Eye tracking, apart from its aforementioned use in determining what users
look at, also yields a measure for pupil dilation (associated with emotional arousal
and cognitive effort [2,21]) and eye openness (a marker for drowsiness [16]). In
addition, these raw data streams can be used to determine blink rate, which has
also been identified as a marker of cognitive load [15,29]).

Once a session is concluded, ExperienceDNA saves all the recorded data
(i.e. behavioral and psychophysiological data) in a .csv and .json format for
post-hoc processing. In addition, aggregated output is generated, such as the
durations and counts of looking, grasping and interacting events for each category
of the human-computer-context interactions (user-to-object, user-to-user, user-to-
platform, user-to-content and user-to-context). Psychophysiological data is stored
in separate files, albeit with synchronized timestamps to facilitate post-processing.

3 Applied use case

In order to evaluate the core principles of the ExperienceDNA framework, an
inaugural ‘test flight’ was conducted. In a series of pilot tests, the aim was to
qualitatively validate the effectiveness of the framework, as well as the ease of
implementation. To this effect, a cooking experience was created in which users
need to cook a dish (i.e. bacon and eggs) following a recipe that was presented
on a tablet next to the stove. This scenario was derived from a previous project
on ‘smart kitchen appliances’, involving a tablet-based cooking assistant. The
recipe was chosen to amount for a distinct , though limited, set of interactions to
be implemented and evaluated in the pilot test. In the scene, the wizard could

3 In further iterations of this framework, we foresee the integration of brain signals
using an electroencephalography (EEG) headset.
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initiate certain events, such as letting a phone ring to distract the user from the
main task.

First, a Unity scene was designed in which users were able to perform the
necessary actions (e.g. pour water from a faucet, heat it on a stove and boil
eggs). Simultaneously, automated instructions were implemented on the virtual
tablet, which presented users with the steps they needed to complete during the
cooking task. In a second trial, this smart tablet was interchanged with a smart
speaker – instructions were now presented verbally, and users were able to use
voice commands to interact with the speaker. The intent of both trials was to
evaluate the user experience of both the auditive and visual assisted cooking
process.

The virtual environment was modelled after a real-life kitchen setting, which
had already been used in the context of physical user testing (the “Homelab”).
A true-to-life 3d model of the space was created using the 3D modelling software
‘Rhino’. This model was then imported in Unity, where materials (e.g., textures)
and assets (e.g., furniture and cooking items) were added. The process of creating
environments and assets can be further sped up using 3D scans or pre-existing
models.

In a second phase, all potential interactions were implemented in the scene.
Using the WoZ prefabs, custom scripts were linked to the interactive 3D models.
For instance, sound was linked to the phone asset, the bacon’s model was made to
change appearance based on the cooking time (raw, cooked, and burnt), realistic
physics were assigned to the cooking assets (i.e., gravity, interaction with the
controllers for grasping actions, collisions). Additionally, the scripts for logging
physiological data were attached to the project. At the time of writing, this phase
remains most time consuming, however there are many opportunities that will be
pursued in the near future to further streamline the process (e.g. optimization of
the code, cultivating a library a standardized objects types and behaviors, etc.).

In a last phase, and in order to deliver a high degree of realism to the
participant, the visual quality of the scene was increased. This process involved
placing extra lights and reflection probes to mimic real world lighting conditions.
Furthermore, a more realistic shadow was achieved by creating baked light-maps
that capture light bouncing of walls and objects in the scene. This phase is
recommended if visual (photo)realism is deemed important for the test.

3.1 Setup

In order to have an objective evaluation of our framework, a professional design
researcher (female, 26) was recruited to test the ’Wizard’ functionalities of the
system. In addition, an experienced user researcher (male, 28) to participated as
a test user. Their feedback was gathered in order to optimise the virtual reality
aspect of the experience as well as to enhance the usability of the ExperienceDNA
dashboard. Both the design researcher and participant were accustomed to the
use of VR.

The test was conducted in the Ghent University Art and Science Interaction
Lab [26]. This lab is a state-of-the-art research facility able to effectively bring,
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analyze and test experiences and interactions in virtual or augmented contexts.
The test (fig. 4) was conducted using a high-end rendering machine equipped
with a VR-ready graphics card (NVIDIA RTX 2080Ti), which was connected
to an untethered HTC Vive Pro Eye headset. This setup delivered optimal free
roaming capabilities, allowing the user to walk freely in a ≈ 10x10m area. The
user’s position was tracked using six HTC Vive 2.0 base stations. In addition,
the user was fitted with a Polar H7 in order to monitor HR and HRV.

As specified earlier, the ExperienceDNA framework was designed in Unity. A
custom (java)script was used to log heart rate data from the polar H7 monitor,
and steam it in real time towards the Unity framework.

Since the focus of this first pilot test was to evaluate the overall Experi-
enceDNA framework (including the dashboard), the interactions are performed
with the HTC Vive controllers. However, future iterations of ExperienceDNA
will accommodate the use of (virtually tracked) real-life objects and haptic gloves.
This makes haptic interactions, such as tapping on a tablet for example, more
realistic.

3.2 Procedure

Our evaluation followed a think-aloud protocol [27] to detect usability problems
during the VR user test. After the VR portion of the test, a semi-structured inter-
view was conducted with the wizard, containing general and qualitative questions
inspired by usability frameworks such as the System Usability Scale (SUS) [1],
Unified Theory of Acceptance and Use of Technology (UTAUT) [30].Twelve
questions from the SUS and 17 questions from the UTAUT framework were used
to assess usability, confidence, performance expectancy, effort expectancy and
behavioural intention towards the tested dashboard. Although these questions
could be used in every experiment performed with the ExperienceDNA system,
their goal was mainly to get deeper insight in usability problems when using the
dashboard during this pilot test. Typical questions of the UTAUT framework
are: ”Does the use of this dashboard allow you to conduct experiments faster?”,
”Are you confident using this dashboard?”, ”Would people be willing to learn
how to use this dashboard?”, ”Would this system be used in the future and
by whom?”. Important questions related to usability are:”Do you think the
system is easy to use?”, ”Do you think you will need technical support when
using this system?”, ”Do you think that the functionalities of this system are
well integrated?”. In order to collect more specific feedback, the wizard (i.e. the
researcher) was asked how they evaluated their interactions with the three main
features of the dashboard. These specific questions were oriented towards using
the ’Wizard View’, ’Scene controls’ and data visualisation. In another interview, a
QoE (Quality of experience) [31] assessment was done with the (VR) participant
and semi structured interview followed to evaluate his experience and his tasks in
VR. This pilot study was videotaped and comments were recorded and annotated
for a more complete and unbiased overview of the responses from wizard and
participant.
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Fig. 4: The setup during pilot test with the wizard (right) and the participant
(left).
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3.3 Results

This section sheds light on the usability of the ExperienceDNA framework
from two vantage points: that of a participant (taking part in the immersive
experience), and that of a researcher (the wizard at the helm of the experience
flow). The results of two semi-structured interviews are restructured in paragraphs
highlighting both the framework’s merits, as well as its current points of pain.

Subjective experience of the wizard The following subsection elucidates the
wizard his general impression and the feedback on three specific functionalities
of the system: the wizard view, scene controls and experiment data. In a final
paragraph we included some future improvements suggested by the wizard.

General impression The wizard complimented the system’s ease of use and
the integration of different functionalities. She also commented that chances to
conduct a good test increase because this system is easy for a single person to
operate.

“This system increases my productivity, because it is much more realistic than
building a quick ‘wizard of test’ yourself. You don’t have to rebuild everything
from scratch.”

The VR setting of the framework was considered to be a versatile choice,
mainly since it can be used to conduct the same experiment repeatedly even
with slightly different interaction and context settings. The VR dashboard not
only indicates whether people will use the tested product as envisioned but also
delivers insight whether they engage in a positive experience regarding the tested
product. “This system would be very useful for assessing whether people like to
use something. It takes less time to find out that people don’t like something
because you don’t have to build the thing first.”

The used ExperienceDNA framework was perceived as especially interesting
for evaluating new envisioned concepts as well as for testing bigger projects (such
as escape games, public spaces, smart device interactions). Tests in these domains
are generally difficult to recreate in a conventional wizard of Oz test.

Even though the system was perceived as easy to use, three functionality
problems were detected during the pilot test. First, some functionalities remained
unnoticed during the first-time use (e.g. a button for switching from the ’tablet
interaction mode’ to the ’voice assistant interaction mode’). Another functional
problem that remained was anticipating behavior of the participant.In that case,
the wizard could respond erroneous resulting in unnatural interactions during a
user test (e.g. when the wizard reacts too late or not at all). In a final remark,
the cost of the VR setup and limited knowledge of programming appeared to
limit the chance of adoption of this kind of system by test designers.

Specific functionalities Next, the wizard commented on the ’wizard view’. Several
features made it interesting for real-time evaluations. Even though it remains
impossible to read body language just as in real life, it allowed the wizard to
follow the participant and his gaze in the virtual space. The secondary camera
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facilitated the overview and showed objects that are out of the field of view of
the participant.

The wizard liked the integration of the scene control and general control
buttons. This section functioned well, although user friendliness could still be
increased. Buttons could be easier to read if button text were accompanied by
icons .The wizard commented that she was eager to learn how to create her own
buttons to trigger actions in future experiments. If possible, coding should be
avoided and drag-and-drop functionality or a library of prefabricated components
should help wizards to implement control buttons in future projects.

The ’live’ interaction data can be useful for probing and real-time interpreta-
tions. Behavior can be triggered to draw live conclusions. The data generated in
the experiment could be useful for post analysis of large samples. First, you can
see in the data when something in the experiment went wrong. For example, the
wizard can identify if text was hard to read for certain participants (mistakes or
exceptionally long gaze times can be found in the data). Second, you can test
if one scenario outperforms another. You could even see if data collection went
wrong in an experiment by doing certain queries comparing different types of
data streams. “You can analyze this data both horizontally as vertically, you can
check if the user’s eyes dilate when something explodes or you can check the
sequences that people make (are they looking at the tablet after looking at the
cooking pot). This is interesting to analyze what participants their next step will
be.”

Future improvements Two impactful improvements to the system were proposed.
First, the system could be improved if the wizard is able to experience the same
auditory stimuli as the participant at all times. Another useful adaptation would
be a shadow mode where the wizard can prepare interactions before activating
them for the participant. In the current version of the framework, the wizard
and participant see the same scene at all times. Asynchronous interactions could
alleviate the load of the wizard during the user test.

Subjective experience of the participant The semi-structured interview
used questions from the QoE framework combined with in-depth questions to
probe for a general impression of the participant. The answers of this semi-
structured interview are restructured in paragraphs highlighting the positive and
negative aspects of the experience. This subsection is finalised with a paragraph
discussing future improvements suggested by the participant.

General feedback During the interview afterwards, the participant indicated that
the tasks in VR were sufficiently developed to do a comparative assessment be-
tween the functionalities of the tablet interface and the voice assistant. Regarding
the quality of experience, the participant commented that he felt immersed in
the VR world. The participant also mentioned that the adaptation to the virtual
environment occurred naturally. The participant was willing to wear all peripher-
als needed for the test (wireless HMD, battery, heart rate sensor). The use of
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wireless peripherals in this test allowed for optimal freedom of movement for the
participant. The participant did not notice that there was a ’wizard’ controlling
his actions. Afterwards it became clear to him that most interactions he had
performed (e.g. filling a pot with water, baking bacon on the stove, controlling
the tablet) were triggered by the ’wizard’.

The participant expressed his confusion regarding the interaction with some of
the virtual objects. Specifically, actions that were not implemented in the kitchen
were cutting vegetables and using the oven. This perceived lack of definition could
be due to the open ended nature of Wizard of Oz tests. By displaying interactive
and static objects in the same way, the participant assumed that all objects in
the scene could be interacted with. Another discrepancy with real life was the
timing of steps or tasks to be performed. For example, filling the pot with water
goes instantly. The participant warns for a blind spot in the research due to not
incorporating some realistic aspects, water flow, sunlight reflections. However, for
the evaluation of the steps presented by the tablet this did not cause a problem,
since the focus is on the smart interfaces. Apart from content related problems the
VR test produced problems with visual focus, nausea and a small headache. This
was caused mainly due to a bad calibration of distance between the lenses inside
the headset. Being mentioned earlier in the paper, using hand-held controllers
can contribute to a lack of realism or even cause interaction issues in a virtual
environment. This indicates that user testing could benefit from more natural
interaction modalities including haptic feedback. Consequently, confusion about
controller input to interaction mapping could be minimised. The participant
remarked that this discrepancy could be a bigger issue with persons who are
less accustomed to testing new technologies. “It’s in the details, interactions
should be very detailed. Pressing buttons takes away from the naturalness of the
interactions. Consequently, choices have to be made by the wizard which action
he allows are performed well to move on with the experience.”

Future improvements Making the interaction with controllers less ambiguous can
improve the experience of the participant in VR. Furthermore, some usability
issues could be resolved using a better onboarding strategy. For instance, a tutorial
where the participant presses all controller buttons before the observations can
start.

3.4 Comments on findings

Reflection on evaluation of the wizard When reflecting back on this first evaluation,
it becomes clear that first time users are able to assess the functionality of the
tool. Also, two usability issues were identified towards audio playback and option
for an asynchronous workflow where the wizard can prepare future actions instead
of working in real-time. When confronted with the logged output after the VR
user test took place, both the participant and wizard reacted with the intention of
using this data for comparing interactions and different scenarios. Further steps
towards making it easier for the researchers to create interactions themselves
using ready made modules will be important. Notwithstanding the prepared
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interactions on the dashboard were used successfully, the wizard indicated being
interested in adding interactions to the scene controls menu herself.

Reflection on evaluation of the participant Besides the evaluation of the wizard,
the reaction of the participant towards this system was mostly positive. Some
remarks were made regarding clarity about the distinction between interactive and
static objects in the scene and a lack of realism during interactions. The comments
indicate that onboarding is a crucial factor when introducing participants to VR
experiments.

4 Discussion

In this paper, we presented the ExperienceDNA framework as an easy-to-use
WoZ user testing tool in virtual reality with a strong emphasis on the capture
of objective data. It aims to address three requirements: the framework facili-
tates the use of immersive environments (contexts), grants WoZ-style control
to researchers and designers who use it, and aids in the capture of various be-
havioral and psychophysiological data streams. In doing so, we contend that the
ExperienceDNA framework represents an overall useful methodology for testing
products, services and systems, though it may be particularly suited to evaluate
concepts and ideas that are difficult to test in real life. An example of such
hard-to-prototype systems are so-called ‘smart’ systems, typically involving one
or more IoT devices. Given the cost associated with developing a fully functional
prototype, modelling these products and services in a VR simulation is budget-
and cost-efficient, as virtual models can function in a ‘black box’ fashion: unlike
the functionalities offered by a device, only the outcome needs to be modelled.

We believe that our framework has several other advantages over other
traditional user testing methodologies. Where current user testing demands
physical space, objects and people, VR user testing is possible in a virtual space
– that can be modelled to represent any context – with virtual objects and
people. This results in a faster workflow, a smaller development cost and an
overall increase in versatility. The automatic logging of HCCI events, as well as
psychophysiological markers allows researchers and designers to not only monitor
the experience as it unfolds, but also helps them to analyze specific events post-
hoc. Since interactions are automatically registered in the virtual world, these
events can easily be synced with the behavioral (HCCI) and psychophysiological
data streams. Finally, the virtual nature of our framework allows researchers to
capture and replay experiences from the user’s PoV, as well as from any number
of (virtual) camera angles – a highly cumbersome and convoluted feat to be
achieved in real-life user testing settings.

The modular structure of the ExperienceDNA framework allows us to grad-
ually increase and improve functionalities. First, we will improve the current
usability for the researcher designing a product testing experience.

From a more technical perspective, we will first make it possible for users
to also physically touch objects while performing a VR user test. This new
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implementation will make the use of controllers in VR obsolete since we will
use wireless gloves with a kit to make mock-up objects (cardboard, foam or
3d printed) interactive. This kit (named ’reality blocks’) of tangible buttons,
connectors and wireless trackers will allow the wizard to build a physical WoZ
test where the functionality and looks can be assessed in VR. The implementation
of tangibles has two main advantages: the augmentation of realism enhances the
experience for the user. It also results in deeper qualitative feedback.

Secondly, we will implement multiplayer interaction, which will be interesting
to test multi-person experiences where, for example, an actor is involved to play
along with the scenario. It can also be used to test a scenario with multiple test
users at the same time.

Finally, with regard to the objective measurements, EEG will be added. EEG
allows the wizard to have more accurate physiological data and better assessments
can be done towards cognitive load and the emotional state of the participants.

In sum, we believe that the proposed system is a great step forward for
interactive user testing of smart systems. This paper describes and validates the
different aspects of a system for performing live VR user tests using the ’Wizard
of Oz’ method. This early validation was done through a pilot test of a smart
kitchen use case.
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