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In some machine learning applications, obtaining data on the most predictive features is costly, but other
features are readily available. Recently, first active learning approaches for this Actively Selecting Classification
Features problem (ASCF) have been proposed. In this paper, we introduce a Python package that provides
a framework for ASCF, including implementations of a supervised and an unsupervised selection approach,
as well as a framework for performing experimental evaluations. This framework has been used in recent

publications in the context of neuroimaging research on mental disorders, where its usefulness has been
demonstrated in a simulated study design with MRI data.
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Main text

Motivation. A central prerequisite for the use of supervised machine
learning techniques is the availability of data. However, in practical
applications the acquisition of data is often expensive or tedious. For
applications where data on predictive features are abundant, but labels
are scarce and require costly acquisition from an oracle, active learning
provides a rich literature on approaches for selecting the most insightful
instances for labeling. However, in some applications obtaining data on
the most predictive features themselves is costly, while data on other

features are cheap or readily available. For these applications, the novel
active learning problem of Actively Selecting Classification Features
(ASCF) has recently been defined [1]:

Given is the primary task to learn a classifier f : x — y on predictive
but expensive, yet-to-be-acquired classification features x, while another set
of cheap auxiliary features z is available for selection. Then, the ASCF
task consists of actively selecting these instances, for which acquiring their
expensive features x is most useful. This is done by learning an auxiliary
predictor h : z — x to predict this usefulness based on auxiliary features.

The code (and data) in this article has been certified as Reproducible by Code Ocean: (https://codeocean.com/). More information on the Reproducibility
Badge Initiative is available at https://www.elsevier.com/physical-sciences-and-engineering/computer-science/journals.
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(a) Supervised ASCF: Selection h considers labels (b) Unsupervised ASCF: Selection h without labels

Fig. 1. Active Selection of Classification Features: The instances with the most insightful costly feature values x of the primary classification task f : x — y are identified by using
auxiliary cheap features z and learning a predictor of their value A : z — x and estimating their usefulness s.

For this task, shown in Figs. 1(a)-1(b), we provide a software
package that

1. implements the problem setting,

2. implements two ASCF-approaches, one supervised, one unsuper-
vised,

3. and provides a framework for the efficient execution of experi-
ments.

The motivation for exploring this problem is motivated both by
theory and by a practical application setting. The specific problem
setting is unexplored in literature (with the Active Feature Acquisi-
tion [2] problem setting coming closest). The problem setting was
defined originally for a medical case study, where the aim was to more
efficiently build a prediction model. In this case, a classification model
to predict schizophrenia diagnosis is built using MRI scans. Acquisition
of these scans is expensive and uncomfortable for the patients, so being
able to determine whether or not a scan of a certain patient would be
informative would avoid unnecessary burden for the patient and reduce
costs.

Functionality. The software was implemented using the Python pro-
gramming language [3], relying on several packages, most importantly:
scikit-learn [4], numpy [5], and pandas [6,7]. The open source,
MIT-licensed code,' is divided into several subfolders:

» approaches and baselines: The approaches and baselines as
defined in our previous work on ASCF is implemented and shown
in these subfolders.

base: This subfolder contains the essential classes for maintain-
ing the environment of an ASCF problem setting. These are: the
dataset with missing classification features, the model which is
to be optimized, the oracle which is able to query any missing
classification features, and the sampler which allows selecting
these queries.

experiment: This subfolder contains the essentials for the ex-
perimental setup. It is able to run experiments from the com-
mand line, as well as generate experimental setup and evaluate
experimental results.

Impact overview. The development of this software allowed the pursuit
of our existing research questions: to find if there are possibilities for
improving upon random selection for this problem setting. For this, we
needed to perform experiments to test any developed approaches in a

1 Available at:
classification-features.

https://github.com/thomastkok/active-selection-of-

real setting. This software allows the pursuit of any research question
relating to the problem setting of Active Selection of Classification
Features, and most importantly potential approaches for this problem.
The ability to run experiments with this software has changed the daily
practice of its users, as well as the ability to more easily develop new
approaches for this problem. When a new approach for this problem is
developed, or a dataset is found, this software allows easily exploring
the initial results as well as going more into depth.

The software has been used in the following publications to obtain
results, with more domain-related publications expected to follow later:

1. T. Kok, Active Selection of Classification Features, Master’s the-
sis, Utrecht University, Utrecht, The Netherlands (2020), see
[81

2. T. Kok, R. M. Brouwer, R. M. Mandl, H. G. Schnack, G. Krempl,
Active selection of classification features, in: Advances in Intelli-
gent Data Analysis XIX. IDA 2021, Vol. 12695 of LNCS, Springer,
2021, pp. 184-195. doi: http://dx.doi.org/10.1007/978-3-030-
74251-5_15

With the software, these publications were able to show improve-
ments upon simple baselines for benchmark datasets and especially
when applied to real-world neuroimaging data.

As of now, the software is not widespread, but can grow with
awareness of the ASCF-problem and the availability of approaches ad-
dressing it. The need for such techniques for neuroimaging, particularly
in clinical settings, has been explicitly confirmed in the reviews for [1].
Thus, it allows for much potential.

The software has potential use outside of the neuroimaging domain.
Any problem that follows the principles of the ASCF problem setting,
can make use of the software as well as relevant approaches. This can
be checked by confirming the following items:

» Some set of information is either known for all data points, or easy
and cheap to retrieve. In addition, this data is not relevant for the
final classification model, or cannot be included for other reasons.
This information will correspond to the selection features.

+ Some set of information is not yet known for all data points, and
is either hard or costly to obtain. This information will correspond
to the classification features.

In the medical domain, often measurement instruments have to be
chosen from a large set of possible instruments, varying in availability,
patient burden, cost, time consumption. Many (classification) problems
in the medical domain likely fulfill the ASCF requirements, and ‘easy’
features may be used to select those cases whose ‘hard’ features are
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most informative to the model. Potential applications of ASCF could
possibly be found in other (bio)medical domains such as animal re-
search and pharmaceutical research, and, beyond that, in other fields
where information gathering by or from humans have is hard or where
some of the measurements are hard to obtain — think of geology.
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