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ABSTRACT

Understanding the process of quenching is one of the major open questions in galaxy evolution and crucial insights may be obtained
by studying quenched galaxies at high redshifts at epochs when the Universe and the galaxies were younger and simpler to model.
However, establishing the degree of quiescence in high-redshift galaxies is a challenging task. One notable example is Hyde, a recently
discovered galaxy at zspec = 3.709. Equally as compact (r1/2 ∼ 0.5 kpc) and massive (M∗ ∼ 1011 M�) as its quenched neighbor Jekyll,
it is also extremely obscured yet only moderately luminous in the sub-millimeter. Panchromatic modeling has suggested it could be
the first galaxy found in transition to quenching at z > 3, however, the data are also consistent with a broad range of star-formation
activity, from fully quenched to moderate star-formation rates (SFR) in the lower scatter of the galaxy main-sequence. Here, we
describe Atacama Large Millimeter Array observations of the [C ii] 157 µm and [N ii] 205 µm far-infrared emission lines. The [C ii]
emission within the half-light radius is dominated by ionized gas, while the outskirts are dominated by photo-dissociation regions or
neutral gas. This suggests that the ionization in the center is not primarily powered by ongoing star formation, and is instead coming
from remnant stellar populations formed in an older burst or from a moderate active galactic nucleus . Accounting for this information
in the multi-wavelength modeling provides a tighter constraint on the star formation rate of SFR = 50+24

−18 M� yr−1. This rules out fully
quenched solutions and favors SFRs more than factor of two lower than expected for a main-sequence galaxy, confirming the nature
of Hyde as a transition galaxy. These results suggest that quenching happens from inside-out and starts before the galaxy expels or
consumes all its gas reservoirs. Similar observations of a sample of massive and obscured galaxies would determine whether this is
an isolated case or the norm for quenching at high redshift.
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1. Introduction

Massive galaxies in the low-redshift Universe are observed to be
mostly quiescent, with current star formation rates lower than
1% of their past average (e.g., Pasquali et al. 2006). But the way
in which galaxies quench their star formation and turn into mas-
sive, red early-type galaxies is one of the key unresolved ques-
tions of galaxy evolution.
? International Associate, Cosmic Dawn Center (DAWN).

While a number of mechanisms have been proposed in the lit-
erature to explain what causes galaxies to stop, reduce, or prevent
star formation – including black hole feedback, strong outflows, or
gas stripping (e.g., Silk & Rees 1998; Birnboim & Dekel 2003;
Croton et al. 2006; Gabor & Davé 2012; Martig et al. 2009;
Förster Schreiber et al. 2014; Genzel et al. 2014; Peng et al.
2015), it is still not known which of these mechanisms is
most important in explaining the emergence of quenched
galaxies. Crucial insight can be gained by studying quiescent
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galaxies at higher redshift, where the available time for feedback
processes to act is shorter, limiting the range of possible mech-
anisms. Recent works have shown that massive quiescent
galaxies had already existed as early as z = 4 (e.g., Labbé et al.
2005; Kriek et al. 2009; Gobat et al. 2012; Merlin et al. 2018;
Schreiber et al. 2018a; Belli et al. 2019) at an epoch where state-
of-the-art numerical simulations predict that all galaxies would
have been forming stars (e.g., Wellons et al. 2015; Davé et al.
2016). These galaxies must have had massive star-forming
progenitors at even higher redshifts, and because the age of
the Universe was then comparable to their estimated stellar
ages (on the order of a billion years or less), they must have
quenched shortly before being observed. The main actor in this
abrupt quiescence may therefore be easier to identify than in
lower-redshift objects, which are seen after several billion years
of passive evolution.

An interesting case is that of the most distant known quies-
cent galaxy to date, at zspec = 3.715 (Glazebrook et al. 2017).
The detection of sub-millimeter emission toward this object
(Simpson et al. 2017) was later found to arise from a nearby,
extremely obscured galaxy at the same redshift (Schreiber et al.
2018b, hereafter S18). This was demonstrated via an ALMA
detection of the [C ii] line blueshifted by 550 km s−1 as compared
to the Balmer absorption lines of the quiescent galaxy and most
convincingly by the improved spatial resolution (0.4′′) and depth
of the sub-millimeter imaging, showing that both the [C ii] and
dust emissions are produced by a separate, rotating galaxy that
is mostly unresolved (0.1′′ radius) and located 0.5′′ away from
the quiescent galaxy. The pair was dubbed “Jekyll and Hyde”,
with Jekyll being the quiescent galaxy and Hyde the obscured
galaxy.

In S18, we performed an extensive analysis of the rich
multi-wavelength data at hand to understand the physical con-
ditions in the obscured galaxy known as Hyde. We showed
that despite its extreme obscuration and sub-mm detection, this
galaxy appears to form stars at a relatively slow pace, with a
star-formation rate of SFR < 100 M� yr−1 and a stellar mass of
M∗ ' 1011 M�. Given the strong obscuration (AV ' 3) and the
galaxy’s large stellar mass, the infrared luminosity is, in fact,
low enough (LIR ' 1012 L�) that it may be entirely powered by
intermediate-age stars, such that its current SFR (averaged over
the last 10 Myr) could be as low as zero. Although these data are
also consistent with Hyde being simply a normal galaxy in the
lower envelope of the main sequence, the possibility of it being
quenched or in transition to quenching is particularly interest-
ing. Indeed, given that this galaxy is still obscured and is there-
fore likely to contain substantial gas reservoirs, this would be
at odds with a number of proposed quenching mechanisms that
require full removal or consumption of the gas reservoirs prior
to quenching.

This surprising conclusion is nevertheless independently
supported by a number of pieces of evidence, first reported in
S18 and summarized here for convenience: (a) its dust tem-
perature (Tdust ' 30 K) is almost 10 K lower than the average
for z ∼ 4 galaxies (Schreiber et al. 2018c), which suggests a
softer-than-average radiation field; (b) its compact dust contin-
uum size of about 0.5 kpc is smaller than the rest-ultraviolet
size of all z ∼ 4 star-forming galaxies in the same field and
is, instead, similar to that of quiescent galaxies (Straatman et al.
2015); and (c) its L[C ii]/LFIR ratio is abnormally low for a galaxy
of this luminosity, which we showed could be explained by a
recent truncation of star formation, although other explanations
for the observed [C ii] deficit could not be excluded. Considered
independently, none of these facts is conclusive or extremely

unusual, and indeed there are other examples of galaxies which
share at least one of these properties (e.g., similar compactness,
dust temperature, or L[C ii]/LFIR ratio). It is, however, the sum of
these facts which suggests an abnormal process is at play in this
galaxy; to our knowledge, such a combination of observables is
unique among distant massive galaxies. Although all these signs
may point towards a case of Hyde being caught in a very spe-
cific phase, possibly in transition to quiescence, none of the data
available at the time allowed us to prove this conclusively. In
light of the results presented in this paper, we describe these
points further on in our discussion.

In this paper, we exploit new spectroscopic data from
the Atacama Large Millimeter Array (ALMA) to address
this question, combining observations of the [C ii] and [N ii]
(205.178 µm) emission lines. [N ii], owing to its high ionization
potential (14.5 eV), is exclusively found in ionized gas regions,
where it can be found alongside [C ii] with an almost con-
stant line ratio [C ii]ion/[N ii]ion ∼ 3 (see Oberst et al. 2006).
In contrast, photo-dissociation regions (PDRs) surrounding stel-
lar birthclouds are a neutral medium that emits [C ii] but no
[N ii]. The observed [C ii]/[N ii] ratio can therefore be used as
a probe of the fraction of the [C ii]-emitting gas which is asso-
ciated with ionized gas. While star-forming regions will typi-
cally be comprised of both neutral and ionized gas, the former
is found to dominate the [C ii] emission in star-forming galaxies
(Pavesi et al. 2016; Díaz-Santos et al. 2017). In contrast, nearby
early-type galaxies, which are forming stars at much lower rates,
were shown to have a significantly larger fraction of their [C ii]
associated with ionized gas (Lapham et al. 2017). This implies
that the ionized component of [C ii] is predominantly not asso-
ciated with star-formation, hence, the [C ii]/[N ii] ratio can be
used as an independent tracer of star formation activity, which
we apply here to the Hyde galaxy.

The structure of this paper is as follows. In Sect. 2 we
describe the new ALMA observations and detections, in Sect. 3
we describe the method used to analyze them, in Sect. 4 we
describe our results and the ionization state of the gas, and use
these observations to refine our estimate of the current SFR in
Hyde. In Sect. 5 we discuss how other observables support these
results, and we finally conclude in Sect. 6.

In the following, we assumed a ΛCDM cosmology with
H0 = 70 km s−1 Mpc−1, ΩM = 0.3, ΩΛ = 0.7 and a Chabrier
(2003) initial mass function (IMF) to derive both the star-
formation rates and stellar masses.

2. Data

The data we use in this paper consist of ALMA observations of
Hyde obtained in two different programs. The first data set was
obtained in the Director’s Discretionary Time (DDT) program
2015.A.00026.S (PI: Schreiber) to measure the [C ii] emission;
the galaxy was observed in band 8 (TDM correlator, covering
401.05−416.68 GHz with four 1.875 GHz spectral windows at
31.25 MHz resolution) for 1.2 h (on-source), with a synthesized
beam size of 0.52 × 0.42′′ (natural weighting). These observa-
tions have already been presented in S18 and are reprocessed
here for homogeneity. The second data set was obtained in the
regular call program 2018.1.00216.S (PI: Schreiber) to measure
the [N ii] emission; the galaxy was observed in band 7 (TDM
correlator, covering 295.34−311.20 GHz with four 1.875 GHz
spectral windows at 31.25 MHz resolution) for 0.8 h (on-source),
with a synthesized beam size of 0.29×0.25′′ (natural weighting).

Both data sets were reduced with the same procedure,
using the ALMA pipeline to produce dirty images with natural
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weighting – to maximize the signal-to-noise ratio (S/N) – and
a spectral averaging of three elements (so that the spectral
response function is effectively one channel; see Sect. A.6.1
in the ALMA Proposer’s Guide). The pixel size was left to its
default value of 0.05′′ and 0.085′′ in band 7 and band 8, respec-
tively (corresponding to 0.36 and 0.61 kpc), which generously
samples the core of the dirty beam; finer pixel sizes would not
benefit the quality of the analysis. Since both data sets were
observed with the TDM correlators, the final cubes have a spec-
tral resolution of 35 and 45 km s−1, respectively, which is suffi-
cient to resolve the broad line profiles expected in massive com-
pact galaxies.

Compact continuum emission was clearly detected in both
data sets (S peak/N of 46 and 41, respectively), which had to be
removed prior to analyzing the line emission. To optimize the
S/N, this was done in the image domain by fitting the best contin-
uum spectral model obtained in S18 to the spectral data at each
pixel of the image, excluding spectral elements with expected
line emission. The resulting spectra, extracted at the peak pixel,
are shown on Fig. 1. Finally, the line maps were created by spec-
trally averaging the continuum-subtracted cubes over 800 km s−1

around the expected observer-frame line frequencies (see Fig. 1),
using the redshift z = 3.7087 obtained from the [C ii] emission in
S18. The lines were detected with a S peak/N of 17 and 5, respec-
tively, and the maps are shown in Fig. 2. Despite these moderate
S peak/N, the detection of [N ii] is still highly significant: since
we did not fit for the position of the line emission in either the
spatial nor the frequency domains, the null hypothesis of a non-
detection can be safely rejected.

3. Spatial profile modeling

3.1. Description of the modeling

Using custom-build software, we then modeled each line map
independently in the image domain. We did not attempt to model
the maps directly in the visibility domain for two reasons; first, fit-
ting complex profiles other than Gaussians and point sources in the
visibility domain is particularly challenging and time-consuming,
and second, it has been shown that image-based and visibility-
based methods actually provide similar results for ALMA data
(Hodge et al. 2016). Nevertheless, we double check in Sect. 3.2
the result of our modeling against the observed visibilities.

Our model consists of a large grid of two-component expo-
nential profiles. The first “central” component was given a small
scale-length of 0.1 to 0.5 kpc to represent an unresolved cen-
tral region (S18 showed the continuum emission extends over
a ∼0.7 kpc half-light radius), while the scale length of the sec-
ond “extended” component was permitted to vary between 0.15
and 3 kpc, with the constraint that its scale length must be at
least 0.05 kpc larger than that of the central component1. We let
the flux of each component vary independently and freely, with
the sole constraint that the combined light profile must remain
positive at all positions. We also varied the axis ratio and the
position angle, however, to save on computation time, we forced
the values of both components to match. Finally, the position
of both components was fixed to the centroid of the continuum
emission. Since the size of the galaxy is small compared to the
image pixel size, we generated models with a ×9 oversampling
factor and a further ×3 oversampling for the central 3 × 3 pixels

1 We tried extending this grid to a maximum of 1.5 kpc for the
“central” component and 5 kpc for the “extended” component; this had
no significant impact on our flux measurements, suggesting the original
grid was large enough.
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Fig. 1. [C ii] (green) and [N ii] (red) spectra extracted at the peak pixel
of the line emission after continuum subtraction. The [N ii] spectrum
was rescaled upwards by a factor of five for easier comparison to the
[C ii] spectrum. The integration window used to create the line maps is
shown with vertical dotted lines.
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Fig. 2. Dirty beam (top), continuum (center), and line maps (bottom)
in band 8 (left) and 7 (right) produced by the ALMA pipeline, with-
out any cleaning applied (“dirty” images). Line maps are continuum-
subtracted and were produced by summing the flux in a 800 km s−1

velocity window centered on the [C ii] mean velocity. The half-intensity
area of the corresponding dirty beams are shown in the bottom-right
corner of each panel. Contours shown are 3σ (dotted line) and 10σ
(solid line).
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Fig. 3. Binned amplitude of the ALMA visibilities as a function of the UV distance (u2 + v2). The [C ii] visibilities are shown on the left (green)
and the [N ii] visibilities are shown on the right (red). Observed visibilities are displayed as filled circles with error bars; for clarity, the visibilities
on long baselines, which have large uncertainties, are not displayed. The best-fit models obtained in this paper (from the image-domain analysis)
are shown as solid lines (green for [C ii], red for [N ii]). For comparison purposes, on each panel, the model of the other line is also displayed, but
re-normalized to fit the observed visibilities. The 1σ confidence interval of the model (determined from our Monte Carlo simulations) is shown as
a shaded region in the background.

to properly sample the exponential core. This corresponds to an
oversampled pixel size of 0.01 (band 6) and 0.02 kpc (band 8)
at the core. We then convolved the model with the ALMA dirty
beam, and selected the best-fit model using maximum likelihood
estimation, accounting for spatially-correlated noise in the com-
putation of the likelihood (see Appendix C).

To estimate the uncertainty on the model, we used Monte
Carlo simulations: the whole procedure was repeated 200 times
on mock images that were created by perturbing the observed
images with realistic noise (same amplitude and same covari-
ance as in the real data, see Appendix A), leading to 200 other
“acceptable” models from which we estimated confidence inter-
vals using the 16th and 84th percentiles (see Appendix E).
Because the distributions of the observables derived from this
modeling (e.g., the ionized gas fraction) can be strongly non-
Gaussian, we carried out all our calculations on each of the 200
Monte Carlo realizations and we derived confidence intervals for
all derived quantities in the same fashion throughout the paper.
With 200 Monte Carlo simulations, the 1σ asymmetric error bars
have an accuracy of 10%.

3.2. Validation of the image-domain modeling

Since we performed all our analysis in the image-domain, we
checked that the same trends we detect in this analysis are
present in the raw ALMA visibilities. To do so, we used CASA
to perform continuum subtraction in the visibility domain using
uvcontsub (first order polynomial), excluding channels con-
taining the line in the fit. From the resulting measurement set,
we then extracted and averaged the frequency channels covered
by the line using split. We note that this data set is not strictly
equivalent to the image-domain data we used in our analysis,
where the continuum subtraction and frequency averaging were
performed in the image domain – with slightly different weights
computed from the image root mean square (rms) in each chan-
nel. The images created from these alternative measurement sets
have 10−20% larger noise RSM; the S/N will, therefore, be
lower here than in our main analysis, but this is nevertheless suf-
ficient for our purpose.

Ultimately, we extracted the visibilities using ms.get
data() and manually performed the remaining averaging
(polarization) and the binning by (u, v) distance. The real and
imaginary parts of the given visibilities were averaged separately
in each bin, using the weights in the measurement set, and com-
bined to make up the binned amplitude. The uncertainties on the
binned amplitudes were estimated from the weighted standard
deviation of the data in the bin and scaled down by the square
root of the number of points.

In parallel, we also produced mock visibilities for our best-
fit and Monte Carlo models and binned them in a similar way.
The corresponding visibilities were obtained from the (×9) over-
sampled model images created by our fitting procedure. These
visibilities were computed and injected into the real measure-
ment set using the CASA task ft, which generates mock mea-
surement sets with the exact same (u, v) coverage and weights as
the real data. To correct for any discrepancies in the data reduc-
tion between these visibilities and the images that we derived the
models from, we applied a global rescaling factor to our best-fit
model amplitudes to optimally match the observed visibilities.

The binned amplitudes are shown in Fig. 3. These figures
demonstrate that the [C ii] emission is clearly resolved. The
[N ii] emission is more noisy, but appears more compact and
consistent with being unresolved. The best-fit models obtained
from the image-domain analysis provide good matches to the
visibility data, but seem mutually inconsistent between the two
lines. In fact, in trying to fit the [C ii] data with the [N ii] model,
we obtained a worse χ2 (22.4, vs 20.9 for the best-fit [C ii]
model), and similarly for the [N ii] data and the [C ii] model
(15.0, vs 8.0 for the best fit [N ii] model). This implies that the
two emission lines have different spatial distributions, a point we
analyze in greater detail in Sect. 4.

3.3. Aperture fluxes

We first applied our model to the new continuum image from
band 7, which has a higher S/N and sharper angular resolu-
tion than the band 8 data used in S18. Using this modeling, we
updated the dust continuum half-light radius to 0.51 ± 0.07 kpc
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(major axis), which is consistent with the value obtained from
the band 8 data. This value was used to separate the emission
into two components: “center” and “outskirts”, decribed below.

Returning to the other images (line and continuum maps),
we summed the flux of every model (both for the best fit and
the 200 Monte Carlo simulations) in two circular annuli: from 0
to 0.5 kpc for the “central” annulus and from 0.5 to 3.5 kpc for
the “outskirts” annulus. We note that the central annulus actually
contains more than half (∼75%) of the continuum emission since
the model axis ratio is lower than one.

The obtained “central” and “outskirts” fluxes (for both lines
and continua) are the main measurements we use in the remain-
der of this analysis. The other parameters of the model, such as the
respective size and flux of both exponential components, are effec-
tively marginalized over and considered unimportant. Aperture
fluxes are typically simpler to constrain than other shape-related
model parameters because they tend to be less model-dependent.
For example, the flux inside our “central” aperture depends only
slightly on the adopted size for the central component; if the aper-
ture is larger or comparable in size, it then contains all the flux
from that component, no matter how that flux is distributed inter-
nally. Furthermore, the total flux in that aperture has a natural
upper bound from the data. To illustrate this, we can consider the
peak pixel of the image, which for [C ii], contains our aperture
in its entirety. Because of the convolution with the dirty beam,
this pixel contains flux from both inside and outside of our aper-
ture. Yet, even if the relative contribution of one versus the other
is uncertain, neither can exceed the observed peak flux.

In this light, it may seem an overly complex process to intro-
duce a rich two-component model in order to simply measure
two aperture fluxes. We stress that this model complexity is, in
fact, crucial to the assessment of the reliability of our measure-
ment. Indeed, the constraining power of our data (owing both
to S/N and angular resolution) is not sufficient to allow us to
determine the exact shape of the intensity profile at all radii.
Therefore, by exploring as wide a range of models as possible –
including numerous models that are barely distinguishable
among the ALMA images – we make sure our uncertainties on
the aperture fluxes encompass all credible scenarios permitted
by the data.

To test our method and the accuracy of our uncertainties,
we applied our full measurement procedure to simulated images
with injected sources, as described in Appendix D. We found
that our method can recover the total, central, and outskirts fluxes
in all our simulated images with no detectable systematic bias.
The estimated uncertainties from Monte Carlo simulations were
found to correctly capture the noise in our measurements, with,
at most, a 10% underestimation.

4. Results

4.1. Spatial distribution of the lines

In Fig. 4 (left panel), we show the surface brightness profile of
Hyde inferred from our two-component model for the dust con-
tinuum and the two emission lines, [C ii] and [N ii]. Although
the S/N of the [N ii] data is low, when combined with the
sharper angular resolution of the band 7 data it is nonetheless
sufficient to demonstrate that most of the emission is centrally-
concentrated, with a profile that is similar to that of the dust con-
tinuum. The [C ii] emission, however, appears more extended
(as is commonly found in the literature; see, e.g., Gullberg et al.
2018; Rybak et al. 2019; Tadaki et al. 2019). The intrinsic half-
light radii we obtained for the continuum, [C ii], and [N ii] are

(respectively) r1/2 = 0.51±0.07, 1.2±0.3, and 0.3+0.3
−0.1 kpc (along

the major axis). The lower error bar on the [N ii] size is limited
by the minimum source size in our model grid, 0.1 kpc; the data
are consistent with the [N ii] emission being point-like.

Martí-Vidal et al. (2012) quantify what we should be able to
measure in our data given the angular resolution and S/N: based
on their Eq. (7), our data should be able to distinguish, with
more than 95% reliability (2σ), between a point source and an
extended profile with a size of 0.30, 0.96, and 0.94 kpc, respec-
tively. The sizes of the continuum and [C ii] are both larger than
these values and are indeed “measured” (r/σr = 7 and 4, respec-
tively), and the size we report for [N ii] indeed has a 2σ upper
limit of 0.9 kpc. Our measurements are thus consistent with these
theoretical expectations.

To further confirm this difference in half-light radii with a
simpler, independent method, we used the simulated noise maps
described in the previous section and injected mock sources of
sizes matching the values above and convolved with the dirty
beam. For each mock source, we computed its observed radial
profile on the noisy image and located the radius at which the
emission falls below half of the peak. Comparing this simula-
tion to the values observed on the real images, we found that the
[C ii] emission is significantly (3.6σ) larger than the continuum,
and that [N ii] is significantly (2.4σ) smaller than [C ii], while
the difference between [N ii] and the continuum is only marginal
(1.2σ).

This confirms that the difference in size between the [C ii]
and [N ii] emission is not simply due to noise and implies
the presence of a strong gradient in the [C ii]/[N ii] ratio, with
inner regions having lower values of [C ii]/[N ii] and, therefore a
higher proportion of ionized gas.

To quantify the gradient in the line ratio, we now turn to the
measured fluxes. We list the measured values and their uncer-
tainties in Table 1 and provide, in Appendix E, the full observed
distributions in the Monte Carlo simulations, which we use to
determine and propagate uncertainties throughout this paper. We
found no significant flux in [N ii] beyond our fiducial 0.5 kpc
radius, and conversely, we found less than half of the [C ii] flux
is located inside this radius. This leads to a line ratio in the cen-
tral region of [C ii]center/[N ii]center = 4.8+2.4

−1.7 and a lower limit
on the line ratio in the outskirts of [C ii]outskirts/[N ii]outskirts > 15
(1σ limit).

4.2. Ionized gas distribution

Using the fluxes estimated in the previous section, we estimated
the fraction of [C ii] emission associated with ionized gas (or
“ionized gas fraction” for short), f[C ii],ion, following a method
similar to that of Díaz-Santos et al. (2017) and Lapham et al.
(2017):

f[C ii],ion =
[C ii]ion/[N ii]ion

[C ii]/[N ii]
· (1)

Here, we adopt a fixed [C ii]ion/[N ii]ion = 2.80 ± 0.18, which
is the mean value found by Lapham et al. (2017). In princi-
ple, this ratio has a weak dependence on the electron density,
which can be measured using the [N ii]122/[N ii]205 ratio, but
the [N ii]122 line is not observable for Hyde due to poor atmo-
spheric transmission at that redshifted wavelength. If Hyde turns
out to have an unusual electron density, based on the modeling of
Lapham et al. (2017), its [C ii]ion/[N ii]ion could only be higher,
up to [C ii]ion/[N ii]ion = 4, which would only increase the value
of f[C ii],ion we infer from the data.
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Table 1. Measured line fluxes from the image analysis, corresponding ionized gas fractions, and infrared luminosities.

I[C ii] I[N ii] [C ii]/[N ii] f[C ii],ion fIR,ISM log10(LIR/L�) log10(LIR,BC/L�) log10(L[C ii]/LFIR)
Flux origin Jy km s−1 Jy km s−1 (e) % % ( f )

Total (a) 1.73+0.13
−0.10 0.227+0.053

−0.046 9.8+2.6
−1.8 28+8

−6 60+8
−10 12.03+0.14

−0.14 11.52+0.17
−0.24

(g) −2.89+0.23
−0.26

Central (b) 0.69+0.25
−0.19 0.187+0.049

−0.039 4.8+2.4
−1.7 58+32

−20 84+12
−15 11.93+0.15

−0.16 11.12+0.30
−0.69 −3.17+0.26

−0.28

Outskirts (c) 1.04+0.25
−0.27 0.022+0.072

−0.022 60+inf
−46 5+14

−5 13+33
−13 11.39+0.13

−0.19 11.26+0.21
−0.21 −2.46+0.33

−0.29

Peak pixel (d) 1.24+0.07
−0.07 0.190+0.038

−0.038 8.6+2.4
−1.8 32+11

−9 64+12
−11 11.95+0.14

−0.14 11.37+0.17
−0.17 −2.96+0.22

−0.23

Notes. (a)Summed flux inside a 3.5 kpc radius. (b)Summed flux inside a 0.5 kpc radius. (c)Summed flux between 0.5 and 3.5 kpc radius. (d)Flux of
the peak pixels on the ALMA image (warning: because of the poorer resolution, this method measures flux on a larger scale for [C ii] than for
[N ii]). (e)Ratio of the [C ii] to [N ii] flux, with fluxes expressed in W m2. ( f )Total infrared luminosity (8−1000 µm), computed from the total LIR
estimated in Schreiber et al. (2018b) scaled by the fraction of [N ii] continuum flux in each region. (g)Computed as the sum of the central and
outskirts luminosities.
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Fig. 4. Left: modeled intrinsic surface brightness profiles of Hyde in the dust continuum (black, horizontal stripes), [C ii] (green, +45◦ stripes), and
[N ii] (red, −45◦ stripes). The dust continuum half-light radius is indicated with a vertical dotted black line. The PSF HWHM of the [C ii] (resp.
[N ii]) line map is indicated with vertical dot dashed (resp. dashed) green (resp. red) line. The hashed regions show the 1σ confidence intervals
obtained from the 200 mock noise realizations and are centered on the best-fit model. Right: ionized gas fraction ( f[C ii],ion) determined from the
[C ii]/[N ii] line ratio in different regions of Hyde (green circles; center, outskirts, and total), compared to other values reported in the literature.
For all galaxies, the ionized gas fraction was computed assuming a fixed [C ii]ion/[N ii]ion = 2.80 ± 0.18 (see text). We show literature values for
local ETGs (red circles) and KINGFISH galaxies (purple circles) from Lapham et al. (2017), local infrared luminous galaxies in GOALS (black
circles) from Zhao et al. (2016) and Díaz-Santos et al. (2017), and HERCULES from Rosenberg et al. (2015) and Kamenetzky et al. (2016), and
high-redshift SMGs from Pavesi et al. (2016). We also show the upper limit of Zhang et al. (2018), obtained by stacking high-redshift lensed
SMGs (downward-pointing orange triangle).

In Fig. 4 (right), we display the ionized gas fraction of Hyde
in the “central” and “outskirts” annuli (which, we recall, corre-
spond to inside and outside of the dust half-light radius, respec-
tively). We find a clear difference between the two regions.
The outskirts of the galaxy has a low f[C ii],ion of 0−19%,
which is typical of infrared-luminous local galaxies and dis-
tant SMGs (Pavesi et al. 2016; Díaz-Santos et al. 2017). Like-
wise, the L[C ii]/LFIR ratio in the outskirts, log10(L[C ii]/LFIR) =
−2.46+0.33

−0.29, is similar to that observed in other distant galaxies of
this luminosity (e.g., Capak et al. 2015). This suggests that the
majority of the [C ii] emission in the outskirts is associated with
cold star-forming gas.

On the other hand, the center of the galaxy has a high2 f[C ii],ion
of 38−90%, which has never been observed in a distant SMG and

2 As a sanity check, we also computed the f[C ii],ion using the peak fluxes
only; these peak fluxes are not model-dependent, but they will contain
flux from both inside and outside of our central aperture; we still found
a high f[C ii],ion of 23−43%, see Table 1.

is rarely observed in local infrared-luminous galaxies. Finding
such high f[C ii],ion is instead not uncommon in more normal or qui-
escent local galaxies, such as main-sequence galaxies and ETGs
(Lapham et al. 2017). It should be noted, however, that f[C ii],ion or
[C ii]/[N ii] values from the literature are typically only quoted
for galaxies as a whole and few studies prior to this one have
attempted to separate the emission from the center and outskirts
(see, e.g., Parkin et al. 2013 where a f[C ii],ion gradient was found
in M51). It is possible that higher f[C ii],ion values could also be
found in the center of some SMGs and other IR-luminous galax-
ies if they were observed with a sufficient angular resolution. This
would be an interesting avenue for future observations, particu-
larly as it could allow for the finding of Hyde-like analogs in the
local Universe, which would, in turn, provide invaluable insights
into the physical processes at play.

The log10(L[C ii]/LFIR) = −3.17+0.26
−0.28 in the center of Hyde

is also a factor of five lower than in the outskirts, which is
expected if the gas is predominantly ionized (Díaz-Santos et al.
2017). This supports the hypothesis that the majority of the [C ii]
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emitting gas in the galaxy center is ionized and not star-forming,
and, therefore, that an energy source other than ongoing star for-
mation is significantly contributing to the energy budget in the
center of the galaxy. If Hyde is indeed on the path to quenching,
this would strongly suggest an inside-out quenching channel.

We cannot determine with certainty the nature of this cen-
tral ionizing source with the available data, but we can propose
two likely candidates. First, the source could be a compact pop-
ulation of intermediate-age stars born in a recent past. Indeed,
Hyde is believed to contain about 4 × 1010 M∗ of stars within its
half-light radius (S18), and a Bruzual & Charlot (2003) single
stellar population of this mass should generate an [N ii]-ionizing
flux with total energy &108 L�, even at advanced ages of several
hundred million years, which is larger than the observed cen-
tral [N ii] luminosity, (6.5+1.7

−1.4)× 107 L�. However, hydrogen and
carbon are also expected to consume part of this ionizing flux.
Determining whether this is indeed a viable hypothesis would
require dedicated modeling, a measure of the gas metallicity, and
a better understanding of the geometry of the system, which are
all lacking at present.

Second, the ionizing source could be an active galac-
tic nucleus (AGN). Since none of the available data indicate
the presence of an AGN in this galaxy (LX < 1044 erg s−1;
Civano et al. 2016, L1.4 GHz < 1024 W Hz−1; Smolčić et al. 2017),
this may seem less likely, yet a weak or obscured AGN cannot
be ruled out. The presence of an AGN would make the inter-
pretation of the observed line ratios more difficult and could
invalidate some of the assumptions and finer calculations pre-
sented in the following section, which only account for stellar
ionization flux. Yet, the implication on the galaxy’s SFR esti-
mate would follow a similar path: if an AGN exists in the cen-
ter of this galaxy, with a luminosity large enough to affect the
continuum and line emission, it would necessarily contribute to
the observed LIR. This, in turn, would imply that SFR estimates
using LIR would be biased high. This would include our initial
estimate from S18, which already tentatively placed the galaxy
below the galaxy main sequence. If an AGN is indeed present,
and given the large amount of dust and the compactness of the
galaxy, the AGN radiation could be trapped (e.g., Costa et al.
2018) and could be coupled efficiently with the gas to suppress
star formation.

4.3. Revised star formation rate

We now use the characterization of the ionizing emission pre-
sented in the previous section to provide a refined estimate of
the galaxy’s SFR. We do so by estimating the infrared luminosity
produced in birth clouds by young stars and feed this luminosity
into our SED modeling as a prior.

The total infrared luminosity, LIR, is a very useful observable
in SED modeling, as it offers an independent constraint on the
obscured luminosity of a galaxy. This is particularly crucial for
constraining the SFR. However, like [C ii], the LIR can originate
from different regions in the galaxy. Here, we consider two main
contributors: birthclouds (BC), which are heated exclusively by
stars younger than 10 Myr (Charlot & Fall 2000) and the inter-
stellar medium (ISM), which is heated by the older stars (e.g.,
da Cunha et al. 2008). We label the corresponding infrared lumi-
nosities LIR,BC and LIR,ISM, respectively. LIR,BC is the quantity we
aim to estimate, as by definition it most directly traces the recent
SFR.

Next, we need to estimate the fraction of the infrared lumi-
nosity produced in the ISM, fIR,ISM = LIR,ISM/LIR. Intuitively, we
can expect this fraction to be closely related to f[C ii],ion, which we

computed earlier, since PDRs are co-located with birthclouds,
and since ionized gas is part of the ISM. Thus, in what follows,
we assume L[C ii],ion = L[C ii],ISM and L[C ii],PDR = L[C ii],BC.

With these assumptions, we can relate fIR,ISM = LIR,ISM/LIR
to f[C ii],ion, using the following relation:

1
fIR,ISM

− 1 =
LIR,BC

LIR,ISM
=

LIR,BC

L[C ii],BC

L[C ii],ISM

LIR,ISM

L[C ii],BC

L[C ii],ISM

=
([C ii]/IR)ISM

([C ii]/IR)BC

(
1

f[C ii],ion
− 1

)
= α

(
1

f[C ii],ion
− 1

)
· (2)

We can determine α empirically using a set of reference
galaxies for which we can estimate both f[C ii],ion and fIR,ISM.
Here we used the local infrared-luminous galaxies from GOALS
(Díaz-Santos et al. 2017), which have direct measurements of
[C ii] and [N ii] from Herschel and an average of f[C ii],ion =
12.6 ± 0.7%, similar to high-z SMGs. Based on the short gas
depletion times typically observed for starbursting galaxies (e.g.,
Béthermin et al. 2015), we assumed that the GOALS galaxies
were mostly formed in a brief burst lasting 50 to 200 Myr3.
We then used the Bruzual & Charlot (2003) stellar populations
and the uniform Calzetti et al. (2000) dust screen to compute
the expected fraction of their bolometric luminosity produced
by young stars for such star-formation histories, fbol,BC = 65 ±
5%. Young stars are defined as stars younger than 10 Myr, as
given above. Based on the strong attenuation in these galax-
ies (Howell et al. 2010), the bolometric luminosity is practically
equal to the infrared luminosity, and this latter fraction can thus
be identified as 1 − fIR,ISM for GOALS galaxies. Feeding these
estimates back to Eq. (2) gives log10(α) = −0.57± 0.10 (in other
words, the [C ii]/IR ratio is a factor of four times lower in the
ambient ISM than in birthclouds).

With the knowledge of fIR,ISM, which we can compute inde-
pendently in the center ( fIR,ISM = 69−96%) and outskirts
( fIR,ISM = 0−46%) of Hyde, we can estimate the summed
infrared luminosity produced in birth clouds for both regions:
log10(LIR,BC/L�) = 11.52 ± 0.20. We then ran FAST++4 v1.3 to
model the multi-wavelength photometry with the same setup as
in S18, but using LIR,BC as a prior on the obscured luminosity
of stars younger than 10 Myr. Briefly, in S18, we used a flexi-
ble model for the star-formation history, formulated as an expo-
nentially rising SFR followed by an exponential decline, with a
variable time of transition between the two phases and variable
exponential timescales.

The outcome is illustrated in Figs. 5 and 6. The stellar mass
was essentially unaffected, but the updated model produced an
SFR = 50+24

−18 M� yr−1 (averaged over the last 10 Myr), which is
non-zero. This leads to sSFR = 0.71+0.58

−0.34 Gyr−1. With a main-
sequence locus at sSFR = 2.8 Gyr−1 (Schreiber et al. 2017), this
places the galaxy a factor of 4.0 below the main sequence, with
a lower limit of >2.3 at 68% confidence (and just >1.3 at 90%
confidence).

The previous estimate of the SFR from S18, using instead
the total LIR as a constraint, only allowed us to obtain an upper
limit on the SFR (see Fig. 5). The new data, however, exclude

3 As shown in da Cunha et al. (2010), starbursting galaxies can also
contain a component of older stars, which would also contribute to the
IR emission. If true, this would increase our estimate of α from the
GOALS galaxies, which would in turn decrease the final value of LIR,BC
and SFR for Hyde. Our assumption is therefore conservative.
4 https://github.com/cschreib/fastpp
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the possibility that Hyde has fully quenched (SFR � SFRMS).
While the 90% upper limit on the SFR is actually unchanged
compared to our earlier estimates, we are finally able to constrain
both sides of the SFR probability distribution and, therefore,
we can give more credit to the maximum probability solution
and the standard 68% confidence interval. In this light, we can
claim that the SFR is now constrained to intermediate values
that are a factor of 2−10 lower than the main-sequence level.
Accounting for the observational uncertainty and the log-normal

main-sequence scatter, the probably of observing sSFR <
0.71 Gyr−1 when randomly drawing from the main-sequence dis-
tribution is 4%.

One issue limiting the strength of this conclusion is that
the location of the galaxy main sequence is not yet perfectly
determined at z ∼ 4. Here, we based our comparison on the
estimate from Schreiber et al. (2017) since it is also based on
ALMA-derived SFRs and with stellar masses derived in a sim-
ilar way; this mitigates the impact of systematic biases on both
M∗ and SFR estimations, and makes the relative SFR difference
between Hyde and the main sequence more robust. In fact, the
most robust comparison would be obtained by applying the exact
same method to determine the SFR for Hyde and for the main-
sequence galaxies. Unfortunately, this cannot be achieved until
high-quality [C ii] and [N ii] data are available for a represen-
tative sample of other normal galaxies. Nonetheless, even set-
ting aside all our SFR modeling, it remains true that Hyde has
a high overall [N ii]/[C ii] ratio compared to high-z SMGs, and
that it is “special” in a number of ways (high attenuation, com-
pact size, etc.). Based on this, we argue that most galaxies are not
like Hyde and, therefore, on average, the SFR of typical main-
sequence galaxies should be correct.

Nevertheless, we can quantify how much the above-cited
result depends on the estimated locus and scatter of the main-
sequence. If the main-sequence scatter is increased to 0.4 dex
(resp. 0.5 dex), we find that the probably P of observing
Hyde’s sSFR when drawing from the main-sequence distri-
bution increases to 9% (resp. 13%). This does not appear
to be supported by the observations, however, as other ref-
erences in the literature typically report a lower scatter. For
example, if the scatter is decreased to 0.25 dex (resp. 0.15 dex;
Speagle et al. 2014; Pearson et al. 2018), P drops to 2.5% (resp.
0.5%). Similarly, if the main-sequence mean sSFR is decreased
by 0.1 dex (Pearson et al. 2018), P increases to 8%. However,
most references in the literature using FIR, sub-mm, or radio-
based SFR estimates actually report a similar or higher mean
sSFR at z ∼ 4 and log10(M∗) ∼ 10.8; with a difference of
+0.1 dex (Speagle et al. 2014), +0.02 dex (Tomczak et al. 2016),
+0.03 dex (Bourne et al. 2017), +0.07 dex (Leslie et al. 2020).
Considering an increase of the main-sequence sSFR by 0.1 dex
would decrease P to 2.3%.

5. Our result in context

5.1. A possible transition to quiescence

The modeling in the previous section allowed us to obtain a
revised SFR estimate for Hyde, which confirms and refines the
earlier estimate from S18. This SFR, together with the esti-
mated large stellar mass, would place the galaxy evidently out-
side of the standard galaxy main-sequence and its scatter (e.g.,
Schreiber et al. 2017). This supports the hypothesis that the
galaxy does not belong to the main sequence and that it is instead
in transition to quiescence.

As in S18, we are still not able to determine the future of this
galaxy with certainty; although its SFR at the time of observation
does appear to be low, we cannot exclude that this only corre-
sponds to a temporary pause in its activity. At best, we can bring
forward two arguments which disfavor (but not disprove) this
possibility. Firstly, the galaxy is already among the most mas-
sive individual system known at high redshift and sits beyond
the knee of the stellar mass function. This implies that if its SFR
does increase in the future, it cannot do so for very long. Sec-
ondly, if high-redshift galaxies commonly experience large (but
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temporary) fluctuations in their SFR, this would be detectable
as an increase in the scatter of the galaxy-main sequence. This
does not appear to be the case – at least not at z ∼ 4 (e.g.,
Schreiber et al. 2017).

5.2. Additional evidence

As pointed out in our introduction, Hyde compiles an unusual
combination of observables as compared to other massive galax-
ies (or SMGs) at a similar epochs. We expand on these aspects in
the following, along with a discussion of what additional obser-
vations could help confirm or contradict our results.

One particularly unusual combination is that of a lower-
than-average dust temperature and a compact geometry. Hyde
is indeed unusually compact; in recent sub-millimeter surveys,
only 4 to 6% of SMGs turn out to have sizes as small as
Hyde (e.g., Ikarashi et al. 2017; Gullberg et al. 2019). For mas-
sive star-forming galaxies in general, compact sizes are typi-
cally observed in starburst galaxies located above the galaxy
main sequence (e.g., Elbaz et al. 2011). These galaxies also
tend to have a higher dust temperature (e.g., Elbaz et al. 2011;
Magnelli et al. 2014; Béthermin et al. 2015), which can be seen
as a natural consequence of their high luminosity and compact
geometry. Based on the very compact size of Hyde, we could
therefore have expected to see an enhanced dust temperature,
but the opposite is observed.

Indeed, when comparing to the average dust temperature of
massive z ∼ 4 galaxies from Schreiber et al. (2018c), Hyde dis-
plays a temperature about 10 K lower than average. Although
dust temperatures are notoriously difficult to measure (e.g., Casey
2012), in this case we can compare Hyde’s temperature to a ref-
erence which has been measured with the same method (SED fit-
ting and SED templates) and the same wavelength coverage (from
Herschel to ALMA band 7). This eliminates most of the system-
atics, and allows us to robustly quantity the relative difference.

In an attempt to understand these possibly conflicting obser-
vations, we can try to draw a comparison to other known galax-
ies. Here, we have selected the few known massive galaxies
at high-redshift with a similar dust temperature of ∼30 K, and
with a known spectroscopic redshift; the latter being required to
measure the dust temperature accurately. The two most famous
examples include GN20 (Daddi et al. 2009; Hodge et al. 2013;
Tan et al. 2014) and HDF850.1 (Walter et al. 2012). These two
galaxies have a half-light radius of 6−7 kpc, which is an order of
magnitude larger than Hyde. This may on its own explain their
lower-than-average dust temperature, although recent results
suggest this could also be caused by optically-thick dust, at
least for GN20 (Cortzen et al. 2020). To our knowledge, the
only other reported instance of a low dust temperature com-
bined with a compact geometry can be found in the interact-
ing pair SGP 38326 (Oteo et al. 2016); unfortunately this system
only has poor wavelength coverage, which renders the temper-
ature uncertain (Tdust = 33−55 K). Although comparably mas-
sive, these galaxies are also an order of magnitude brighter than
Hyde, hence, they would fit into the traditional picture of a star-
burst galaxy.

To date, therefore, the case of Hyde appears to be unique.
Its low dust temperature could correspond to a softer radia-
tion field (or, equivalently, to a low star-formation efficiency),
which would match the results in this paper. However, as for
GN20, it could also be caused by optically-thick dust. Disentan-
gling the two possibilities would require an alternative measure-
ment of the temperature (e.g., using the CO or [C i] line ratios;
Cortzen et al. 2020).

6. Conclusions

In this work, we obtain new ALMA observations toward the
Hyde galaxy to observe its [N ii]205 emission. We show that the
line emission is more concentrated in [N ii] than in [C ii], which
implies a gradient in the ionized gas fraction. We find the center
of the galaxy to be predominantly ionized, which suggests that
young stars in their birth-clouds are not the dominant ionization
source in the galaxy center, leaving the room for other sources,
such as intermediate-age-stars or an AGN. In contrast, the out-
skirts are dominated by neutral gas, which suggests the [C ii]
emission there is mostly associated with star-forming regions.
Using these new insights, we obtained an updated estimate of the
galaxy’s star formation rate, placing it securely below the galaxy
main sequence and, thus, possibly in transition to quiescence.

These results point toward an ongoing inside-out quench-
ing mechanism and show that this process may start before the
galaxy has fully expelled or consumed its gas reservoirs, as
demonstrated by the strong obscuration of this galaxy. This con-
firms the importance of studying the properties of this galaxy in
greater detail to better understand the process of quenching at
high redshifts.

Further observations of this system would enable a better
understanding of the state of the gas and of the mechanism
responsible for quenching, in particular, the question of whether
the galaxy hosts an AGN or not. New observations with ALMA
are already scheduled, including high-resolution imaging of the
dust continuum emission to establish the morphology and geom-
etry of the galaxy, as well as [C i] for measuring the cold gas
mass to study the interplay between the ionized and neutral gas
reservoirs. Otherwise, the James Webb Space Telescope (JWST)
could be used to look at the rest-frame optical lines, in partic-
ular Hα, to better constrain the SFR of the galaxy and obtain
an estimate of the gas-phase metallicity. Unfortunately, even
JWST may not have a sharp enough resolution to resolve the
optical emission line profiles, which would then require larger
telescopes, such as the European Extremely Large Telescope
(E-ELT). Finally, deep low-frequency radio observations, for
example with the LOw Frequency ARray (LOFAR), would
reveal even moderate AGN activity and thus determine the role
of AGNs in the high-redshift quenching process.

To go beyond the case study of this single object and deter-
mine the rate of occurrence of these features, similar obser-
vations of a sample of massive, obscured galaxies would be
required. As illustrated here, finding transitioning galaxies is not
an easy task, especially if most of them are strongly obscured
and would not be included in the H-band selected catalogs
produced from Hubble imaging. Samples of Spitzer-IRAC-
selected galaxies may be more adequate (see Caputi et al. 2015;
Wang et al. 2016, 2019), and in the near future, the JWST will
hopefully open this search to larger samples of fainter galaxies.
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Appendix A: Simulated noise maps

To estimate parameter uncertainties, the method we used in this
study is based on the repetition of our measurement on mock
images, created by duplicating the true image and adding differ-
ent realizations of noise to it. In this experiment, the observed
noisy image and our best-fit model become the “truth”, and we
can determine how far away our fitting procedure is from this
“truth” on each mock image. The strength of this method is that
it requires no assumption on the model, and no analytical calcu-
lations; the parameter probability distribution can be extracted
straight away by gathering the fits to all mock images. Further-
more, it automatically takes care of parameters that are strongly
correlated with one another, as well as correlated noise. The dif-
ficulty is that it strongly depends on the quality of the noise that
is injected on top of the “truth” image. For uncertainties to be
accurate, the noise needs to have the exact same amplitude and
covariance matrix as in the real data.

While in non-interferometric data sets the noise can usually
be assumed uncorrelated, this is not the case with our ALMA
data; the noise observed in the [C ii] line map and its auto-
correlation function (ACF), are shown in Fig. A.1 (left). We can
observe that the ACF has a structure very similar to the dirty
beam (see Fig. A.1, center) and we demonstrate in Appendix B
that this is indeed expected when the data is imaged with natural
weighting.

This makes it easy to reproduce noise with a similar covari-
ance. Indeed, if a uniform uncorrelated random noise is con-
volved with a two-dimensional kernel K, its ACF will be C =
K ⊗ K, or in the Fourier domain, Ĉ = K̂2 (where “hat” symbol-
izes the Fourier transform). If we set C = P, where P is the dirty
beam (see Appendix B), we have:

K̂ =
√

P̂. (A.1)

Since the Fourier transform introduces aliasing artifacts on the
edges of K, it is desirable to use a dirty beam image P that is sig-
nificantly larger than the final dimensions of the noise map. This
can be achieved by padding. To stabilize this further, and since
we are mostly interested in preserving the “core” of the covari-
ance, we smoothed out the transition to the edges of the image
by multiplying the dirty beam image with a broad Gaussian of
FWHM 4′′.

We used this empirical convolution kernel K to generate
new correlated noise realizations, shown in Fig. A.1 (right). The
resulting noise maps are visually similar to the real noise map,
and the core of the covariance is well reproduced. We note that
since the dirty beam side lobes in our data have a relatively low
amplitude, very similar results could have been achieved by sim-
ply using a Gaussian kernel of FWHM equal to half that of the
dirty beam.

Observed [CII] image

Observed [CII] covariance Dirty beam

Simulated [CII] noise

Simulated [CII] covariance

−2 −1 0 1 2
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Fig. A.1. Observed and simulated noise maps (top) and their respective auto-correlation functions (bottom). The real [C ii] map is displayed in
the top left corner, with the source masked in the center. For comparison, we also display the [C ii] dirty beam in the middle of the bottom panel.
All the images on each row are displayed with the same color bar. The auto-correlation functions were rescaled prior to display to a peak value of
unity. For easier comparison, we also show a circular average of the covariance in the central column of the first row, with the observed (black)
and simulated (green dashed) auto-correlation functions, and the dirty-beam profile (blue).
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Finally, to set the noise rms, we simply measured the rms on
the real image and on the simulated noise images, and rescaled
the simulated images to match the real observed rms. Because
our target is at the phase center, we did not correct for the pri-
mary beam attenuation in the real (or simulated) images, hence
the rms was constant across the entire image.

Appendix B: Auto-correlation function of
image-domain noise

For a generic interferometer, the observed dirty image is the
Fourier transform of the weighted and sampled sky visibility:

ID(x, y) ≡
∫

A(u, v) W(u, v) V(u, v)

× exp[−2π i (u x + v y)] du dv, (B.1)

where A is the visibility sampling of the interferometer (a sum of
delta functions), W is the imaging weight, and V is the complex
visibility. Without loss of generality and for simplicity of nota-
tion, we drop the time, frequency, and polarization dependence
in all quantities.

The dirty beam is the response to a point source, which has
constant visibilities in the Fourier domain:

P(x, y) ∝
∫

A(u, v) W(u, v) exp[−2π i (u x + v y)] du dv. (B.2)

If we define the inverse Fourier transform of the dirty image:

VD(u, v) ≡
∫

ID(x, y) exp[2π i (u x + v y)] du dv, (B.3)

= A(u, v) W(u, v) V(u, v), (B.4)

then by definition, the image auto-correlation function (ACF) is:

C(x, y) ≡
∫

VD(u, v) V̄D(u, v) exp[−2π i (u x + v y)] du dv, (B.5)

=

∫
A(u, v) W(u, v)2 V(u, v) V̄(u, v)

× exp[−2π i (u x + v y)] du dv, (B.6)

where we used A2 = A since it is a sum of delta functions.
To study the ACF of the noise, we now assume that the sky

contains no source and the visibilities are therefore only made
of noise of amplitude σ(u, v), which we assume is uncorrelated.
Thus, 〈V V̄〉 = σ2. If we now compute the expectation value of
the ACF, we get:

〈C(x, y)〉 =

∫
A(u, v) W(u, v)2 σ(u, v)2

× exp[−2π i (u x + v y)] du dv. (B.7)

In the case of natural weighting, the weights are chosen as
W ∝ 1/σ2. Injecting this into the above equation, we finally get:

〈C(x, y)〉 ∝
∫

A(u, v) W(u, v) exp[−2π i (u x + v y)] du dv, (B.8)

∝ P(x, y). (B.9)

Therefore, for images produced with natural weighting, the
expectation value of the noise ACF is the dirty beam.

In practice, the match is not perfect (see Fig. A.1) and this
can be explained by at least three possible causes: (a) we can
only measure the ACF on a finite-sized image, so our estimate

of the image ACF is noisy; (b) the σ that enters in the defini-
tion of W is only an estimate of the true visibility uncertainty;
and (c) the noise in the visibilities can itself be correlated. These
potential issues seem to have only a moderate impact however;
as demonstrated in Fig. A.1 (middle, top), in our data the core of
the ACF is extremely well reproduced by the dirty beam.

Appendix C: Likelihood for correlated Gaussian
noise

The general formulation of the likelihood for Gaussian corre-
lated noise is:

L ∝ exp
(
−
χ2

2

)
, with χ2 = (d − m)t Σ−1 (d − m), (C.1)

where d is a vector of observed data, m is a vector of model
data, and Σ is the data covariance matrix (symmetric and positive
definite). For our data (see Appendix B), we have:

Σi j = σ2 P(xi − x j, yi − y j), (C.2)

where σ is the image rms, (xi, yi) are the image coordinates of
pixel i, and P(δx, δy) is the value of the dirty beam at an offset
position (δx, δy) from the peak.

In practice, inverting Σ is numerically unstable. The best
way to evaluate it is to perform a singular value decomposi-
tion (SVD), such that Σ = UλU t, where U is a unitary matrix
(U−1 = U t) and λ is a diagonal matrix whose entries are the
singular values λi sorted by decreasing value. Then we have
Σ−1 = Uλ−1 U t. If we define L−1 = (1/

√
λ) U t, then Eq. (C.1)

can be rewritten in a simpler form:

χ2 = (d̃ − m̃)t (d̃ − m̃), (C.3)

where d̃ = L−1 d and m̃ = L−1 m. These can be seen as the “de-
correlated” observation and model vectors, respectively.

The SVD is not sufficient to make the computation of Σ−1 or
L−1 stable. In all cases, the matrix λ contains small entries that
cannot be inverted safely. A workaround is to truncate the matrix
(1/
√
λ) by setting to zero the inverse of those singular values that

are smaller than some chosen threshold. The resulting matrix
inverse is then a “pseudo-inverse” (i.e., an approximation of the
true inverse), but it is usually better behaved.

The method we adopted to choose the threshold is the follow-
ing. We defined the normalized singular values λ̄i = λi/λ0 ≤ 1,
and we created a logarithmic grid of 100 threshold values v rang-
ing from min(λ̄) to 0.1, such that all λ̄i < v were removed from
the inverse. For each value of v, we evaluated the correspond-
ing L−1, and used it to “de-correlate” one of our noise real-
ization from the simulations (this noisy image did not contain
any source). We computed the covariance matrix of the result-
ing image, normalized it to unit diagonal, and defined the metric
k as the sum the absolute value of entries with |xi − x j| ≤ 1 and
|yi−y j| ≤ 1. We then picked the value of vwhich minimized k, or
in other words, the value which produced an image with the low-
est noise covariance. Experiments showed that k is large when v
is too small, as the matrix inverse is unstable and the resulting
images are degraded. On the other hand, k is also large when v is
too large, as this leads to a poorer approximation of the inverse
which leaves more correlated noise.

We note that while Eq. (C.1) is formally the correct expres-
sion to compute the likelihood for our data, we obtained very
similar results when we used the simpler, standard expression
for uncorrelated noise, χ2 =

∑
i [(di − mi)/σ]2. This is because

we used Monte Carlo simulations to determine the confidence
intervals rather than relying on the shape of the likelihood.
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Appendix D: Input/output simulations

To test the accuracy of our profile-fitting method, we performed
an input/output analysis, where we placed sources of known
light profiles in simulated noise maps devoid of sources, and
tried to recover their profile with our method. The input sources
were modeled as two-component exponential disks, with a small
“core” component and an “extended” component, as is assumed
in our model. The size of the “core” component was chosen
randomly in the range, rcore = 0.1−0.5 kpc, and the size of
the extended component was chosen randomly in the range,
rextended = rcore + 0.2−2.2 kpc. The relative flux of these com-
ponents was chosen uniformly between 0% (all flux in extended
component) to 100% (all flux in core component). The axis ratio
was chosen randomly between 0.4 and 1.0, and the position
angle could take any value. Finally, the peak flux of each source
was matched to the observed peak flux in our real images. As for
our real data, we then computed the true fluxes inside and out-
side of a 0.5 kpc aperture to obtain the “central” and “outskirts”
fluxes. We note here that since the [N ii] image has a sharp angu-
lar resolution, the step of fixing the peak flux in the simulations
has a strong impact on the true flux in the central aperture, as can
be seen in Fig. D.1 where the range of Fcenter is limited. This is
less true for [C ii], where the coarser PSF means that the central
pixel can contain more flux from the extended component.

The mock sources were injected directly in the image
domain, by convolving the source’s known light profile with the
image dirty beam at ×9 oversampling. To test the accuracy of
this source injection method, we also used CASA to create simu-
lated visibilities for each mock source using simobserve (with-
out thermal noise) and produced corresponding dirty images
using cleanwith the same (oversampled) cell size. The resulting
mock images looked identical to those produced by convolution
with the dirty beam. To quantify this property, for each mock
source we computed the second moment (R2) of the images pro-
duced by the two methods (visibilities imaging, and image con-
volution). We found a maximum relative error on R2 of only
3×10−5, that is, close to numerical noise, with no dependence on
the size of the mock sources. This implies that injecting directly

in the image domain is an accurate source injection method,
which is also much faster than creating mock visibilities and
imaging them. We caution that this property only holds because
we work with dirty images; such images can be described as
a Fourier transform of an incomplete (u, v) plane, but cleaned
images cannot.

We repeated this procedure with 200 different mock sources,
and for each source we replicated the noise level, noise covari-
ance matrix, peak flux, and dirty beam of the [C ii], [N ii], and
continuum maps separately, to test the impact of the varying S/N
and angular resolutions encountered in this work. Our fitting pro-
cedure was then applied to each of these mock sources and the
recovered profiles were compared to the real ones. Since these
simulations are accurate mocks of the real images, they allow us
to reproduce exactly the measurements we perform in this paper,
so we can study any bias arising from our method.

The outcome of this analysis, illustrated in Fig. D.1 for [C ii]
and [N ii], shows that our modeling method recovers the total,
central, and outskirts fluxes with no detectable bias. The mea-
surements are noisy, particularly for the central flux, however the
observed scatter is correctly captured by the error bars, which
were estimated exactly the same way as for the real data. To
quantify this, for each observed quantity F shown in Fig. D.1,
we computed the normalized residual δF = (Fobs−Ftrue)/σobs,
where σobs is our estimated uncertainty. We then computed the
fraction of simulated points with |δF | < 1. If our uncertainties are
perfectly accurate, and if the noise on the quantity F is roughly
Gaussian, this fraction should be equal to 68%. Since we only
use 200 points to compute these fractions, the expected statisti-
cal error on this number is about 3%. We find fractions for [C ii]
(resp. [N ii]) of 67% (resp. 66%) for the total flux, 62% (resp.
61%) for the flux in the inner 0.5 kpc, and 61% (resp. 62%) for
the flux in the outskirts. These values are exactly in the expected
range for the total flux, but the fractions for the central and out-
skirts fluxes are slightly lower than 68%. For Gaussian noise,
this would imply that the uncertainties are under-estimated by at
most 10%; taking this small correction into account would not
affect our conclusions.
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Fig. D.1. Outcome of the input/output analysis of our fitting procedure, modeling sources of known profiles in mock images. The simulations
matching the [C ii] and [N ii] maps are shown at the top and bottom, respectively. From left to right: we show how our method recovers the total
flux, the flux inside the center, the flux in the outskirts, and the ratio of center-to-total (with “center” and “outskirts” as defined in the main text).
The red line is the line of perfect agreement.
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Appendix E: Parameter distributions in the Monte Carlo simulations
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Fig. E.1. Joint distribution of the fluxes, flux ratios, and ionized gas fraction in the Monte Carlo simulations executed for the real images. As is
customary, on the diagonal we show the histogram of each quantity; the y-axis for these plots is scaled automatically to include the maximum
counts in a bin. The green horizontal bars correspond the 16th and 84th percentiles, which we report as uncertainties, and the horizontal green bar
is the best-fit value.
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