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Abstract

Clinical decision support systems are assisting physicians in providing care to

patients. However, in the context of clinical pathway management such systems

are rather limited as they only take the current state of the patient into ac-

count and ignore the possible evolvement of that state in the future. In the past

decade, the availability of big data in the healthcare domain did open a new

era for clinical decision support. Machine learning technologies are now widely

used in the clinical domain, nevertheless, mostly as a tool for disease prediction.

A tool that not only predicts future states, but also enables adaptive clinical

pathway management based on these predictions is still in need. This paper

introduces weighted state transition logic, a logic to model state changes based

on actions planned in clinical pathways. Weighted state transition logic extends

linear logic by taking weights — numerical values indicating the quality of an

action or an entire clinical pathway — into account. It allows us to predict the

future states of a patient and it enables adaptive clinical pathway management

based on these predictions. We provide an implementation of weighted state

transition logic using semantic web technologies, which makes it easy to inte-

grate semantic data and rules as background knowledge. Executed by a semantic

reasoner, it is possible to generate a clinical pathway towards a target state, as

well as to detect potential conflicts in the future when multiple pathways are

coexisting. The transitions from the current state to the predicted future state

are traceable, which builds trust from human users on the generated pathway.
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1. Introduction

Clinical pathways are tools used to guide evidence-based healthcare to pro-

mote organised and efficient patient care [1, 2, 3]. They follow disease-specific

guidelines to coordinate a set of services to be executed by different stakehold-

ers, and aim to optimise outcomes in settings such as acute care and home care

[4]. A clinical pathway provides a set of treatments/actions that help a patient

to move from the current state to a target state that a disease is cured, or

controlled.

Clinical pathways are widely used in hospitals to translate clinical practice

guidelines into clinical processes of care within the unique environment of a

healthcare institution [5]. It was reported in 2003 that more than 80% of hospi-

tals in the USA had implemented clinical pathways [3]. In 2019, it was reported

that clinical pathways were used in most European countries, and there were in-

creasing activities in the development and implementation of clinical pathways

in some countries such as Belgium and Germany [5].

Today, clinical pathways are typically defined based on best practices by

multidisciplinary teams within one care organization, for a specific disease, and

for a typical patient profile [6, 7]. The pathways are finally shared on paper

or integrated into operational clinical IT systems and impose the actions to be

performed by caregivers and patients. Such pathways cannot span over multiple

organizations and are often considered too generic and inflexible for adaptation

to the characteristics or situations of an individual patient.

The care plan made by a traditional clinical pathway management tool is

mostly built with the current state and a disease to be tackled. It lacks a

global vision of the possible future state, which is a combined consequence of

several pathways. In a situation like comorbidity, there coexist several clinical

pathways to cope with different diseases. A planned action in one pathway
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would change the state of a patient in the future, and such a change is not

explicit to another pathway, which is only produced based on the current state.

In some situations, such a change of patient state might trigger a risk or alarm

for another pathway. While some of such conflicts can be detected by stating

certain actions as conflicts, e.g., contraindication, others are not obvious at the

planning stage, but only manifest themselves when the action is carried out

with visible consequences. One example of such a conflict is that a patient

is scheduled for an X-ray without contrast fluid on one day for a check-up of

disease A, and later is scheduled with an extra X-ray with contrast medium one

day earlier for a check-up of disease B. In such a case, the X-ray for disease A

cannot be taken anymore because of the contamination by the contrast medium

and will need to be postponed until the contrast is washed out from the body.

If a clinical decision support tool is able to foresee expected future states, such

a conflict would be detected before it actually takes place.

This paper introduces weighted state transition logic and an implementa-

tion of that logic based on semantic web technology. It allows us to explicitly

describe the expected state transitions of a planned clinical event in N3 logic

[8]. Executed by the semantic reasoning engine EYE [9], it is possible to gen-

erate clinical pathways towards a target state. In addition, it is able to predict

potential conflicts in the future when multiple pathways are coexisting, without

needing to actually execute those actions. Moreover, by assigning weights to

each step, it is possible to generate overall weights for each possible pathway

from the current state to a target state, and thereby to support informed path

selection.

The presented logic was developed and implemented in the GPS4IC (GPS

for Integrated Care) project [10] to generate adaptive personalized clinical path-

ways. By introducing services from home care providers, the system extends

its scope from hospital to ambient assisted home environments [11] to provide

integrated care [12].

The remainder of this paper discusses the concept of weighted state tran-

sition logic, followed by an implementation of that logic using semantic web
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technology. We explain the architecture of our implementation as it was ap-

plied in the GPS4IC project, and provide the link to an example scenario on

GitHub. Lessons learned regarding the application of weighted state transition

logic are given at the end of this paper.

2. Related work

The target of developing tools supporting adaptive clinical pathways to cope

with comorbidity and to provide personalized care has attracted several research

initiatives. They inspired the creation of the weighted state transition logic

presented in this paper.

Predesigned clinical pathways are often focused on one specific disease and

lack the support for the treatments of comorbidities and complications [12, 3,

13]. Huang et al. applied latent pattern mining to detect comorbidities in

clinical pathways, however, they did not provide solutions to adapt the clinical

pathways accordingly [13]. Colaert et al. [14, 15] introduced the term adaptive

clinical pathway, which goes beyond classical clinical pathway. It is about an

intelligent and federated workflow system using semantic technology, crossing

the episodic and local hospital boundaries to come to a life long and regional

healthcare system.

Sun et al. [16] built a virtual semantic layer on top of Electronic Health

Records (EHRs), to integrate healthcare data and to support different clini-

cal research. Zhang et al. [17] proposed a unified representation of healthcare

domain knowledge and patient data based on HL7 RIM and ontologies, and

developed a semantic healthcare knowledge base. Both works built the founda-

tion to represent and process healthcare data in a common way that allows the

application of semantic rules by a reasoning engine.

Alexandrou et al. [18] implemented the SEMPATH software platform, which

leverages the provision of highly personalized health care treatment by utiliz-

ing and managing clinical pathways. SEMPATH performs rule-based exception

detection with the semantic web rule language (SWRL) [19]. It performs dy-
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namic clinical pathway adaptation during the execution time of each pathway

to personalize the treatment scheme. Wang et al. [20] semantically processed

and aggregated EHRs with ontologies relevant for clinical pathways. They ap-

plied reasoning by rules in SWRL to adjust standardised clinical pathways to

meet different patients’ practical needs. Both works can cope with comorbidity

and provide personalized care with semantic rules. The limitation is that the

event-driven adaption is only triggered when the patient state changes. It is not

feasible in advance to predict and avoid a potential conflict that may pop up in

the future.

Using machine learning (ML) technology to construct predictive modelling

with EHRs is attracting much research interest in recent years. Rajkomar et

al. [21] build scalable and accurate deep learning with EHRs to predict a set of

clinical events. The limitation of applying ML technology in adaptive clinical

pathway management is that ML is mostly focused on predicting an upcoming

clinical event, and lacking the ability to make use of the predicted event for

adaptive clinical pathway management. In addition, issues such as explainability

and transparency of the machine learning models still need to be addressed [22].

Bradbrook et al. [23] investigated applying AI planning technology in clinical

practice guidelines, and suggested that techniques such as Planning Domain

Definition Language (PDDL) [24] and PROforma [25] may make a substantial

contribution to computerised care plan representation and execution. Alaboud

et al. [26] applied PDDL+ [27] in planning the daily routine of a patient in terms

of pain relief medications and activities such as eat and drive. These research

findings are important efforts in describing state transitions of the care-path

management. The limitation is that those technologies are still not sufficient to

describe the complex states in care-path management, or to cope with situations

such as interactions between medications and constraints on medication usage.

Verborgh et al. proposed a method (RESTdesc) [28, 29] to automatically

find a path to reach a specific goal by executing a set of steps sequentially.

RESTdesc is built with semantic web technology and describes the states as

well state transitions in N3 logic [8]. It inherits the expressive and reasoning
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power, as well as the openness in linking data. By stating the current states as

facts, the steps as rules, and the target state as a query, a semantic reasoning

engine is able to find a satisfactory path to lead from the current state to

the target state. There are still limitations that prevent the application of

RESTdesc in the clinical domain, which will be discussed in detail in the next

section. Weighted state transition logic as presented in this paper is inspired by

RESTdesc, and made several significant improvements to fit the requirements

of clinical pathway generation and adaption.

3. Modeling state transition in clinical domain

3.1. The requirements

A clinical pathway is one of the main tools to manage the delivery of quality

care. It is often following standardized guidelines and it consists of a sequence

of treatments/actions that helps a patient to move from the current state to a

target state that a disease is cured, or controlled. Although the starting state is

explicit as being the current state, the intermediate states are implicit because

each treatment/action would change the state of the patient who is receiving

it. Even if a treatment is only meant to keep the current state, it leads to a

new state that such a treatment is received. While a physician is designing

a clinical pathway, the consequence of each action is implicitly applied in the

mind of the physician. However, when dealing with comorbidity, where there are

multiple pathways that are dealing with different diseases, it is difficult and time

consuming for a physician to take into account the consequences of each action

that is planned by other physicians. Although some clinical decision support

tools are able to detect drug contraindications, it is extremely difficult to detect

conflicting events that are scheduled to be carried out in the future. Enabling

clinical decision support tools to make an analysis not only based on the current

facts, but also taking into account the influences of the existing pathways (i.e.

planned actions) becomes a requirement, as well as a challenge.
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In order to allow clinical decision support tools to take into account the

influences of the existing pathways, it is a prerequisite to make such influences

explicit. While the sequences to execute the actions are usually explicitly stated,

the consequences of these executions are often implicit. The consequence of an

action represents the expected future state, and the expected future state can

be propagated when more than one action is planned sequentially. By taking

into account the consequences of planned actions, the weighted state transition

logic presented in this paper is able to predict the future state that allows us to

perform tasks such as path generation and path validation. During the process of

path generation and path validation, the model continuously updates its present

state with the predicted future state. The process has the Markov property [30]:

the conditional probability distribution of future states of the process depends

only upon the present state, not on the sequence of events that preceded it. In

path validation, the path to be validated is already given. At each step, the

next action to execute is explicitly stated in the given path. In path generation,

the path generation engine may choose any action that is executable at each

step to move towards a new state. Such a process repeats until the target state

is reached, and it is considered a Markov decision process [31].

RESTdesc, as introduced in the related work, is also able to explicitly de-

scribe the consequence of an action as well as to generate a path towards a

target state. Yet it still has two major limitations. Firstly, the state transition

logic of RESTdesc only allows to assert new states and lacks support to retract

old states. In the application of the clinical domain, it requires a state transition

logic to retract statements that are no longer valid, e.g., the temperature or a

lab test of a patient. Secondly, the RESTdesc solution only generates one path

that leads to the target state, it does not display alternative paths. In the clini-

cal decision support system, it is a preferred feature to provide alternative paths

for path selection, ideally with overall weights (e.g., regarding cost, treatment

time, etc.) of each path explicitly stated.

The weighted state transition logic presented in this paper meets the afore-

mentioned challenges. We first introduce some existing logic to model state
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change, then followed by our weighted state transition logic.

3.2. Existing logic to model state change

There are different ways to model state change. In this section, we analyze

the limitations of some existing logic, and propose our weighted state transition

logic to model state change.

3.2.1. Classical and intuitionistic logic

Classical and intuitionistic logic [32] generates new states as follows:

If A and A ⇒ B, then B, but A still holds

In the intuitionistic implication, when the premise of an inference is fulfilled,

the conclusion is derived, and the premise still holds as stable truth. This

is correct in mathematics, but could be problematic in real-life, e.g., clinical

applications, for example:

• Let A be the fact that patient X has temperature 40 °C

• Let B be the fact that patient X has temperature 37 °C

• Let A⇒ B , be the action of taking pill Paracetamol, that is the temper-

ature drops from 40 °C (A) to 37 °C (B).

Then given A, following the intuitionistic implication A⇒B (i.e. patient X

has temperature 40 °C and takes pill Paracetamol), the consequence would be

both fact A and fact B. The patient is with temperature both 40 °C and 37 °C,

while in reality, only the latter is required and the former one is not needed any

more.

3.2.2. Linear logic

Linear Logic solves this problem by eliminating the previous state. In Linear

Logic [33, 34], the state change is expressed as below, the fact on the left side
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of the transition will be consumed, and does not hold any more:

If A and A ( B, then B, and A does not hold any more

Take the aforementioned example:

• Let A be the fact that patient X has temperature 40 °C

• Let B be the fact that patient X has temperature 37 °C

• Let A ( B be the action of taking pill Paracetamol, that is the temper-

ature drops from 40 °C (A) to 37 °C (B).

Then given A and A ( B (i.e. patient X has temperature 40 °C and takes

pill Paracetamol), following linear logic, the consequence would be only fact B.

The patient is with temperature 37 °C, and the fact that the patient is with

temperature 40 °C will be dropped.

However, if we modify the condition as follows:

• Let A be the fact that patient X has temperature 40 °C, and patient X

has no contraindication with Paracetamol.

• Let B be the fact that patient X has temperature 37 °C

• Let A ( B be the action of taking pill Paracetamol, that is the temper-

ature drops from 40 °C (A) to 37 °C (B).

Then given A and A ( B (i.e. patient X has temperature 40 °C and takes

pill Paracetamol), following linear logic, the consequence would be fact B. The

patient is with temperature 37 °C. The fact that the patient is with temperature

40 °C is dropped. However, the fact that the patient has no contraindication

with Paracetamol will be dropped as well. This is against the original purpose,

and missing this fact would prevent the drug Paracetamol being able to be

applied in the future.
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To cope with such situations, linear logic also allows to express stable truth

as the intuitionistic implication. (!A) ( B is equivalent to A⇒ B, it is there-

fore possible to introduce stable truth in linear logic with the expression below:

If A and (!A) ( B, then B, and A still holds

3.3. Weighted state transition logic

The state transition logic presented in this paper is largely inspired by linear

logic. It uses the linear implication to express the state change, and also relies

on intuitionistic implication to indicate stable truths. Below, we first give an

informal introduction to our theory to clarify the idea behind. After that we

complete our introduction by providing the corresponding definitions.

3.3.1. Informal introduction

Figure 1: Weighted state transition logic

We start our considerations with a schematic overview. Figure 1 shows the

concept of weighted state transition logic. ’From’ is representing the current

state that is to be retracted, and ’To’ is representing target state to be asserted.

The section of the condition is representing the prerequisite to be fulfilled to
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carry out the state transition. The ’Condition’ will not be retracted during the

state transition. Below is the simplified representation of the proposed weighted

state transition in terms of linear logic:

From⊗ (!Condition) ( To

The previous example of lowering body temperature can be expressed with

the weighted state transition logic as follows:

• Let ’From’ be the fact that patient X has temperature 40 °C

• Let ’To’ be the fact that patient X has temperature 37 °C

• Let ’Condition’ be the fact that patient X has no contraindication with

Paracetamol.

• Let From ⊗ (!Condition) ( To be the fact that with the condition of

patient X has no contraindication with Paracetamol, the action of taking

pill Paracetamol has consequence that the temperature drops from 40 °C

(A) to 37 °C (B).

It is important to emphasize that the condition section, patient X has no con-

traindication with Paracetamol, remains true after the state change. Moreover,

it is also possible to add more complex expression of constraints or calculate

the predicted values in the target state in the condition section. For example,

the target temperature could be expressed in a more generic way as 3 °C less

compared with the initial state, and the new value of ’3 °C less’ is calculated in

the condition section. It could also state that this is only true when patient x

has temperature more than 39.5 °C. An example of calculating target values is

given in Listing 1 of Section 4.1. We deem the ability of proposed weighted state

transition logic in expressing complex constraints and target state calculations

as the advantage over the traditional linear logic.

It is also important to point out that in our weighted state transition logic,

every fact only occurs once, while linear logic allows multiple occurrences of one
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fact. In addition, the weighted state transition logic presented in this paper

allows to generate personalized adaptive clinical workflows, with the features

listed in the subsections below.

3.3.2. Duration of state change

Temporal constraint management of clinical events is a crucial task in clinical

pathway management [35]. It is important to know the start time as well as the

duration of each step listed in a clinical pathway. Weighted state transition logic

introduces the concept of duration to indicate the required time to complete the

state transition, as is denoted by ∆ T in Figure 1. The use of a duration allows

to explicitly indicate the start and end time of a state change after the start time

for the whole path is set up. It is also important to clarify that the duration

is referring to the period of completing the state change, not the period of

completing the action. For example, if Paracetamol is taken to lower the body

temperature, the action of taking a pill is a point in time, but it takes two hours

to lower the temperature by 2-3 degree. The duration of such a state change is

then considered as two hours.

3.3.3. Transition state of state change

The weighted state transition logic is created to define and manage the

change of states. The ’From’ state is retracted, and the ’To’ state is asserted.

With the introduction of duration, the state change is no longer considered as

an instantaneous event, but a transition which has a duration. When it takes

two hours to lower the body temperature as described in the example case, it

becomes unclear on when to retract the old state and when to assert the new

state, as well as the state during the change. The concept of the transition

state is introduced to make an explicit description of the state during the state

transition period. At the start of the state change, the ’From’ state is retracted,

and the transition state is asserted. At the end state, the transition state is

retracted, and the ’To’ state is asserted. For example, once a pill of Paracetamol

is taken, the ’From’ state, that the patient is with 40 °C is retracted, and the
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transition state, that the patient has taken a pill of Paracetamol is asserted.

After a duration of two hours, the transition state is retracted, and the ’To’

state, that the patient is with 37 °C is asserted.

3.3.4. Weights of state change

Besides the required duration (∆ T) to complete a state transition, there are

also other parameters to weight a state transition, as well as an overall clinical

pathway that consists of a set of state transitions. We use the duration, cost,

comfort, and belief as weights to evaluate a state transition in the healthcare

domain:

• Duration - a positive number which indicates how long the execution of a

step takes.

• Cost - a positive number indicating how much the step costs in Euros.

• Comfort - a number between 0 and 1 indicating how comfortable the step

is for the patient, 1 being very comfortable, 0 being uncomfortable.

• Belief - a number between 0 and 1 indicating the probability that the step

actually leads to the expected result.

The overall weights of a path is calculated by combing the weights of each

action listed in the path. The overall weights of duration and cost are additive,

by summing up the duration and cost of each action respectively. The overall

weights of comfort and belief are multiplicative, by multiplying the comfort

and belief of each actions respectively. The user can put constraints on overall

weights of a target path during path generation, in order to limit the candidate

path.

3.4. Modeling the weighted state transition logic

As already indicated above, our theory is based on a fragment of linear logic

and extends the logic’s concepts by the possibility of adding weights to the

different transition rules.
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Syntax:

t ::= terms:
v variables
c constants

p predicates

w weights

f ::= basic formulas:
p(t,t) atomic formula
f⊗ f basic conjunction

e ::= existential formulas:
f simple formulas
∃v.f quantified formula

g ::= wtf formulas:
e existential formula
(!e) ( f implication
(e⊗ (!e)) (w f transition rule
∀v.g universal formula
g⊗ g conjunction

Table 1: Syntax of the wtf language L over V ∪ C ∪ P ∪W.

Given the disjoint countable sets V of variables, C of constants, and P of

predicates and the setW of weights, we define the language L of weighted state

transition logic in Table 1.

If we ignore the weights at the transition rule (i.e. we only consider (e ⊗

!e) ( f instead of (e⊗!e) (w f), the semantics of our logic is the same as for

general linear logic [33] with the only modification that the linear implication

(() removes all occurrences of the facts occurring in its antecedent (unless the

antecedent or part of the antecedent stays with the exponential !) and not just

one. The reason that we chose this modification is of practical nature: if in a

clinical set-up two sources provide the exact same fact, it is more likely that this

fact is a duplicate (the patient will for example only have one body temperature

at one point in time) than that we actually have to deal with two additive values
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(the body temperature will not be the sum of two measured values as a linear

implication would normally expect it).

Before we further discuss the meaning of the weights, we have a closer look

at the restrictions we impose on our rules and on the alignment of our formal

syntax with the concepts introduced earlier, especially with Figure 1.

Our logic supports facts (atomic formulas) and conjunctions1 of facts (atomic

conjunctions) just as they occur in first order logic. These facts can further-

more be quantified. Our logic furthermore allows two kinds of rules: classical

implications as we also find them in first order logic ((!e) ( f in linear logic

notation) and transition rules ((e ⊗ (!e)) (w f). The former kind of rules is

used in our applications to model background knowledge (for example that a

patient whose body temperature exceeds a certain limit has a fever), the latter

kind of rules are the transition descriptions informally introduced in Figure 1

above. Here, the consequence of the rule is used to indicate the To-state, the

first conjunct from the antecedent represents the From-state, the second con-

junct the condition which is still valid after the application of the rule (this is

indicated by the linear exponential !). The weights are written as an index of

the implication. Our formal syntax does not include action names since these

are not relevant from a logical perspective and are only present in our rules for

practical reasons (when showing a care path to a user it is easier to refer to

rules by names instead of listing the rules themselves).

Note, that both kinds of rules do not support existentially quantified con-

sequences. This has mainly practical reasons, as existential rules can heavily

impair the performance of reasoning [36].

As a last point we further explain the weights associated with each transition

rule. The weights w should be a vector of positive numbers with a fixed length

n, that is w ∈ Rn
≥0. In our implementation we use a vector of length 4, but this

number can be changed depending on the use case. However, it is important for

1Note that the linear conjunction ⊗ has the same meaning as the first order conjunction
∧.
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our logic that the length of our weights vector is fixed and that the weights are

stated for each transition rule. Just as in classical linear logic, the transition

rules can be applied to the set of facts and change the current state. Additionally

to these applications, we compose the overall weights of the resulting states. To

do that, we need to define a start value w0 ∈ Rn
≥0 and a transition function

t : Rn
≥0 ×Rn

≥0 → Rn
≥0 which can be used to determine the weight for each state

after the application of a transition rule. If we have the weight ws of a current

state s and we want to a apply a transition rule with the weight wt, we calculate

the weight of the resulting state as wt = t(ws, wt). The weight of a new state

always only depends on the weight of the previous state and the weight of the

transition rule. This property of our logic is very similar to the Markov property

[31].

In our concrete implementation as described above, the start value is defined

as w0 = (0, 0, 1, 1), corresponding to the weights of duration, cost, comfort and

belief defined in 3.3.4. Since the calculation of duration and cost is defined as

additive, and the calculation of belief and comfort is defined as multiplicative,

the transition function t is defined as

t((x1, x2, x3, x4), (y1, y2, y3, y4)) = (x1 + y1, x2 + y2, x3 · y3, x4 · y4)

For each transition rule application, we calculate the weight of the new state by

applying the function on the weight of the previous state and the weight of the

transition rule.

4. Implementation of weighted state transition logic - a semantic web

based approach

The weighted state transition logic presented in the previous section is im-

plemented with semantic representation as backward rules in N3 language. We

created an ontology named gps-schema 2 to enable a semantic representation of

2http://josd.github.io/eye/reasoning/gps/gps-schema
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state changes. The current state of a patient is represented with RDF graphs,

and the target to reach is represented as an N3 query. Background knowledge

is also introduced as RDF graphs or N3 rules. We use the semantic reasoning

engine EYE to execute a set of tasks such as path generation and path valida-

tion. To meet the special needs of those tasks, we created several plugins 3 and

rule sets for that reasoner. EYE is a generic N3 reasoner that is applicable in

a range of contexts. It can tackle any problem domain modelled in RDF (and

N3 for rules) [37, 38]. The reason that we choose EYE over OWL DL reasoners

such as Pellet [39] is because we need the expressive power of N3. The reason

that we choose EYE over other N3 reasoners such as cwm [40] is because EYE

outperforms Cwm is the task of service composition [28], which is crucial to the

speed of path generation.

4.1. Semantic description of state change

This section uses the neoadjuvant chemo-radiotherapy in the domain of colon

cancer as an example to introduce the semantic description of state change. The

introduction of background knowledge and target description also uses examples

from the colon cancer treatment. The detailed examples of treating colon cancer

can be found in our GitHub project [41].

Listing 1 shows the semantic description of a neoadjuvant chemo-radiotherapy

in the domain of colon cancer. In general, this description indicates that by

taking the action of neoadjuvant chemo-radiotherapy, the size of the tumor is

expected to shrink to 70% of its original size.

Line 9 indicates the specialized domain of the action, in this case, it is

care:Colon cancer. We use ’Map’ to indicate domain information of each specific

medical domain, mimicking a map that provides different paths. We use the

concept ’Map’ to separate different domain knowledge, so that domain experts

can focus on creating rules in their own expertise. The graph stated in the

From section (lines 11-12) indicates the state before the action is applied, it

3https://github.com/hongsun502/wstLogic/tree/master/engine
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Listing 1: Sample state change representation of colon cancer therapy

1 PREFIX math : <http ://www. w3 . org /2000/10/ swap/math#>
2 PREFIX xsd : <http ://www. w3 . org /2001/XMLSchema#>
3 PREFIX gps : <http :// jo sd . g ithub . i o / eye / reason ing /gps/gps−schema#>
4 PREFIX act i on : <http :// jo sd . g ithub . i o / eye / reason ing /gps/ ac t i on#>
5 PREFIX s c t : <http :// snomed . i n f o / id/>
6 PREFIX therapy : <http :// jo sd . g ithub . i o / eye / reason ing /gps/ therapy#>
7 PREFIX care : <http :// jo sd . g ithub . i o / eye / reason ing /gps/ care#>
8
9 { care : Colon cancer #Map

10 gps : d e s c r i p t i o n (
11 {? pa t i en t care : tumor s i z e ? s i z e .
12 ? pa t i en t care : m e t a s t a s i s r i s k ? r i s k .} #From
13 {? pa t i en t gps : therapy therapy : Neoadjuvant chemoradiotherapy .}
14 {? pa t i en t care : tumor s i z e ? new s i ze .
15 ? pa t i en t care : m e t a s t a s i s r i s k ? new r i sk .} #To
16 ac t i on : Neoadjuvant chemoradiotherapy #Action
17 ”P50D”ˆˆ xsd : dayTimeDuration #Duration
18 14147 #Cost
19 0 .9 #B e l i e f
20 0 .4 #Comfort
21 )} <=
22 {? pa t i en t care : d i a g n o s i s s c t : 363406005 . #Colon cancer
23 ? pa t i en t care : tnm t ? t v a l u e . #Tumor−Node−Metas tas i s
24 ? t v a l u e math : greaterThan 2 .
25 ? pa t i en t care : tumor s i z e ? s i z e .
26 (? s i z e 0 . 7 ) math : product ? new s i ze .
27 ? pa t i en t care : m e t a s t a s i s r i s k ? r i s k .
28 (? r i s k 0 . 5 ) math : product ? new r i sk . } . #Condit ion graph

will be retracted once the action is started. In this case, the current tumor

size and metastasis risk of the patient will then be retracted. Line 13 contains

the transition state. It indicates that during the state transition, the patient is

receiving neoadjuvant chemo-radiotherapy. The graph stated in the transition

section will be asserted when the action is started. It will be retracted when

the action of neoadjuvant chemo-radiotherapy is finished. Lines 14-15 indicate

the target state. When the state transition is finished, new values of tumor size

(?new size) and metastasis risk (?new risk) will be asserted. The new size and

new risk are reflecting the expectation of the treatment. In reality, the new size

and new risk might differ as the confidence of reaching the target is indicated

by the parameter belief.

Line 16 indicates the action to be taken in the state transition is neoadjuvant

chemo-radiotherapy. Lines 17-20 indicate the weights of the state transition.
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Duration indicates the action will take 50 days. Cost indicates the cost of the

action is 14147 Euros. It is believed 90% chance the target can be reached, and

the comfort level of this action is 40%. Both Belief and Comfort are initially

subjective values based on the inputs of physicians. Nevertheless, they can be

based on existing studies, as well as being updated following the outcome of

evaluating the actual outcome of the state transition.

Lines 22-28 form the section of Condition. Lines 22-24 indicate the premise

of carrying this action, that is a patient is diagnosed with colon cancer (line

22), and the tumor is reaching more than two layers of the colon (lines 23-24).

The new size of tumor is calculated in lines 25-26, it will be 70% of the original

size. The new risk of metastasis is calculated in lines 27-28, it will be 50% of

the original risk. The current calculations of the target values are simplified

for demonstration purpose. In clinical practice, the new metastasis risk can be

calculated based on the detailed status of a patient, even including factors such

as genetic variants or consulting external machine learning services.

4.2. Semantic description of background knowledge

Background knowledge, such as stating a drug conflict, or asserting a state-

ment of fever when the body temperature is above 38 degrees, are expressed

as N3 backward rules. Listing 2 shows a sample of semantic description of a

conflict between the drug Pramipexole and surgery of colon cancer.

Listing 2: Sample semantic description of a conflict

1 PREFIX gps : <http :// jo sd . g ithub . i o / eye / reason ing /gps/gps−schema#>

2 PREFIX med : <http :// jo sd . g ithub . i o / eye / reason ing /gps/ medicat ion#>

3 PREFIX surgery : <http :// jo sd . g ithub . i o / eye / reason ing /gps/ surgery#>

4

5 { ? pa t i en t gps : a l e r t

6 {medicat ion : Pramipexol gps : c o n f l i c t surgery : s u r g e r y c o l o n c a n c e r . } .

7 } <=

8 { ? pa t i en t gps : medicat ion med : Pramipexol .

9 ? pa t i en t gps : surgery surgery : s u r g e r y c o l o n c a n c e r . } .
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Figure 2: Path generation

4.3. Path generation

Once the state transitions and background knowledge of a relevant domain

are set up, it is possible to automatically generate a set of potential paths from

the current state of a patient towards a target state. Figure 2 shows the process

of path generation. The EYE reasoning engine takes the current state of the

patient, together with background knowledge and state transition descriptions

of the relevant domain as inputs of a reasoning process for path generation. The

expectations and constraints of a target path are expressed as the query of the

process. The path generation plugin 4 finds a set of possible paths that start

from the current state and end with the target states, with the stated constraints

in the query. The path search process is carried out as forward chaining.

4.3.1. Semantic description of a target

Listing 3 shows an example of the target description of a colon cancer ther-

apy. Lines 7-10 describe the target: the tumor size of the patient should be 0,

4https://github.com/hongsun502/wstLogic/tree/master/engine/gps-plugin.n3
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Listing 3: Sample target description of a colon cancer therapy

1 PREFIX math : <http ://www. w3 . org /2000/10/ swap/math#>
2 PREFIX xsd : <http ://www. w3 . org /2001/XMLSchema#>
3 PREFIX gps : <http :// jo sd . g ithub . i o / eye / reason ing /gps/gps−schema#>
4 PREFIX care : <http :// jo sd . g ithub . i o / eye / reason ing /gps/ care#>
5
6 {?SCOPE gps : f indpath (
7 { ? pa t i en t a care : Pat ient .
8 ? pa t i en t care : tumor s i z e 0 .
9 ? pa t i en t care : m e t a s t a s i s r i s k ? r i s k .

10 ? r i s k math : lessThan 0 .1 . }
11 ?PATH ?DURATION ?COST ?BELIEF ?COMFORT
12 (”P150D”ˆˆ xsd : dayTimeDuration 50000.0 0 .1 0 . 1 ) ) .
13 }=> {
14 ? pa t i en t gps : path (?PATH ?DURATION ?COST ?BELIEF ?COMFORT (? r i s k ) ) . }

and the metastasis risk should be lower than 10%. Line 11 defines the actions

of a path (?PATH), as well as the overall duration, cost, belief, and comfort to

be calculated for a path. Line 12 defines the constraints of a path, the maxi-

mum duration (150 days), maximum cost (50000 Euros), the minimum overall

belief (0.1), and the minimum overall comfort (0.1). Line 14 passes the gener-

ated paths to the output. It consists of the action sets, duration, cost, belief,

comfort, as well as the metastasis risk by the end of the path.

4.3.2. Sample paths

Figure 3: Sample paths

Figure 3 shows two sample paths generated in the path generation, corre-

sponding to the target stated in Listing 3. The column ’PATH’ indicates the

actions to be taken in the clinical pathway. The ’METASTASIS RISK’ indicates

the risk of metastasis. The rest of the columns are overall weights of a path. The

overall duration and cost are calculated by summing up the duration and cost

of each action listed in the path. The overall belief and comfort are calculated
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by multiplying the belief and comfort of each action. The path 0 first takes

neoadjuvant chemo-radiotherapy, followed by surgery of colon cancer. The path

1 first takes surgery of colon cancer, followed by adjuvant chemo-radiotherapy.

It can be observed that the first path has a shorter duration, lower cost and

better comfort.

4.4. Path validation

Figure 4: Path validation

Path validation checks whether executing a planned path would lead to the

defined goal following the update of a patient state. Figure 4 shows that a path

is generated at T0, with the known patient state at T0. After the first planned

action is carried out, the patient state is updated at T1. Path validation is

executed at T1 to check if the target state can still be reached.

The path validation takes the up to date patient state and performs the state

transitions of the planned path sequentially till the end of the path. By applying

the state transitions, it predicts the future state and checks whether the goal can

be fulfilled or not. In the example given in Figure 4, the path validation process

takes the updated state (at T1), and applies the state transition of action a2

to generate a predicted state, and check if the predicted state fulfils the target

state. In case a target state is predicted as no longer reachable, the responsible

physician will get notified before action a2 actually takes place.

4.5. Conflict detection

Conflict detection checks if a new path brings any conflict with existing

paths. Figure 5 shows that at T1, a new path is generated. The original

sequence of the existing path is (a1,a2,a3). With the extension of the new
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path, the sequence of the aggregated path would be (a1,a2,b1,a3,b2). Similar

to the path validation, conflict detection performs the state transitions of the

aggregated path sequentially to predict the future states and search for conflicts.

It checks two types of conflicts: firstly, it checks if there are any explicit conflicts

between different operations, e.g., the conflict stated in Listing 2.

Figure 5: Conflict detection

Secondly, it checks implicit conflicts. Both existing path and new path are

predicted to be able to reach their targets when they are executed respectively.

There is no guarantee that the goals can still be reached with the interference

from the other path. Implicit conflict detection checks if both the existing

target and the new target can still be reached by applying the aggregated path

sequentially.

Both path validation and conflict detection aim to predict if there is a poten-

tial failure of a clinical pathway in the future, based on the future states build on

state transitions. It allows the early intervention of the clinical pathway before

irreversible actions takes place.

5. GPS for integrated care with weighted state transition logic

The methods introduced in the previous section were implemented in the

GPS4IC (GPS4IntegratedCare) project [10]. The GPS4IC project aims to de-

velop a platform which allows the automatic generation of dynamic and person-

alized clinical pathways. A smart workflow engine was developed in this project

which is able to dynamically generate personalized clinical pathways based on
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weighted state transition logic. The engine is also able to aggregate different

clinical pathways, detect conflicts, and validate ongoing pathways.

5.1. Architecture

Figure 6: Solution architecture of GPS4IC project

Figure 6 shows the solution architecture of the GPS4IC project. The GPS4IC

platform consists of the GPS4IC agent and the GPS4IC data hub.

The GPS4IC data hub provides relevant data to the GPS4IC agent. The

data hub retrieves live data from different sources to reflect the latest state (of

a patient). We use the semantic data virtualization approach [16] to build the

data hub for the following benefits:

• The data is still kept in their original repositories, which is crucial in

clinical applications where security and privacy are important.

• The data is semantically processed, so that it can be used together with

the state change descriptions by the semantic reasoning engine.

Besides providing data to reflect the state, the data hub also provides rele-

vant knowledge including:

• State transition descriptions, which are fundamental elements to process

a clinical pathway.
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• Clinical knowledge, e.g., statements of contraindications or hierarchical

relationships with clinical concepts, which are used to infer further knowl-

edge or detect conflicting situations.

The GPS4IC agent communicates with the service requester to specify goals,

and confirms the path to take. It retrieves data from the GPS4IC data hub to

run the path generation, and it communicates the requested action to the care

provider. The GPS4IC agent is able to accomplish the use cases listed in the

following section. Once a care provider finishes a task, the relevant update is

made in corresponding local systems, and is reflected back to the GPS4IC agent

through the data hub. For example, if a temperature measurement is made

by a nurse, the value of the temperature will be entered into the EHR system,

and when the GPS4IC agent requests the latest temperature, the data hub will

provide this newly entered value.

There are different types of care providers involved in providing care to

the care receiver. Their interactions with the GPS4IC agent are therefore also

different. For the executioners of a planned action, such as the nurse or the

surgeon, they could get a notification from the GPS4IC agent when a planned

action is to be executed. A treating physician whom is responsible for the care-

path of a patient interacts with the GPS4IC agent more frequent. First, when

a new path is needed, the GPS4IC agent returns a set of candidate paths to the

treating physician to choose from. Secondly, when the treating physician selects

one path, the GPS4IC agent checks if there are any conflicts with any of the

existing paths, and returns the outcome to the treating physician. Lastly, when

the state of a patient is updated, the GPS4IC agent checks if all the existing

paths can still reach their targets. If any of the existing paths fails to reach

its target after the state update, the corresponding treating physician will get

informed by the GPS4IC agent.

5.2. Scenario - Pathway management of Parkinson and Colon Cancer

The scenario of managing personalized clinical pathways for a patient with

comorbidity of colon cancer and Parkinson’s disease has been implemented in
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the GPS4IC project. The scenario represents a simplified use case of chemother-

apy and surgery treatment of colon cancer, in combination with the comorbidity

of Parkinson’s disease. The sequence of applying chemotherapy and performing

surgery in colon cancer treatment is influenced by whether the colon is blocked

by the tumor, such a constraint is expressed explicitly in the condition section of

the state change description. The sequence in colon cancer treatment, in com-

bination with the TNM (tumor-node-metastasis) status, largely influences the

five year survival rate and post surgery relapse risk of colon cancer treatment.

Those influences are expressed as background knowledge with a set of N3 rules.

Similarly, the calculation of Unified Parkinson’s Disease Rating Scale (UPDRS)

in Parkinson’s treatment is also expressed as N3 rules. In this scenario, the

patient first starts a path in treating the Parkinson’s disease, and a new path

to treat colon cancer is added later. Several paths are generated as candidates

for colon cancer treatment, the optimal path starts with chemotherapy, and

followed by a surgery. Our system detects a conflict between the medication

Pramipexole, which is used for Parkinsons disease treatment, and the surgery

of colon cancer. Such a conflict does not exist at the moment when the path for

colon cancer treatment is generated, but will occur when the treatment of colon

cancer proceeds to the stage of surgery. Detecting such a conflict in the future

allows to choose an alternative path before irreversible consequences happen.

The scenario is first described by two medical doctors in the GPS4IC project,

then reviewed by the clinical advisory board of the project, and finally imple-

mented with the weighted state transition logic. It is published as an open

source project on GitHub [41]. The corresponding data and domain knowledge,

represented with N3 language, are enclosed in the GitHub project. Source code

of the path generation, path validation, and conflict detection engines are also

provided. The scenario of path generation and validation of each disease, and

conflict detection between two paths are also constructed with visualizations

5. The scenario demonstrates the weighted state transition logic presented in

5https://github.com/hongsun502/wstLogic/tree/master/notebook
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this paper is capable of taking into account the constraints of clinical proce-

dures to generate a personalized care-path. It also shows the potential of such

an approach to integrate with existing clinical knowledge with semantic web

technology.

5.3. Performance measurement

The weighted state transition logic presented in this paper is designed to

carry the tasks of path generation, path validation, and conflict detection. Path

validation checks whether a given path can reach the target state by sequentially

applying the state changes according to the actions listed in the path. The

complexity of such calculations is linear to the number of actions listed in the

path. The conflict detection first merges the actions listed in different care-

paths into an aggregated path, and then checks whether there is any conflict,

as well as whether the aggregated path can still lead to each of the targeted

states of the original paths. The complexity of such calculations is also linear

to the number of actions listed in the aggregated path. The path validation

and conflict detection performed in the scenario are both executed in less than

10 ms where 2 diseases and 3 actions are listed in the aggregated path. Since

the complexity is linear, it is expected that the weighted state transition logic is

capable to execute path validation and conflict detection for complex situations,

such as 5 comorbidities with each 6 actions, in around 100 ms.

The process of path generation requires more complex computation to ex-

plore different possible paths that lead from the current state to the target state.

Nevertheless, since the care-path is generated for each disease independently and

aggregated afterwards, the impact of generating care-paths for multiple diseases

is therefore still linear. The complexity of path generation is largely influenced

by the number of state change descriptions (of candidate actions). As introduced

in section 4.1, we use ’Map’ to group state change descriptions in each specific

medical domain, which largely reduce the number of potential state changes

in path generation. A benchmark is made to measure the performance of path

generation with a different numbers of candidate actions. We automatically gen-
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erate a set of state change descriptions with ’From’ and ’To’ both randomly as-

signed as one of 10 candidate states. We apply path generation to query possible

paths from the initial state to a target state. Details of the benchmark design are

available at: https://github.com/hongsun502/wstLogic/tree/master/benchmark.

Table 2: Benchmark of path generation (average times of 10 runs)

number of candidate actions number of paths inference time (ms)

10 0 0.3
100 1 3
1000 15 411
10000 29 42003

The benchmark is executed on a laptop with a CPU of AMD Ryzen 5 3550H

processor @ 2.1 GHz, and the results are summarized in Table 2. Although the

performance of path generation is nonlinear, we consider in a real-world appli-

cation the candidate actions in a disease domain are limited and the weighted

state change logic is capable of generating paths in a timely manner. The path

generation for the colon cancer and Parkinson disease in the scenario presented

in Section 5.2 are both within 10 ms range. In addition, when the performance

is jeopardized with too many possible paths, it is possible to limit the number

of possible paths by adjusting the path limit constraint and thus improve the

path generation speed.

5.4. Lessons learned

During the GPS4IC project, several workshops were held in different hospi-

tals to demonstrate the use cases to physicians and nurses for feedback. In order

to cope with comorbidity, we allow the users of our system to choose different

care plans per disease, and validate if there are conflicts between different path-

ways when a new pathway is added or the patient state is updated. Initially,

we planned in the project to automatically compose joint care plans for all dis-

eases of a patient by stating a combined target to cope with multiple diseases.

However, the user studies of the project showed that physicians deciding over

a care plan prefer to only take responsibility for the diseases falling under their
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expertise. It was therefore decided that for each disease an independent care

plan will be generated. This decision made it necessary to check different care

plans for compatibility after a new clinical pathway is planned. If two care plans

are compatible, they can be executed in parallel. If plans are not compatible,

the persons responsible for the care plans can contact each other to come to

a common agreement. Instead of frequently holding joint meetings to discuss

treatment of comorbity in the current practice, our implementation can ease the

communication between doctors and make them aware of each other’s plans.

During the demonstrations in hospitals, it turned out that nurses are more fo-

cused on operational details, e.g., making an appointment for a planned surgery,

while the physicians would like to avoid those operational details and focus on

abstracted workflows. They found the inference based on background knowledge

useful, and they also consider such a tool beneficial to bring the whole picture

of ongoing clinical pathways to general practitioners.

It also demonstrated that there is a different acceptance level of such a tool

in different disease domains. Neurologists found it is seldom that the conse-

quence of a treatment can be explicitly stated as state change described in this

paper. Radiologists share the concern of the difficulty in defining state change

descriptions. However, they tend to be more tolerant to consider manually

created state change descriptions, and let the description evolve following the

feedback received on this system is a feasible approach. We therefore consider

that the application of this tool should be limited to domains where explicitly

state change descriptions are possible.

5.5. Limitations

We implemented the scenario of pathway management with weighted state

transition logic on a simplified clinical use case, and the approach is ready to be

validated in real world clinical settings. However, such a real world validation

is not yet done in the GPS4IC project yet. The main challenge is to extend the

state change descriptions to include more actions in relevant domains. Never-

theless, following the lessons learned from the GPS4IC project, it is feasible to
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create the relevant state change descriptions.

The process of path generation is a Markov decision process that at each

step, the path generation engine may take any of the executable actions, which

leads to non-linear behaviour. We solved this issue by introducing the concept of

’Map’ to limit the search scope in the path generation process. We also limit the

executable actions by imposing more strict constraints in the condition section.

By specifying more strict limit constraints on the overall weights in the target

also helps to reduce the search space and speed up the path generation process.

Lastly, by preselecting state change descriptions that are relevant to the target

with goal based backward reasoning, we can largely reduce the amount of state

change descriptions in path generation and therefore improve the speed.

6. Conclusion

This paper introduced the weighted state transition logic and its applica-

tion in predicting future states for adaptive clinical pathway management. The

traditional clinical pathways suffer from either lacking the flexibility to adapt,

or lacking a pathway relying on the outcome of each step. Along with the in-

creased population of elderly people, the number of patients with comorbidity

will also increase dramatically. Traditional clinical pathways are invented to

provide generalized guidelines to a specific disease, but they are not designed

to provide personalized care that copes with comorbidity. Applying the state

change concept of weighted state transition logic into the clinical domain, it

allows us to model the consequences of each step in a clinical pathway, which

eventually allows us to predict the future state in defining a care plan. This

predicted future state is not based on a single clinical pathway, but takes into

account the consequences of the planned steps on all the existing pathways.

Building the system on top of a semantic web language (N3) also allows easy

integration of existing knowledge and enables the generation of the personalized

clinical pathway.

The proposed approach is implemented in the GPS4IC project. The plat-
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form built in the project is able to generate a personalized clinical pathway,

detect conflicts that are predicted to happen in the future, and validate ongoing

clinical pathways. Future work will focus on improving the system following the

outcomes learned from the GPS4IC project, i.e., to investigate better ways of

creating state change descriptions, as well as fine-tuning the state change de-

scriptions following the feedback received when the system is under operation.
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