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Abstract 

Lateralization is a critical characteristic of language production and also plays a role in visual word 

recognition. However, the neural mechanisms underlying the interactions between visual input and 

spoken word representations are still unclear. We investigated the contribution of sub-lexical 

phonological information in visual word processing by exploiting the fact that Chinese characters 

can contain phonetic radicals in either the left or right half of the character. FMRI data were 

collected while 39 Chinese participants read words in search for target color words. On the basis 

of whole-brain analysis and three laterality analyses of regions of interest, we argue that visual 

information from centrally presented Chinese characters is split in the fovea and projected to the 

contralateral visual cortex, from which phonological information can be extracted rapidly if the 

character contains a phonetic radical. Extra activation, suggestive of more effortful processing, is 

observed when the phonetic radical is situated in the left half of the character and therefore initially 

sent to the visual cortex in the right hemisphere that is less specialized for language processing. 

Our results are in line with the proposal that phonological information helps written word 

processing by means of top-down feedback.  
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1. Introduction 

1.1. The network of word reading 

There is large agreement about the cortical circuits involved in word reading (see Fig. 1 for an 

overview, based on Dehaene, 2009). Like all visual input, written words first activate the primary 

visual cortex at the back of the brain. The incoming signal is further processed in higher-level areas 

of the visual cortex and proceeds anteriorly towards the temporal cortex, where one region 

responds particularly strongly to written verbal input. This ventral occipito-temporal (vOT) region 

has been called the Visual Word Form Area (VWFA; Cohen et al., 2002) and supports strong 

interactive connections with the brain areas involved in spoken word recognition and speech 

production, situated in temporal, parietal and frontal cortex (Fig. 1; see also Cai et al., 2008; Cai 

et al., 2010; Van der Haegen et al., 2012). 

 

 

Fig. 1 Brain regions involved in word reading and their functions. Green regions are thought 

to be involved in access to meaning; orange regions to the interactions between a word’s 

orthography and phonology. Source: Dehaene (2009). 
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Two main routes connect the VWFA to the language-related brain areas (Carreiras et al., 2014; 

Taylor et al., 2013; Wandell & Le, 2017). The first route proceeds ventrally into the middle and 

anterior temporal cortex and subsequently, the inferior frontal cortex. This “ventral stream” is 

mainly involved in the activation of word meaning and whole-word phonology (the spoken word 

representation). The second route proceeds dorsally and connects the VWFA with the angular 

gyrus and the supramarginal gyrus in parietal cortex, after which it also reaches the inferior frontal 

cortex. This route is called the dorsal route and is thought to predominantly mediate the sub-lexical 

interaction between written letters and spoken sounds. Because all connections are bidirectional, 

the two routes are thought to interact closely and to underlie visual word recognition together. 

Price and Devlin (2011) argued that the VWFA integrates the bottom-up visual input with top-

down predictions generated from prior experience. As a source of top-down feedback, in particular 

the left inferior frontal gyrus (IFG) has been shown to modulate activity in the visual word form 

area in the early stages of visual word recognition (Woodhead et al., 2014). 

In addition to the cortical areas traditionally investigated in visual word recognition research 

(summarized in Fig. 1), there is evidence for the involvement of the cerebellum (Alvarez & Fiez, 

2018), subcortical structures (Cocquyt et al., 2019) and the insula (Borowsky et al., 2006) in word 

reading. For instance, Alvarez and Fiez (2018) reported connectivity of the cerebellum to both the 

dorsal and the ventral pathway. They argued that this is because the cerebellum supports the 

development of fluent visual word recognition. Given that these regions were not a focus of our 

research, we will not discuss them further, although it may be good to keep them in mind for future 

research. 

1.2. Lateralization of the word reading network 
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The network shown in Fig. 1 could be present in the left as well as in the right hemisphere of the 

brain. However, in the vast majority of people, the reading network is largely confined to the left 

hemisphere. Cai et al. (2008) argued that this is because speech production requires a single control 

center in the inferior frontal cortex. The many interactions between this region and the other 

language-related regions do not allow for multiple cross-hemispheric information exchanges 

because of the time costs involved (see also Brysbaert, 2004). As a result, the reading network 

largely lateralizes to the speech controlling hemisphere. 

Lateralization requires transfer of information from the right hemisphere to the left hemisphere in 

visual word recognition, as the word part to the left of the fixation position is initially sent to the 

occipital cortex in the right hemisphere (Ellis & Brysbaert, 2010; Van der Haegen et al., 2013). 

There are indications that part of the transfer already occurs before information reaches the visual 

word form area (Barca et al., 2011; Chu & Meltzer, 2019; Selpien et al., 2015; Strother et al., 2016, 

2017). In particular, Strother and colleagues presented evidence for an occipital word form area, 

in which considerably more transfer occurs from the right hemisphere to the left hemisphere than 

vice versa. The occipital word form area is situated in the inferior occipital cortex (Talairach 

coordinates x = −39, y = −80, z = −10), posterior to the visual word form area (Talairach 

coordinates x = −40, y = −59, z = −10). A similar distinction between the middle and posterior 

occipito-temporal sulcus was made by Lerma-Usabiaga, Carreiras, and Paz-Alonso (2018), 

although their posterior part was slightly more anterior (y = -71.5).  Stevens et al. (2017) presented 

evidence that the occipital word form area may already have functional connectivity with the other 

language areas shown in Fig 1. Also in patients with pure alexia, there is evidence that the 

connections between the left occipital cortex and left vOT and IFG can be strengthened by reading 

training (Woodhead et al., 2013; Kerry et al., 2019). 
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1.3. The brain circuit for Chinese word recognition 

The findings discussed so far were based on alphabetic languages (mainly English), in which 

words are written as sequences of letters referring to the sounds of the spoken word. This is 

different from the logographic Chinese script, where graphic forms (characters) map onto 

meanings (morphemes) rather than sounds. For instance, the written word给 (give) is pronounced 

as GEI in Mandarin, but as KAP in Cantonese. In addition, Chinese characters are formed with 

strokes in a square rather than in the linear structure of alphabetic words, and the visual complexity 

depends on the number of strokes in the character. 

Because there are few sub-word relations between written symbols and pronunciation in Chinese 

(for an exception, see below), it has been suggested that the dorsal route is used differently in 

logographic word recognition than in alphabetic word recognition. For instance, Kawabata Duncan 

et al. (2014) argued that the dorsal route contributes less to the recognition of logographic Kanji 

words in Japanese than to the recognition of alphabetic Hiragana words. Alternatively, Tan et al. 

(2005) argued that the dorsal route for Chinese word reading is based on whole-word phonology 

(which requires the written word to be recognized before the phonology can be activated; so-called 

addressed phonology). This involves the middle frontal gyrus together with a phonological short-

term memory store in the inferior parietal cortex to keep the representation activated for a short 

period of time (Fig. 2). In contrast, alphabetic languages would make more use of letter-sound 

correspondences (assembled phonology), which involve the inferior frontal gyrus and a region 

consisting of the supramarginal gyrus in the ventral part of the inferior parietal cortex and the upper 

back part of the temporal gyrus. This conclusion, however, was questioned by R. Zhao, et al. 

(2017), who argued that the difference depends more on stimulus/task differences than language 

differences. 
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Fig. 2  Different regions assumed in the dorsal route for phonological processing of Chinese 

characters (a) and alphabetic words (b). Chinese word reading would mainly involve the 

activation of whole-word phonology (addressed phonology) in the middle frontal gyrus and 

short-term storage of the phonology in the inferior parietal cortex. In contrast, alphabetic 

word recognition would rely more on letter-to-sound correspondences (assembled phonology) 

involving the inferior frontal gyrus and a region involving the supramarginal gyrus in the 

ventral part of the inferior parietal cortex and the upper back part of the temporal gyrus. 

Both routes connect to the visual word form area where feedback from phonology to 

orthography helps in visual word recognition. Source: Tan et al. (2005) 

Another difference that has been postulated between logographic and alphabetic languages is a 

larger involvement of the right hemisphere. For instance, it has been argued that the vOT region 

in the right hemisphere is more active in logographic scripts than in alphabetic scripts. Hirshorn et 

al. (2016) reported experimental evidence for this difference. They taught participants a new 

language either with an alphabetic script or with a logographic script. Greater bilateral activation 

was observed in the visual word form area (Talairach coordinates ±45, −57, −12) for the 
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logographic script than for the alphabetic script. More evidence for bilateral processing in Chinese 

word recognition was reported in meta-analyses (Tan et al., 2005; Bolger et al., 2005; Wu et al., 

2012; Zhu et al., 2014). 

Evidence for bilateral processing in Chinese word recognition was also presented by L. Zhao et al. 

(2017). By using words that differed in orthographic and phonological similarity, they showed that 

the effects of phonological similarity could be observed in the VWFA and in an anterior region of 

the fusiform gyrus. Importantly, in this study the activation was very similar in the left and right 

cerebral hemisphere. This is different from the conclusion of a meta-analysis of R. Zhao et al. 

(2017) who reported clear left hemisphere dominance for the visual word form area in Chinese 

word processing. Given that speech production in the vast majority of Chinese people is left 

lateralized (Mariën et al., 2004; Wang, 1996), it is reasonable to expect left dominance for Chinese 

visual word recognition as well, based on Cai et al. ’s (2008) argument that cross-hemisphere 

interactions hinder performance.  

1.4. Using sub-lexical phonological information in Chinese words to increase our 

knowledge of the brain circuit of word reading 

In our discussion so far we have considered the logographic and alphabetic scripts as two clearly 

separated categories. This does not correspond completely to reality. In alphabetic languages the 

correspondence between the written letters (orthography) and word pronunciation (phonology) can 

be more or less transparent. Everybody with some knowledge of English pronounces the word 

“kiss” correctly. However, few people pronounce the word “awry” correctly without having 

learned the pronunciation explicitly. In irregular words such as “awry”, assembled (letter-to-sound) 

phonology is of little use and readers have to rely on addressed phonology. 
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Similarly, in a logographic script like Chinese it is not true that written characters never include 

sub-word cues about the pronunciation. Over 80% of the 7000 most frequent characters contain 

phonetic radicals helping with the pronunciation (Li & Kang, 1993). The dominant type of Chinese 

characters consists of phonetic compounds, which have a phonetic radical and a semantic radical 

conveying information about character meaning.  

A further interesting aspect of Chinese orthography is that the phonetic radical can be situated in 

the left or the right half of the character. According to an analysis by Hsiao and Shillcock (2006), 

more than 70% of phonetic compounds have a left–right configuration. Most of these have the 

phonetic radical to the right and the semantic radical to the left (sP characters); the remaining have 

the opposite arrangement (Ps characters). The ratio of sP characters to Ps characters is about 9 to 

1. 

The lateral position of the phonetic radical is interesting, because it increases our chances of 

picking up the brain signal. Given that a phonetic radical in the left half of a Chinese character is 

sent to the right occipital cortex and a phonetic radical in the right half of a Chinese character to 

the left occipital cortex (Ellis & Brysbaert, 2010; Van der Haegen et al., 2013), chances are high 

that we will be able to pick up the brain signal involved in the processing of the phonetic radical 

by comparing activity in the left and the right brain half. Hsiao and colleagues (Hsiao et al., 2007; 

Hsiao & Liu, 2010) presented some evidence for this. In an EEG study, they reported that Chinese 

characters with the phonetic radical to the right elicited left-lateralized processing in an early ERP 

component (N1, around 180–200 ms post-stimulus), whereas no lateralized processing was 

observed for characters with the phonetic radical to the left. Source analysis suggested that the 

difference in N1 was located close to vOT. 
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More specifically, we may expect to see different brain activity due to the phonetic radical position 

in vOT, inferior parietal cortex, supramarginal gyrus, and/or in inferior/middle frontal cortex (Fig. 

2). 

To make sure that the effects are due to phonology and not to orthographic differences between 

the Chinese characters with phonetic radicals to the left or to the right, we made use of an additional 

set of Chinese character pairs that also have a left-right configuration but do not include phonetic 

radicals providing a clue about the pronunciation of the word. Such words are referred to as 

ideographs. For example, the ideograph character ‘休’ (xiū, meaning rest), shows a person (人, 

rén) resting by a tree (木, mù) and does not include a phonetic radical. Such words provide an 

opportunity to control for the orthographic information in the radicals, as they have the same left-

right structure but do not have sub-word clues about their pronunciation.  

2. Method  

2.1. Participants 

Forty healthy graduate students (17 males; mean age: 26.85 years; range: 23-34 years) were paid 

€25 to take part in the experiment. All participants were native literate Mandarin speakers with 

normal or corrected-to-normal vision, were right-handed according to the Edinburgh Handedness 

Inventory (Oldfield, 1971), and had no history of neurologic or psychiatric problems. All 

participants were studying at Ghent University and screened to meet all conditions for scanning. 

Before the experiment, participants signed an informed consent form (which was approved by the 

Ethics Committee of Ghent University Hospital). One participant had to be excluded because of 

excessive head movements during scanning (up to 5 mm). 

2.2. Materials 
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Three types of middle to high-frequency characters with left-right configuration were selected 

including two types of phonetic compounds and one control type of ideographs (Table 1). The 

phonetic compounds had a phonetic radical providing sub-word information about the 

pronunciation. Because phonetic radicals are often stand-alone characters as well, the 

pronunciation of a phonetic compound and its phonetic radical can differ to some extent. When a 

phonetic compound is pronounced the same as its phonetic radical, the character is called a regular 

character. If the phonetic compound and its phonetic radical are pronounced differently only in 

tone, the character is defined as a semi-regular character (in the rest of the article both regular and 

semi-regular characters are referred to as regular characters, as otherwise the number of characters 

that could be found was too small). Finally, when a phonetic compound and the embedded phonetic 

radical have different pronunciations, the character is defined as an irregular character (Hue, 

1992). A further distinction can be made between irregular characters that share the onset, the rime 

or nothing with the embedded phonetic radical. They are called respectively alliterating, rhyming, 

and radically irregular characters (Hsiao & Shillcock, 2006). Because radically irregular 

characters do not contain reliable sub-lexical information about word pronunciation, we did not 

include them in our study. So, we had two types of phonetic compounds: regular characters (RegW) 

and alliterating/rhyming characters (RhyW), which together make the phonetic stimuli (PhoW). 

The third type of stimuli (the ideographs) were used as control stimuli, to make sure that the effects 

of phonetic radicals were due to phonology and not to the orthographic structure of the stimuli. 

These stimuli did not contain phonetic radicals but had a similar structure with sub-word 

information that could be situated in the left or the right half of the character. The critical radical 

in these words conveyed semantic information.  
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In addition to the three types of stimuli, we selected stimuli according to the position of the critical 

radical. Half of the characters had the radical to the right (sP and sS), half had the radical to the 

left (Ps and Ss words). To make sure that any effect was due to position, the critical radicals were 

the same in matched sP-Ps and sS-Ss pairs. Also the pronunciation of the matched compounds 

characters was the same (apart from the tone), and they were similar in terms of word frequency 

and number of strokes. An example of each pair type is shown in Table 1. The full list of stimuli 

with their characteristics can be found in Appendix A. Because there are not many semantic control 

words in the Chinese language, we were unable to find the same number of control stimuli as 

phonetic stimuli taking all constraints into account (see Table 1). 

Table 1. Exemplar illustration of the six types of target characters 

                    

Type 

Example Character  Critical Radical  
Nwords  

character 
conf. pinyin frequency  Nstrokes   radical pinyin 

           

RegW  
证 sP zheng4 5.78 7  

正 zheng4 
42 

政 Ps zheng4 6.14 9  42 

          

RhyW 
徐 sP xu2 4.97 10  

余 yu2 
36 

叙 Ps xu4 4.78 9  36 

          

SemW 
赌 sS du3 4.54 12  

者 zhe3 
24 

都 Ss du1 6.36 10   24 

Note: for each type of characters, there were no significant differences in terms of 

character frequency and stroke number between the matched pairs (paired t-test, n.s.). 

RegW are words with a phonetic radical that is pronounced the same. RhyW are words 

with a rhyming/alliterating phonetic radical. Together they are the phonetic stimuli 

(PhoW). SemW are ideographs that contain a semantic radical. Conf. = configuration, p = 

phonetic radical, s = semantic radical, pinyin (1-4) = the tone for the pinyin pronunciation, 
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frequency = word frequency expressed as Zipf scores (Van Heuven et al., 2014) based on 

Jun (2010), Nstrokes = number of strokes, Nwords = number of words. 

Finally, we selected 30 filler words (5 characters indicating color and 25 irrelevant characters), 

which we used as targets for a color search task. A group of 10 additional participants was recruited 

to make sure that none of our experimental stimuli were related to color. A 5- point scale was used, 

with 1 = “Completely unrelated to color” to 5 = “Completely related to color”. The score for the 

experimental characters was 1.3 (SD=0.26), against 4.2 (SD=0.81) for the five characters 

indicating color. The filler stimuli were high-frequency left-right configuration characters as well. 

Even though these materials were not analyzed, they also belonged to one of the stimulus types 

described in Table 1(see Appendix A for more details). 

2.3. fMRI Procedure  

To increase power, a short block design was used for the scan. Each block contained 6 words of 

the same type (e.g., sP regular words) and lasted for 6s. A word started with a black-color central 

fixation cross against a gray background for 200 ms, followed by the word (subtending 2°×2°) for 

800 ms. The blocks were presented in a run, lasting 489.5 s in total, and starting and ending with 

a 10 s screen with an asterisk presented in the center. Between blocks there was a blank screen for 

a variable time between 3.5 s and 7.5 s. In addition to the 34 critical blocks, there were 5 filler 

blocks that contained a color word and five unrelated fillers. The task of the participants was to 

read the sequence of words and press on a button whenever they saw a color word. After the 

participants pressed the button, the font of the presented character changed from NSimSun to 

NSimSun bold, so that the participants knew they had pressed the button well. In order to increase 

the number of observations, participants completed two runs with a break in-between. To reduce 

repetition priming, the target blocks and 5 filler blocks were pseudorandomized per run, with the 
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restriction that no two consecutive blocks belonged to the same type of stimulus. To minimize 

order effects, we used 5 different pseudorandom stimuli sequences, in which the blocks and the 

order of stimuli within blocks (both target and filler) were different. 

Duration of the stimulus words was set at 800 ms, so that participants had time to process the 

meaning of the words and were not hurried to respond as rapidly as possible. This could be done 

because the dense nature of Chinese characters does not elicit many eye movements while reading 

words (which could be a problem with long alphabetic words). In order to grasp the attention of 

the participants, we used the color recognition task. When participants recognized a color word, 

they pressed a button. Both the participant in the scanner and the experimenter outside could see 

the change of character font. Such a meaning search task was better than reading aloud, because it 

reduced the risk of head movements during scanning. It was also better than tasks with non-words, 

because it required participants to process the meaning of the words and no manual response was 

required on the experimental trials. The meaning search task is known to involve the same word 

recognition processes as silent reading, given that the pattern of eye movements is very similar in 

both tasks (Alan et al., 2002; Schroyens et al., 1999). 

2.4. fMRI Data Acquisition 

Whole-brain imaging data was acquired with a 3T Magnetom Trio MRI Scanner (Siemens Medical 

Systems, Erlangen, Germany) with a 64-channel radiofrequency head coil at Ghent University 

Hospital. Stimuli were projected onto a translucent screen and perceived by participants via a 

mirror mounted on the head coil in front of their eyes. PsychoPy2 software (Peirce et al., 2019) 

was used to present the stimuli. Functional images were recorded by the multiband-accelerated 

Echo Planar Imaging (EPI) sequence (TR = 1000 ms, TE = 31 ms, field of view (FOV) = 210 mm, 

flip angle = 52°, slice thickness = 2.5 mm, distance factor = 0%, voxel size = 2.5 × 2.5 × 2.5 mm3, 
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56 slices, multiband factor = 4). T1-weighted high-resolution structural images were acquired 

using the magnetization-prepared rapid acquisition gradient echo (MP-RAGE) sequence (TR = 

2250 ms, TE = 4.18 ms, field of view (FOV) = 256 mm, flip angle = 9°, slice thickness = 1 mm, 

distance factor = 50%, voxel size = 1 × 1 × 1 mm3, 176 slices). 

2.5. fMRI Data Analysis 

2.5.1 Data pre-processing  

fMRI data analysis was performed with SPM12 

(https://www.fil.ion.ucl.ac.uk/spm/software/spm12/) implemented in Matlab2016b (MathWorks, 

Massachusetts, USA). During the pre-processing the field map was used to reduce spatial 

distortion of functional images. These functional images were then corrected for head motion and 

slice timing, co-registered to the participant's T1 image. Functional images were segmented and 

normalized to the Montreal Neurological Institute (MNI) T1 template and spatially smoothed by 

using a Gaussian kernel with a full width at half maximum (FWHM) 6 mm.  

2.5.2. Statistical analyses 

The pre-processed data from each participant was entered into first-level statistical analysis. For 

each participant, the General Linear Model (GLM) was used to estimate the condition effects, 

where each experimental condition (Table 1) within per run was convolved with a canonical 

hemodynamic response function (HRF; Friston et al., 1994) modeled with a boxcar function. More 

specifically, all blocks were modeled by the boxcar function, the fixation condition was modeled 

implicitly, and six estimated head movement parameters were added into the models as regressors-

of-no-interests. Additionally, GLM scaled the BOLD signal by the average global signal. About 

the contrasts of interest, we compared the two subsets of characters for each type of stimuli. These 
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subsets share the same pronunciation and the same phonetic or semantic radical, but the position 

of the shared phonetic or sematic radical is different. So, for RegW we compared the sP 

arrangement against Ps to explore the regions related to RegW words with phonetic radicals on 

the right. In addition, we compared Ps against sP to find the regions specifically related to RegW 

words with phonetic radicals on the left. The same procedure was used for the RhyW and SemW 

stimuli. Furthermore, since the phonetic radicals embedded in both RegW and RhyW contain clues 

to the pronunciation of the words, we combined these two types of words as a general condition 

regardless of the regularity of pronunciation (PhoW). Effects were assessed for the whole-brain by 

adopting a random effects model. We ran one-sample t-tests for multiple testing for all interesting 

contrasts across all participants at group-level. 

2.5.3. Regions of interest 

Individual laterality indices were calculated for seven regions of interest (ROIs) mentioned in the 

Introduction: the visual word form area (VWFA), the posterior fusiform gyrus (posFG), the 

anterior fusiform gyrus (antFG), the inferior parietal region (IPL), the supramarginal gyrus (SG), 

the middle frontal gyrus (MFG) and the inferior frontal gyrus (IFG). The location of these 

predefined ROIs can be found in Fig. 3. The ROIs were defined before the analysis, based on the 

existing literature, so that we did not run the risk of overfitting the data because of too many 

degrees of freedom during the analysis. 

All ROIs were defined in MNI standard space. We started with the left hemisphere. For the VWFA, 

we followed L. Zhao et al. (2017) and defined VWFA as a box ranging from X = -50 to -30, Y = 

-70 to -50 and Z = -18 to -6. L. Zhao et al. (2017) reported that this region in the middle of the 

fusiform gyrus includes the peak activation locations of individual participants reading Chinese 

words. The mask is also in line with the VWFA masks used in research with alphabetic languages 
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(e.g., Twomey et al., 2011; Cai et al., 2010; Jobard et al. 2003). For instance, Twomey et al. (2011) 

used a mask ranging from X = -54 to -30, from Y = -70 to -45, and from Z = -30 to -4. 

Two more ROIs were defined in the vicinity of VWFA. The first mask was a region posterior to 

VWFA, which we call posFG. It ranged from X = -50 to -30, Y = -90 to -70, and Z = -18 to -6. It 

includes the occipital word form area identified by Strother et al. (2016, 2017) and the posterior 

part of the occipito-temporal sulcus distinguished by Lerma-Usabiaga et al. (2018). The second 

mask, which we call antFG, was a box situated anterior to VWFA ranging from X = -50 to -30, Y 

= -50 to -30 and Z = -18 to -6. L. Zhao et al. (2017) identified it as another region in the fusiform 

gyrus important for processing Chinese words. The three predefined masks discussed so far have 

the same range of X and Z coordinates and occupy the entire fusiform gyrus with the y coordinate 

ranging from -30 to -90. 

The last four ROIs were cortical regions generally known to be involved in phonological word 

processing (Fig. 1): inferior parietal region (IPL), supramarginal gyrus (SG), middle frontal gyrus 

(MFG), and inferior frontal gyrus (IFG). The masks for IPL, SG, MFG were defined according to 

the meta-analysis of Tan et al. (2005), which focused on phonological processing in Chinese words. 

Tan et al. (2005) provided peak coordinates in Talairach space, which we converted to MNI space 

(http://sprout022.sprout.yale.edu/mni2tal/mni2tal.html). Each ROI was defined as a sphere with a 

radius of 8 mm centered at the peak. Peak coordinates for the left IPL were (-36, -45, 52), for SG 

(-59, -30, 12), and for MFG (-48, 24, 25). Finally, the mask for IFG was identified as the pars 

opercularis (Brodmann area 44) and pars triangularis (Brodmann area 45) in the AAL template 

(Tzourio-Mazoyer et al., 2002). 

After the ROIs in the left hemisphere were defined, we selected the ROIs in the right hemisphere 

as the mirror-reversed masks.  
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Fig. 3.  The anatomical masks used on the basis of the existing literature.  

2.5.4. Laterality Indices 

 Because there was no a priori guidance on the optimal analysis strategy for the functional data, 

we decided to run four analyses that have been proposed for laterality research, so that we could 

see how well the information converged. The first analysis was a whole brain analysis, to make 

sure we did not miss essential information in the ROI analyses. The three other analyses looked at 

different laterality indices (LI) in the predefined ROIs. 
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Effect-size-based measure. In the first LI analysis we followed Mahowald and Fedorenko (2016), 

who argued that an effect-size-based measure is more reliable within subjects than a traditional 

volume-based measure to determine the degree of lateralization in the language system. In a 

traditional volume-based analysis, the degree of lateralization is measured by looking at the 

difference in number of activated voxels between the left hemisphere and the right hemisphere in 

a pre-specified ROI. However, in an effect-size-based analysis, a functional ROI (fROI) is defined 

within the predefined ROI and a Group-constrained Subject-Specific (GSS) analysis, created by 

Fedorenko et al. (2010), is used to calculate laterality. Briefly, in the GSS analysis a group-level 

probabilistic map of activations is used to divide the activation landscape into ‘parcels’. The group-

level parcels are used to constrain the selection of individual-level fROIs. The latter is done by 

selecting for each participant the voxels in the parcels with the top 10% or 20% activation. To 

ensure independence of data (Kriegeskorte et al., 2009), the activation levels are calculated 

separately from the data used to determine the fROI. The activation maps of all but one run are 

used to define the fROI, and the response of the remaining run is used to calculate the functional 

contrast of interest. The cross-validation is repeated until the entire dataset is sampled. Specific to 

our data, we did not have a localizer contrast but we had two runs for each subject. Therefore, we 

used the responses in the 7 predefined ROIs in the first run to define the fROI (based on the voxels 

with the top 10% t-values in the activation map) and we used the activation level of the second run 

within this fROI to determine the functional laterality index. To make sure that the effect was not 

limited to the second run, we repeated the procedure with a role reversal of the first and second 

run, and we averaged the two responses as a single response magnitude for each contrast of interest 

within a given predefined ROI and participant. To calculate the effect size of each contrast of 

interest, the percent BOLD signal change (PSC) values of each condition associated with the 
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contrast were extracted from each fROI, which reflects the strength of the BOLD responses to each 

condition (compared to the fixation condition). We computed the effect size for the left and the 

right hemisphere separately and the individual LIs were calculated for each contrast of interest and 

each predefined ROI following the formula: EffectSizeLeft fROI- EffectSizeRight fROI. According to 

this equation, positive values = left lateralization and negative values = right lateralization. 

LI Toolbox. The second LI analysis we ran was based on the predefined ROIs themselves rather 

than on a subset of most active voxels. These laterality indices were calculated with the LI toolbox 

of Wilke and Lidzba (2007). Wilke and Lidzba developed this toolbox to solve two long-standing 

problems with the lateralization index: severe threshold dependency and statistical outliers. To do 

so, 20 thresholds are chosen at equal intervals from 0 to the maximum t-value in the ROI. Under 

each threshold, 100 bootstrapped samples (sample ratio k = 0.25) are taken from each side then 

are iteratively calculated to generate 10,000 possible LIs combinations based on the formula [(L − 

R)/(L + R)]. Of note, when starting the iteration (threshold=0), if the number of voxels on either 

of sides in the masked image is below a required minimum (default = 20), the toolbox will abort 

the iteration. To exclude statistical outliers, the upper and the lower 25% of the LIs are excluded 

to keep the central 50% of data. Furthermore, a weighted mean is used to compute a mean of all 

remaining LIs assigned with the corresponding threshold (Wilke and Schmithorst (2006) provide 

more details). The LI values range from -1 to +1. Similar to the effect-size-based measure, positive 

values = left lateralization and negative values = right lateralization.  

Voxel-based laterality maps. The final LI analysis we ran was based on direct interhemispheric 

comparisons of signal magnitude, as proposed by Seghier and Price (2011). To do so, at the first 

level of analysis a symmetrical prior was used. During the data preprocessing and at the 

normalization-segmentation step, the default T1 template was replaced by a symmetrical version, 
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which was created by averaging the original T1 template of SPM12 and its mirror-reversed image 

along the x-axis. Functional images were segmented and normalized to this symmetrical prior, and 

the parameters of the normalization-segmentation processing were applied to the contrasts of 

interest. At the first level of analysis, voxel-based laterality maps for each participant were 

constructed by subtracting the left-right flipped version from the original symmetrical contrast 

images. This laterality map reflects the hemispheric difference for each contrast at voxel level. For 

each contrast, at the group level, each ROI was reported at a threshold of voxel-level, p < 0.05 

group-wise, FWE-corrected.  

3. Results 

3.1. Behavioral Results 

No participant reported any difficulty in completing the color word searching task and participants 

made on average 0.6% errors.  Importantly, the number of button presses in the critical blocks was 

less than once per participant. The few blocks with button presses were omitted from the fMRI 

analyses. 

3.2. fMRI Whole-brain Analysis 

First, we ran a whole-brain analysis in which we compared the words with critical information in 

the right half to the words with critical information in the left half for each type of words (Table 

2). This analysis showed that there were more clusters surviving when the phonetic radical was 

situated in the left half (i.e., sent to the right hemisphere) and when the semantic control radical 

was situated in the right half (i.e., sent to the left hemisphere). 

Table 2, Location and coordinates of peak activation for each contrast (voxel-wise threshold 

P < 0.001, uncorrected, cluster size ≥ 60 voxels). 
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Region Side 
MNI coordinates Peak 

T 

Cluster   

X Y Z size 

PhoW Right > Left       

 Fusiform gyrus L -40 -58 -16 4.48 76 

PhoW Left > Right       

 Inferior occipital gyrus R 40 -80 -12 5.61 166 

 Precuneus R/L 4 -68 38 5.57 1663 

 Inferior parietal lobule R 46 -66 38 5.04 396 

 Occipital lobe R 20 -94 8 4.65 74 

 Angular gyrus L -42 -68 38 4.89 376 

 Middle frontal gyrus L -20 10 48 4.44 263 

RegW Right > Left       

 Inferior occipital gyrus L -36 -86 -10 4.33 86 

RegW Left > Right       

 None       

RhyW Right > Left       

 None       

RhyW Left > Right       

 Inferior occipital gyrus R 38 -78 -10 5.33 355 

 Precuneus R 12 -64 28 4.95 698 

 Occipital lobe R 20 -94 6 4.89 61 

 Middle temporal gyrus R 42 -64 28 4.56 178 

 Precuneus L -8 -44 18 4.59 217 

 Angular gyrus L -40 -68 36 4.52 143 

 Precentral gyrus L -34 -22 60 3.98 67 

SemW Right > Left       

 Inferior parietal lobule L -38 -56 36 5.01 423 

 

Inferior frontal gyrus, 

triangular part L -46 28 12 4.97 437 

 Inferior frontal gyrus L -30 28 -12 4.73 89 

 Frontal lobe L -28 6 38 4.71 68 

 Middle frontal gyrus L -34 38 -2 4.58 66 

 Fusiform gyrus L -26 -64 -10 4.22 75 

 Occipital lobe L 0 -66 2 3.88 106 

SemW  Left > Right       

  None             
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Note: Right >Left, contrast the activation of characters with the shared radical on the right 

to the left; Left >Right, contrast the activation for characters with the shared radical on the 

left to the right. 

The group-level activation maps for the different word types are shown in Fig. 4 (visualized with 

BrainNet Viewer, Xia et al., 2013). For the words with phonetic radicals (PhoW), including all 

stimuli with the phonetic radical, the site of peak activation to the characters with the phonetic 

radical on the right was located in the left fusiform gyrus, while the characters with the phonetic 

radicals on the left evoked a wider range of activation, including the inferior occipital cortex, the 

parietal lobe, and the middle frontal gyrus bilaterally. The latter was particularly true for the RhyW 

stimuli. For these words, when the phonetic radical was situated on the left, the characters elicited 

strong activation bilaterally in the inferior occipital cortex, the middle temporal cortex, the angular 

gyrus and the precentral gyrus, but no regions were extra active for characters with the phonetic 

radical to the right. For RegW stimuli there was only significantly increased activation in the left 

VWFA when the characters had the phonetic information on the right. The laterality pattern was 

completely different for SemW stimuli, where extra activation was observed in the left fusiform 

gyrus, inferior parietal lobule and inferior/middle frontal gyrus when the critical radical was in the 

right half of the character.  
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Fig. 4. Group-level brain activation for the various types of words at the whole brain. For 

each type of stimuli, the regions related to the characters where the shared radical was 

situated on the right were compared to the characters with the shared radical on the left. 

Stronger activation to the character with shared radicals on the right are indicated by 

yellow-red, while the regions related to the character with the shared radical on the left are 

marked by green-blue. L = the left hemisphere. 

3.3. ROI Analysis 

As indicated in the method section, individual LIs were computed with three methods in predefined 

ROIs. First, LIs were calculated with the effect size measure (Mahowald & Fedorenko, 2016). 

When the top 10% of voxels were selected as fROI, the effects were situated in posFG and VWFA 

(Fig. 5, one-sample t-tests, Bonferroni correction for the 7 regions). Within posFG, the two subsets 

of PhoW words showed totally different lateralized pattern. When the phonetic radical was situated 

to the left, activation was significantly larger in the right hemisphere than in the left hemisphere 

(MeanLI = -0.14, t (38) = -5.59, p = 0.0001); when the phonetic radical was situated to the right, 
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activation was significantly larger in the left hemisphere (MeanLI = 0.10, t (38) = 4.58, p = 0.0028). 

The effect was stronger for words with rhyming/alliterating radicals than for words with fully 

regular radicals (RhyW: MeanLI = -0.17, t (38) = -5.56, p =0.0001). The lateralization of activation 

continued up to the VWFA but decreased, except for the SemW control words, where a semantic 

radical on the left elicited significantly more activation in the right hemisphere than in the left 

hemisphere (MeanLI = -0.16, t (38) = -3.69, p = 0.0392).  

To make sure that the differences we observed in posFG between PhoW words with phonetic 

radicals to the left and to the right were due to phonology and not to orthographic differences 

between the two types of words, we examined whether the left-right difference was larger for the 

PhoW words than for the orthographic control SemW words. We ran a 2*2 two-way repeated 

measures ANOVA for PhoW words and SemW control words to investigate the interaction effect 

between word type and position of the shared radical in posFG. A significant interaction could 

provide evidence that the phonology effect is larger than the orthographic effect, and thus that the 

effect cannot be fully explained by orthographic differences. As it turned out, the ANOVA analysis 

was borderline (F (1, 38) = 3.843, p = 0.057), meaning that we have to be cautious in the 

interpretation. There were two outliers with a score greater than 3 or less than -3 Z-score value. 

When these persons were left out of the analysis, the results largely remained the same but the 

interaction effect was significant (F (1, 36) = 6.229, p = 0.017). The figure of the analysis with the 

outliers removed is shown in Appendix B. 
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Fig. 5. The distribution of lateralization measures based on the effect size for all types of 

words and all regions (top 10% of voxels). In each panel, the y-axis indicates the individual 

laterality indices (LI, positive values = left lateralization, negative values = right 

lateralization.), and the x-axis indicates the contrasts of interest, specifically, R>L: the 
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characters with the critical radical on the right against the characters with the radical on the 

left; L> R: the characters with the critical radical on the left against the characters with the 

radical on the right. The boxplots represent the mean LIs and interquartile ranges. Asterisks 

indicate whether the obtained LI index differs significantly from 0 in a one-sampled t-test (*: 

p < 0.05; **: p < 0.01; ***: p < 0.001; Bonferroni correction for the 7 regions).  

The laterality patterns became stronger when the top 20% of voxels were selected as the fROI, 

instead of the top 10%, as can be seen in Fig. 6. In particular, the interaction between position of 

the radical in PhoW words and SemW words within the posFG was significant both when all data 

were included (Fig. 6, F (1,38) = 4.993, p = 0.031) and when the outliers were deleted (Appendix 

C, F (1,36) = 8.282, p = 0.007). 
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Fig. 6. The distribution of lateralization measures based on the effect size for all types of 

words and all regions (top 20% of voxels). In each panel, the y-axis indicates the individual 

laterality indices (LI, positive values = left lateralization, negative values = right 

lateralization.), and the x-axis indicates the contrasts of interest, specifically, R>L: the 
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characters with the critical radical on the right against the characters with the radical on the 

left; L> R: the characters with the critical radical on the left against the characters with the 

radical on the right. Asterisks indicate whether the obtained LI index differs significantly 

from 0 in a one-sampled t-test (*: p < 0.05; **: p < 0.01; ***: p < 0.001; Bonferroni correction 

for the 7 regions).  

The second analysis made use of the LI toolbox, which looks at total activation in predefined 

anatomical regions. For this analysis, different from the first one, participants may not always 

show enough activation for all contrasts within a predefined ROI. For instance, in posFG the data 

of one participant was absent for RegW because there were not enough voxels activated on the 

right side of the masked image (below 20). Participants with missing observations were left out 

for that particular analysis, as can be seen in the degrees of freedom. As fig. 7 shows, this analysis 

confirms the clear lateralized activity in the posterior fusiform gyrus, both when activation is 

calculated on the basis of R>L and L>R contrasts. Specifically, within posFG the PhoW stimuli 

with the phonetic radical on the right evoked significant left lateralized activation (MeanLI = 0.40, 

t (37) = 5.20, p = 0.0004). Characters with phonetic radicals on the left elicited significantly more 

right hemisphere activity (MeanLI = -0.51, t (37) = -6.90, p < 0.0001). This was also true for the 

control SemW words (MeanLI = -0.30, t (37) = -3.98, p = 0.0172). Against our expectations, this 

analysis failed to show clear lateralized activity in the VWFA. Another interesting observation is 

that SemW characters elicit more activation in the left anterior fusiform gyrus when the semantic 

radical was situated on the right (MeanLI = 0.25, t (38) = 4.07, p = 0.0129). A two-way repeated 

measures ANOVA indicated that the left-right difference was larger for PhoW words in posFG 

than for the SemW stimuli (F (1,32) = 11.069, p = 0.002). In these analyses there were no outliers 

with standardized values smaller than -3 or larger than +3.  
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Fig. 7. The distribution of lateralization measures based on the LI toolbox for all types of 

words and all regions. In each panel, the y-axis indicates the individual laterality indices (LI, 
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positive values = left lateralization, negative values = right lateralization.), and the x-axis 

indicates the contrasts of interest, specifically, R>L: the characters with the critical radical 

on the right against the characters with the radical on the left; L> R: the characters with the 

critical radical on the left against the characters with the radical on the right. Asterisks 

indicate whether the obtained LI index differs significantly from 0 in a one-sampled t-test (*: 

p < 0.05; **: p < 0.01; ***: p < 0.001; Bonferroni correction for the 7 regions).  

 

Finally, we investigated the laterality for all word types by using the voxel-based laterality maps 

(Seghier & Price, 2011). This analysis (shown Fig. 8, AFNI software, Cox, 1996) confirmed the 

lateralized activity as a function of phonetic radical position in posFG and extended it to VWFA. 

There was a similar trend for the SemW control words, but this was much weaker. As suggested 

by the whole brain analysis (Fig. 4), antFG and MFG were also involved in the lateralized 

processing of these characters. However, the number of voxels in these areas were very small: 

there was only 1 significant voxel for the left and the right hemisphere within antFG, and there 

were only 2 significant voxels for the left and the right hemisphere within the MFG. In fig. 8, we 

showed the lateralized activity for all types of words when the ROI was limited to the fusiform 

gyrus. 
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Fig. 8. A: the voxel-based laterality maps for all contrasts at posFG with the inferior view. 

This figure represents the interaction between the contrast and the hemisphere. Left column 

shows the regions related to the laterality of characters with the critical radical on the right, 

and the right column shows the regions related to the laterality of characters with the critical 

radical on the left. B: the voxel-based laterality maps for all contrasts within the VWFA. 

Right >Left contrasts the activation for characters with the critical radical on the right with 

matched characters with the radical on the left; Left >Right contrast the activation for 

characters with the radical on the left to those with the radical on the right. The ROIs with 

the color in red is posFG, yellow is VWFA. Significant at P < 0.05(voxel-wise, FWE-

corrected).  L: the left hemisphere. 
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4. Discussion 

In this study we sought to obtain more information about the role of phonology in visual word 

recognition by examining brain activity in response to Chinese characters containing sub-lexical 

phonetic information. In particular, we compared characters with a phonetic radical in the left half 

to characters with a phonetic radical in the right half (respectively Ps and sP characters). These 

characters have been used before by Hsiao and colleagues to study Chinese word processing 

(Hsiao et al., 2007; Hsiao & Liu, 2010). The authors reported that sP characters (with the phonetic 

radical to the right) elicited left-lateralized processing in an early ERP component (N1, around 

180–200 ms post-stimulus), whereas there was no lateralized processing for Ps characters. Source 

analysis suggested that the difference in N1 was located in the fusiform gyrus and the inferior 

occipital cortex (close to the areas VWFA and posFG in Fig. 3). 

The findings of Hsiao and colleagues are intriguing because they suggest that Ps and sP characters 

may result in processing differences between the left and the right brain half, which we can pick 

up in an fMRI study. Such hemispheric differences are predicted by the split-fovea hypothesis 

(Hsiao & Shillcock, 2005; Ellis & Brysbaert, 2010; Van der Haegen et al., 2013), according to 

which the right half of a centrally fixated word is projected to the left hemisphere and the left half 

to the right hemisphere. This means that the phonetic radical in a sP character is sent initially to 

the left hemisphere, whereas the phonetic radical in a Ps character is projected initially to the right 

hemisphere.  

To make sure that we were investigating phonological processes, the Chinese characters we used 

were matched on the critical radical, word frequency, and number of strokes. In addition, we had 

a control set of ideographs that did not contain phonetic radicals, but had matched semantic radicals 

on the left or the right. 
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A whole brain analysis (Table 2, Fig. 4) confirmed the finding of Hsiao et al. (2007; Hsiao & Liu, 

2010) that phonological information affects processing in the contralateral hemisphere. When 

participants read sP characters, activity was significantly larger in the posterior fusiform cortex of 

the left hemisphere, whereas Ps characters evoked more activation in the homologue part of the 

right hemisphere (Fig. 5-8). The asymmetry was stronger than the asymmetry observed for 

semantic control stimuli that did not include phonological information, adding evidence to the 

hypothesis that the effect is phonology-based. The finding that phonetic radicals elicited extra 

activation in the contralateral occipito-temporal cortex is evidence for the split-fovea hypothesis, 

according to which there is no region of bilateral information projection at the center of the visual 

field (Ellis & Brysbaert, 2010; Van der Haegen et al., 2013). 

A further interesting finding is that RhyW characters elicited more activation than RegW 

characters (Table 2, Fig. 4; see also Zhao et al., 2012). RegW stimuli are words in which the 

phonetic radical has the same pronunciation as the character; in RhyW stimuli the overlap is only 

partial (the onset or the rhyme). Behavioral data also show that reading RhyW characters requires 

more time than reading RegW characters (e.g. Lee et al., 2005). Clearly, the conflict between the 

phonological information in the phonetic radical and the name of the complete word in RhyW 

stimuli blocks required extra effort from the participants, even though participants did not have to 

name the characters. 

Unexpectedly, SemW characters with no phonetic radical also modulated activation in the 

posterior fusiform cortex. This was particularly true for the sS words with the semantic radical to 

the right. It has been reported before that activation in the fusiform gyrus is affected by word 

meaning, but this was particularly true for the medial and anterior portions (Wheatley et al., 2005; 

Balsamo et al., 2006; Mion et al., 2010; see also Wang et al., 2019, for evidence in logographic 
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script). Further research will have to indicate whether the posterior fusiform gyrus is indeed 

affected by word meaning, or whether the difference in activation could be explained by low-level 

orthographic factors. 

Beyond vOT, SemW characters activated a network of brain regions in line with the predictions 

of Tan et al. (2005) for Chinese words. As shown in Fig. 2, these authors argued for the 

involvement of the middle frontal gyrus and the inferior parietal cortex in the processing of words 

that cannot make use of assembled phonology (remember that SemW words did not contain 

phonetic radicals). In contrast, the words with phonetic radicals showed enhanced activity in the 

angular gyrus (but not in IFG), also in line with Tan et al.’s predictions. The extra activity was 

particularly observed when the information was presented at an infrequent position: phonological 

information in the left half of the word and semantic information in the right half. Indeed, most 

Chinese characters have semantic information in the left half and phonological information in the 

right half. This also seems to be the ideal distribution, given that in the vast majority of people the 

left hemisphere contains the speech center, so that phonetic radicals have direct connection to the 

speech center when they are in the right half of the character (Cai et al., 2008; Vingerhoets, 2019). 

Unfortunately, the whole-brain findings were not fully backed up by more detailed ROI analyses. 

In these analyses we calculated three different laterality indexes for seven brain areas predefined 

on the basis of a literature review: bilateral VWFA, posFG, antFG, IPL, SG, MFG, and IFG. These 

areas cover the word reading network (Dehaene, 2009; Tan et al., 2005; see Fig. 1). Only in posFG 

did LI analysis provide consistent evidence for left lateralization in the processing of sP words and 

right lateralization in the processing of Ps words (Fig. 5-8). The other ROIs showed interesting 

trends in line with the whole brain analysis, but the evidence was not consistent enough across LI 

measures to make strong claims on the basis of the present data alone. 
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At first sight it is surprising that posFG showed the largest difference between characters with left 

and right phonetic radicals. After all, this is an area in the visual cortex, which is more responsible 

for visual feature extraction of visual word recognition (Lerma-Usabiaga et al., 2018) but not 

typically associated with phonological processing (remember that the lateralization was stronger 

for PhoW stimuli than for SemW stimuli). However, this finding is in line with Price and Devlin’s 

(2011) model of visual word recognition, which assumes highly interactive processes between the 

anterior language areas in the frontal cortex and the posterior language areas in the occipito-

temporal cortex (for empirical evidence related to the model, see Barca et al., 2011; Chu & Meltzer, 

2019; Kerry et al., 2019; Pammer et al., 2004; Selpien et al., 2015; Stevens et al., 2017; Strother 

et al., 2016, 2017; Woodhead et al., 2013, 2014). Woodhead et al. (2014) is a particularly relevant 

study. They used MEG to compare the processing of short visual English words vs. the processing 

of matched stimuli that did not include verbal information (false fonts). Three bilateral ROIs were 

defined: (1) OCC in the occipital cortex (centered on ±15 –95 2, close to Strother et al.’s occipital 

word form area), (2) vOT (centered on ±44 –58 –15, coinciding with VWFA), and (3) IFG 

(centered on ±48 28 0). Using dynamic causal modelling, the authors found that in the first 300 

ms for words there was extra information transfer from left OCC to left vOT and from left OCC 

to left IFG. In addition, there was increased communication from left IFG to left vOT, in line with 

Price and Devlin’s (2011) interactive model. Lerma-Usabiaga et al. (2018) also reported evidence 

for direct connections between the posterior area they identified and the intraparietal sulcus 

through the vertical occipital fasciculus. 

On the basis of Woodhead et al. (2014), we had hoped to find lateralization in VWFA and IFG for 

PhoW stimuli. There were some trends in line with the expectations in VWFA but not in IFG (Fig. 

5-8). In hindsight, we may have expected too much, given that fMRI does not have the temporal 
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resolution of MEG and given that the words in the various conditions were matched very carefully, 

so that the only difference between them was the position of the phonetic radical. Also the middle 

frontal gyrus seems to be more important in Chinese character recognition than IFG (Tan et al., 

2005; Fig. 2). Still, the finding that posFG responds strongly to phonetic information strongly 

suggests the existence of feedback from higher language regions to posFG (most likely from IFG 

and/or MFG). 

In summary, our data show that visual information from centrally presented Chinese characters is 

split in the fovea and sent to the contralateral visual cortex, from which phonological information 

can be extracted rapidly if the character contains a phonetic radical. The phonological information 

helps word processing by means of top-down feedback. Extra activation, suggestive of more 

effortful processing, is observed when the phonetic radical is situated in the left half of the 

character and therefore initially sent to the visual cortex in the right hemisphere that is less 

specialized for language processing. 
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