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HCC  Hepatocellular carcinoma 
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CFD  Computational fluid dynamics 
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FD  Flow distribution  
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DPM  Discrete Phase Model  
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ABSTRACT  

Background: Transarterial therapies are routinely used for the locoregional treatment of 

unresectable hepatocellular carcinoma (HCC). However, the impact of clinical parameters (i.e. 

injection location, particle size, particle density etc.) and patient-specific conditions (i.e. hepatic 

geometry, cancer burden) on the intrahepatic particle distribution (PD) after transarterial 

injection of embolizing microparticles is still unclear. Computational fluid dynamics (CFD) 

may help to better understand this impact.  

Methods: Using CFD, both the blood flow and microparticle mass transport were modeled 

throughout the 3D-reconstructed arterial vasculature of a patient-specific healthy and cirrhotic 

liver. An experimental feasibility study was performed to simulate the PD in a 3D-printed 

phantom of the cirrhotic arterial network.  

Results: Axial and in-plane injection locations were shown to be effective parameters to steer 

particles towards tumor tissue in both geometries. Increasing particle size or density made it 

more difficult for particles to exit the domain. As cancer burden increased, the catheter tip 

location mattered less. The in vitro study and numerical results confirmed that PD largely 

mimics flow distribution, but that significant differences are still possible.  

Conclusions: Our findings highlight that optimal parameter choice can lead to selective 

targeting of tumor tissue, but that targeting potential highly depends on patient-specific 

conditions.   

 

KEY WORDS: biofluid mechanics; computational fluid dynamics; hepatocellular carcinoma; 

locoregional drug delivery; personalized medicine; transarterial therapy.   

 



ARTICLE HIGHLIGHTS  

* Computational fluid dynamics (CFD) is a powerful numerical technique that allows 

simulating blood and drug particle flow in patient-specific liver vasculatures. CFD can increase 

our understanding of key factors influencing fluid flow and drug delivery, and can play a role 

in pre-operative procedure planning.  

* The targeting potential – the dependency of particle behavior on controllable injection 

parameters – varies between the two patients considered in this study, but also varies for 

different regions within the vasculature of one patient, and for the specific injection parameter 

considered. This underlines the potency of targeting potential as a relevant metric to evaluate 

the possible optimization of clinical procedures pre-operatively.    

* The focus should be shifted to personalized modelling of particle behavior in patient-specific 

hepatic arterial geometries, rather than literature-based or simplified patient-inspired 

geometries.  

* Particle destination is clearly correlated with injection location, affirming results from 

previous studies. However, it should be noted that the possibility to steer particles towards 

specific outlets depends highly on the possibility to accurately control the catheter tip within 

the bloodstream, which has not yet proven to be technically feasible up to date.  

* In vitro validation showed that flow distribution throughout the hepatic arterial tree is not a 

perfect surrogate for particle distribution. Hence, it is preferred to model both blood and particle 

behavior in CFD simulations. Furthermore, the discrepancy between computational and 

validation results shows that the validation method would benefit from further finetuning.  

 

 



1. INTRODUCTION 

Hepatocellular carcinoma (HCC) is worldwide the most common liver malignancy and a 

leading cause of cancer-related deaths [1–4]. Due to its high prevalence, HCC has become a 

global economic burden on society [3]. The WHO estimates that by 2030 more than 1 million 

people will die of liver cancer yearly [4]. In 80-90% of the patients, HCC develops on a 

background of liver cirrhosis [4].  

HCC patients for whom tumor resection is not possible (e.g. patients with radiologic evidence 

of vascular invasion, impaired liver function, or non-solitary tumors) can be treated by 

transarterial therapies such as chemo-embolization (TACE) or radio-embolization (TARE) [3]. 

During these procedures, the patient is catheterized through the femoral artery and the catheter 

is retrogradely advanced via the aorta towards the liver. The aim of TACE and TARE is to cut 

off the blood supply of the tumor tissue by local administration of embolizing microparticles 

[5]. Since tumor tissue is generally fed by arterial blood, obstruction of these tumor-feeding 

arteries leads to tumor tissue starvation and death [3]. In TACE, both the embolic and 

chemotherapeutic effect of the drug-coated particles act complementarily to permanently 

damage the tumor tissue [6].  In TARE, the embolic effect of the particles is only subsidiary to 

the local delivery of destructive high-intensity beta-radiation [7]. Since the goal is to limit the 

particle spread to the surrounding healthy tissue, target specificity is a key parameter of these 

therapies [8]. Particle injection close to the tumor can increase target specificity. However, 

vascular access for catheter navigation is often restricted in complicated geometries (such as 

tortuous blood vessels in cirrhotic and HCC livers [9]), illustrating the need for identifying 

suitable upstream injection locations. Therefore, this study investigates the feasibility of 

targeting specific downstream locations starting from easily accessible injection locations in 

the proper hepatic artery (PHA).     



Furthermore, the clinical response to TACE and TARE is highly heterogeneous [10]. It is 

currently unclear why therapies fail in certain patients and succeed in others. TARE and TACE 

procedures are also not well standardized [10]. The choice of clinical parameters (e.g. injection 

location, velocity, dose etc.) and particle properties (e.g. particle size, density etc.), which may 

impact the particle distribution (PD) [6–9], strongly differs between clinicians and cases, often 

depending on the preferences and experiences of the clinician. To this end, numerical modeling 

may play an important role to fully understand, optimize and plan transarterial therapies [15]. 

As such, this study uses computational fluid dynamics (CFD) to enable studying not only the 

impact of the parameters mentioned above on the PD, but also the feasibility of therapy 

optimization by identifying the ideal set of parameters to maximize dose delivery at the tumor 

site in patient-specific geometries.  

Whereas previous numerical CFD studies investigated drug delivery for several applications 

(e.g. predicting aerosol formation and cellular drug absorption for respiratory drug delivery 

[16], modelling of aerosol deposition and estimated drug deposition for pulmonary delivery 

[17]), we focus here on previous studies on transarterial drug delivery in the liver. Kennedy et 

al. [18] studied particle delivery using steady flow CFD simulations in an idealized literature-

based planar hepatic arterial geometry with 5 outlets. Basciano et al. [19] studied the impact of 

transient flows and particle characteristics in the same simplified geometry, showing that 

particles could be steered towards the tumor by carefully controlling spatial and temporal 

injection conditions. While both studies focused on the impact of clinical parameters on the PD 

to some extent, the interpretation of the results is limited because of the use of a very 

straightforward, planar geometry. Kleinstreuer et al. [11] investigated the considerable effect 

of catheter presence on the downstream PD in the same idealized planar geometry and a second, 

simplified but patient-inspired geometry (assuming perfectly circular blood vessels) with 3 

outlets [20]. Again, the interpretation is limited by the simplified geometries. However, 



Aramburu et al. [14,21,22] were the first to study particle delivery in a single healthy patient-

specific hepatic arterial geometry (although the vessels were reconstructed to be perfectly 

circular). They developed a method to determine the fractional flow distribution (FD) in such a 

geometry, considering the liver state (i.e. size and location of the tumor(s)), and concluded that 

targeting becomes easier in livers with higher cancer burden [12,23]. However, the number of 

cancer scenarios implemented was limited. Based on their results [11,14,18–20,21,22], 

Aramburu et al. [24] observed that the liver state, the patient-specific geometry and the axial 

injection location have a high impact on the PD, while particle properties only have a low 

impact.  

 Two other CFD studies assumed the FD to be a surrogate for the PD. While Roncali et al. [25] 

modelled blood flow in two 3D-reconstructed arterial networks of patient-specific HCC livers, 

Simoncini et al. [26] similarly modelled two complex geometries but also accounted for smaller 

vessels (until 0.05 mm) by simulating vascular growth. However, since PD is assumed to be 

proportional to FD, the modeling approach is insensitive to the impact of injection parameters 

such as axial or radial injection location or particle properties.   

 The main limitation of the aforementioned research is that the conclusions are highly geometry-

specific and cannot be generalized [24], especially since the study of PD (not only FD) in 

complex patient-specific livers is very limited with only one healthy geometry [12,14,27]. 

Moreover, particle delivery in patient-specific diseased livers (such as cirrhosis) was not yet 

studied, while potentially relevant knowing that cirrhosis severely affects the hepatic (arterial) 

architecture, which – on its turn –may significantly affect the PD [28]. Other limitations include 

the overall lack of patient-specific validation of CFD results.  

 Based on these limitations, this study has a fourfold goal. (i) The impact of specific parameters 

(particle size, particle density, axial and in-plane injection location) on the PD will be studied 

in two patient-specific hepatic arterial geometries, being a healthy and a cirrhotic liver. Hereby, 



the feasibility of targeting specific vascular zones by injection in the PHA will be estimated. 

(ii) Furthermore, the impact of vascular complexity (i.e. healthy vs cirrhotic liver) on the PD 

will be investigated. (iii) Tumor growth will be studied by modeling two cancer situations 

(tumors in the right or left lobe) at three time points during tumor growth. (iv) The feasibility 

of testing PD in a patient-specific cirrhotic in vitro phantom will be studied as a proof-of-

concept for later studies.  

2. MATERIALS & METHODS  

2.1. SIMULATION GEOMETRIES AND MESHES  

Two patient-specific human liver geometries were used: a healthy liver (HL) and a cirrhotic 

liver (CL). As was originally approved by the Ethical Committee of the University Hospitals 

Leuven (Belgium) and by the Belgian Liver and Intestine Committee, these datasets were 

previously generated by Debbaut et al. [29] and Peeters et al. [9] using a two-step process. First, 

a vascular corrosion cast of the livers was made resulting in a polymer vascular replica. 

Secondly, micro-CT scanning resulted in detailed images of the liver casts with a resolution of 

110-128 µm [30]. More detailed information on these methodologies can be found in [9,29].  

 The hepatic arteries were segmented in Mimics software (Materialise, Leuven, Belgium). Only 

arteries up to the 4th generation were considered for computational purposes. The 3D 

reconstructions of the arterial trees were further processed (i.e. smoothing, truncating the outlets 

etc.) in Mimics and 3-matic (Materialise, Leuven, Belgium) resulting in the 3D simulation 

geometries of Fig. 1.   

 Subsequently, good quality surface meshes were generated in 3-matic. ICEM CFD (Ansys Inc., 

Canonsburg, USA) was used to generate volume meshes using the Octree method. The bulk of 

the volume elements were unstructured tetrahedral elements, complemented by three prism 

layers at the boundaries to ensure a smooth transition between the walls and the fluid domain. 



Mesh densities were increased at the bifurcations to locally capture more complex flow patterns. 

Mesh sensitivity analyses were performed to determine the most optimal mesh density for the 

CFD simulations, leading to meshes of 8.9∙106 and 9.1∙106 volume elements for the HL and CL, 

respectively. Minimum and maximum volume of the elements was 3.7∙10-15  and 4∙10-12 m3 for 

the HL and 2.7∙10-16 m3 and 4.9∙10-12 m3 for the CL, respectively.  

2.2. NUMERICAL MODEL  

The Discrete Phase Model (DPM) in ANSYS Fluent (Ansys Inc., Canonsburg, USA) was used 

to model the mass transport of the discrete phase (microparticles) dispersed in the continuous 

phase (blood flow) following a Euler-Lagrangian approach. The DPM was chosen because the 

particle-fluid mixture can be considered as a dilute suspension.   

2.2.1. FLUID PHASE  

Blood flow was modeled as laminar flow using the Navier-Stokes equations. The continuity 

and conservation of momentum equations ( 1 ) and ( 2 ) were solved in an Eulerian framework.  

 𝛻 ∙ u⃗ = 0 ( 1 ) 

 
ρ (

∂u⃗ 

∂t
+ (u⃗ ∙ 𝛻⃗ )u⃗ ) = −𝛻p + 𝛻 ∙ 𝛕 + f  ( 2 ) 

 In Equations ( 1 ) and ( 2 ), 𝑢⃗  [m/s] is the fluid velocity vector, 𝜌 [kg/m³] is the fluid density 

for blood, t [s] is time,  𝑝 [Pa] is the fluid pressure, 𝝉 [Pa] is the shear stress tensor and 𝑓  [N/m³] 

is the force of gravity acting per volume unit on the geometry.  

  Blood was modelled as an incompressible non-Newtonian fluid using a modified 

Quemada model for the dynamic viscosity and a density 𝜌 of 1060 kg/m³. This model was 

proposed by Buchanan et al. [31] and has been used in similar studies for targeted drug delivery 



[11,12,14]. As is clear from Equations ( 3 ) to ( 5 ), the shear stress tensor is a function of the 

shear rate dependent apparent viscosity, 𝜇(𝛾̇) [Pa⋅ s], which is also a function of hematocrit.  

 𝛕 = μ(γ̇)[𝛻u⃗ + (𝛻u⃗ )T] ( 3 ) 

 

μ(γ̇) = 𝑚𝑎𝑥{μ0 , (√μ∞ +
√τ0

√λ + √γ̇
)

2

} ( 4 ) 

 γ̇ = √𝛻u⃗ [𝛻u⃗ + (𝛻u⃗ )T] ( 5 ) 

In Equations ( 3 ) to ( 5 ), µ [Pa⋅ s]  is the dynamic viscosity of the fluid, 𝛾̇ [s-1] is the shear rate, 

𝜇0 [Pa⋅ s] is the minimum viscosity, 𝜇∞ [Pa⋅ s] is the asymptotic viscosity, 𝜏0 [Pa] is the 

apparent yield shear stress and 𝜆 [s-1] is the shear stress modifier. These parameters take the 

following resulting values, as adapted from literature [11,12,14]: 𝜇0  =  0.00309 𝑃𝑎 ⋅ 𝑠, 𝜇∞  =

 0.002654 𝑃𝑎 ⋅ 𝑠, 𝜏0 =  0.00436 𝑃𝑎 and 𝜆 =  0.02181 𝑠−1.   

2.2.2. DISCRETE PHASE 

The trajectories of the discrete particles are calculated by integrating the force balance of the 

particles, which is written out in Equation ( 6 ) in a Lagrangian framework. The term on the left 

side (m𝑝
𝑑𝑢𝑝⃗⃗ ⃗⃗  ⃗

𝑑𝑡
) represents the total force acting on the particle (with m𝑝 [kg] being the particle 

mass, and 
𝑑𝑢𝑝⃗⃗ ⃗⃗  ⃗

𝑑𝑡
 [m/s²] the first derivative of the particle velocity vector with respect to time, i.e. 

the particle acceleration). This term equates the separate forces acting on the particle (Newton’s 

second law), given by the gravitational force (𝐹𝐺
⃗⃗⃗⃗ ), the pressure gradient force (𝐹𝑃

⃗⃗⃗⃗ ) and the drag 

force (𝐹𝐷
⃗⃗ ⃗⃗ ), respectively.    

 
𝑚p

dup⃗⃗⃗⃗ 

dt
= FG

⃗⃗⃗⃗ + FP
⃗⃗⃗⃗ + FD

⃗⃗ ⃗⃗  ( 6 ) 

The gravitational force (𝐹𝐺
⃗⃗⃗⃗ ) is defined as follows:  



 
FG
⃗⃗⃗⃗  =  mp g⃗ 

(ρp − ρ)

ρp
 ( 7 ) 

with g [9.81 m/s2] the gravitational acceleration and 𝜌𝑝 [kg/m³] the particle density.  

The pressure gradient force (𝐹𝑃 ⃗⃗⃗⃗  ⃗) is defined as: 

 FP ⃗⃗⃗⃗  ⃗ = mp  
ρ

ρp
up⃗⃗⃗⃗ (𝛻u⃗ ) ( 8 ) 

Finally, for the drag force (𝐹𝐷
⃗⃗ ⃗⃗ ) acting on the particle:  

 FD
⃗⃗ ⃗⃗ = mp

18μ

ρpdp
2

CDRep

24
(u⃗ − up⃗⃗⃗⃗ ) ( 9 ) 

with 𝑑𝑝  the particle diameter [m]. 𝑅𝑒𝑝 represents the relative Reynolds number of the particle, 

which is calculated as:  

 
Rep =

ρdp|u⃗ − up⃗⃗⃗⃗ |

μ
 ( 10 ) 

The drag coefficient, 𝐶𝐷, is derived from the drag law for spherical particles, given by:  

 CD = 𝑎1 +
a2

Re
+

a3

Re2
 ( 11 ) 

where Re is the Reynolds number of the fluid and a1, 𝑎2and 𝑎3 are constants given in [32].  

One-way coupling between the discrete and fluid phase was enabled [19]. The particles were 

modelled as inert. Particle collisions at the walls were modelled as elastic. No-slip conditions 

were used at the walls.  Particles were injected over the entire inlet plane with a uniform velocity 

profile approximately equal (<0.5% difference) to the inlet blood flow velocity.  

2.2.3. SOLUTION METHODS 



For pressure-velocity coupling, the SIMPLE scheme was chosen. The spatial discretization 

schemes used were Least Squares Cell Based for gradient, Standard for pressure and Second 

Order Upwind for momentum. An automated particle tracking scheme was chosen which 

switches automatically between the high order trapezoidal scheme and the low order implicit 

scheme. For all simulations, absolute globally scaled residuals of at least 2 ∙ 10-6 were reached.  

2.3. BASELINE MODEL   

In the baseline model for both livers, particles were modelled as SIR-Spheres (Sirtex Medical, 

Australia), which are typical treatment particles for TARE. A representative particle diameter 

(40 µm) and density (1600 kg/m3) was chosen [19,33].  

The inlet boundary condition (BC) was set to a constant flat velocity profile. The inflow in the 

PHA was determined as a literature-averaged value: Qin = 275.7 ml/min (or 4.595∙10-6 m³/s) 

(see Table 1 for an overview of the studies used). The corresponding inlet velocities were 

determined as 0.1545 m/s for the HL and 0.1077 m/s for the CL based on the inlet plane surface 

area. With an inlet plane diameter of 0.00737 m and inlet velocity of 0.1077 m/s (considering 

𝜇∞  =  0.002654 𝑃𝑎 ⋅ 𝑠, 𝜌 = 1060 kg/m³,), Re = 317.02, which is well within the laminar 

regime, justifying the choice for laminar flow.  

 Outlet BCs were defined using a fractional flow distribution based on Murray’s law. This law 

states that there is a linearity between the flow in a blood vessel and the nth power of the radius 

of the vessel (R [m]), with n varying between 2 and 3 depending on its size [34]. Considering 

n=3 because of the small size of the outlets, the following relationship between flow in a parent 

vessel (𝑄𝑝𝑎𝑟𝑒𝑛𝑡 [ml/min]) and flow in a daughter vessel (𝑄𝑑𝑎𝑢𝑔ℎ𝑡𝑒𝑟 [ml/min]) arises [14,15]:  

 Qdaughter

Qparent
= (

Rdaughter

Rparent
)

3

 ( 12 ) 

In systems where Murray’s law is not perfectly achieved, Equation ( 12 ) can be replaced by:  



 Qdaughter

Qparent
= (

Rdaughter

∑ Rdaughter,ii
)

3

 ( 13 ) 

The resulting flow split for all outlets of the HL and CL is given in Table 2.  

2.4. PARAMETER STUDY 

The following parameters were varied with respect to the baseline model: particle diameter, 

particle density, axial injection location. Compared to the SIR-Spheres for TARE, the typically 

larger treatment particles for TACE were modelled by a representative diameter of 100 µm (e.g. 

Tandem particles (Boston Scientific, Massachusetts) [36]). TheraSpheres (also used for TARE) 

with a density of 3600 kg/m³ were used to estimate the impact of particle density [33]. Three 

axial injection locations with different distances before the first bifurcation (46.3mm, 30.8 mm 

and 17.2 mm for the HL; 42.7 mm, 21.6 mm and 11.2 mm for the CL) were tested (Fig. 1). An 

overview of all simulations with the according injection parameters and particle properties is 

given in Table 3.  

 2.5. CANCER BURDEN STUDY  

For the cancer burden study, six different cancer scenarios were modelled in the CL. The 

scenarios represent progressive tumor growth, with total tumor volume increasing from 135 ml 

(low burden) to 564.5 ml (moderate burden) to 1129 ml (high burden). Using Couinaud’s 

classification, the liver was anatomically divided in 8 segments, of which segments 2 and 3, 

which are perfused by the left hepatic artery, represent the left lobe (LL) and segments 1 and 4-

8, which are perfused by the right hepatic artery, representing the right lobe (RL). Two types 

of cancer scenarios were modelled: tumors constricted to the RL (Case 1-3 in Table 4) and to 

the LL (Case 4-6). In the RL cases, total tumor tissue was divided over the segments 1 and 4-

8, proportionally to the original segment volume. For the LL cases, the tumor tissue was divided 



equally over segments 2 and 3. The corresponding total healthy and cancerous volumes of each 

liver segment are given in Table 4.  

 The outlet BCs were set according to the arterial perfusion model developed by Aramburu et 

al. [22]. Knowing the tumor and healthy volume in each segment, the arterial perfusion of each 

segment can be calculated as the sum of arterial perfusion contributions for the healthy and 

cancerous tissue. In Aramburu’s model [22], an average arterial perfusion constant for 

cancerous tissue of 0.415 min-1 was calculated (based on HCC tumors, metastatic tumors from 

colorectal carcinomas or metastatic tumors from other primary tumors), compared to 0.10 min-

1 for healthy tissue. Thus, the arterial perfusion contribution for cancerous tissue is considered 

to be >4 times higher than for healthy tissue of the same volume. By identifying which branches 

perfuse which segment and assuming that flow splits occurs symmetrically along bifurcations 

perfusing the same segment (described by Aramburu et al. [22] as the ‘literature-based 

scenario’), the arterial perfusion of each branch in the domain can be computed and imposed as 

outlet BC. The branching characteristics of the CL are given in Fig. 1b, and the flow split for 

each cancer scenario is given in Table 2. More detailed information on the arterial perfusion 

model can be found in [22]. This method resulted in a total inflow (Qin) of 306 ml/min, 484 

ml/min and 718.5 ml/min for low, moderate and high cancer burden, respectively. The 

corresponding inlet velocities were determined as 0.120 m/s, 0.189 m/s and 0.281 m/s (low to 

high burden). 

2.6. POST-PROCESSING  

Particle track files were exported from ANSYS Fluent to CFD-Post (ANSYS, Canonsburg, 

USA) to visualize particle trajectories and export particle data (i.e. particle destinations and 

injection locations). Matlab (MathWorks, USA) was used to generate Particle Release Maps 

(PRMs). PRMs are planar projections of the injection plane that are generated by backtracking 



the individual particle trajectories from their exit branches to the injection plane. Hereby, every 

particle is assigned a color corresponding to its exit branch (see Fig. 1 for examples).  

 Specific measures were analyzed to compare the particle distribution between different 

simulations. The particle exit fraction (PEF) denotes the percentage of particles that exit the 

domain through a specific outlet or larger vascular zone (e.g. outlets draining the right or left 

lobe). The particle non-exit fraction (PNEF) is the fraction of particles that do not exit the 

domain. For zone x in a geometry (i.e. a specific outlet or larger vascular zone), the average, 

minimum and maximum PEF of the 5 different simulations for the parameter study can be 

calculated, which correspond to the parameters PEFav,x, PEFmin,x and PEFmax,x, respectively.  

The spread in PEFx over the parameter study (PEFmax,x - PEFmin,x) is an indication of how much 

the particle distribution in x varies due to alterations in the injection parameters studied. This 

gives rise to the spread-to-average ratio (STARx):  

 
STARx  =  

PEFmax,x − PEFmin,x

PEFav,x
 

( 14 ) 

 

A high STARx indicates that the PEFx for a zone x is sensitive towards alterations in the clinical 

parameters studied. On the other hand, a low STARx indicates that the PEFx is rather stable, 

and the targeting efficiency for zone x is unlikely to be significantly increased by changing the 

clinical parameters studied.   

2.7. EXPERIMENTAL VALIDATION  

As a proof of concept, an in vitro set-up was built to validate the CFD modeling approach by 

means of an experimental flow circuit using a 3D print. One scenario for the CL was tested in 

the in vitro set-up in order to study its feasibility and potential for future, more elaborate 

validation studies. 



The 3D simulation geometry of the cirrhotic arterial tree was imported into Magics (Materialise, 

Leuven, Belgium) to prepare it for 3D printing. More specifically, the geometry (only 

containing the lumen of the arteries) was hollowed out and an offset thickness of 1.5 mm was 

added to the outer walls of the domain. Extensions (10-15 mm) were added to the outlets, and 

their outer diameters were adjusted to facilitate attachment to the downstream tubing. 

Stereolithography was chosen to manufacture the 3D print using TuskXC2700T material 

(Materialise, Leuven, Belgium), which is a transparent material that is recommended for use in 

flow analysis experiments.  The resulting 3D print (Fig. 2b) was subsequently mounted in the 

experimental setup (Fig. 2a, c). The water in the main reservoir (1) was transferred with a DC 

circular pump (VERDER, The Netherlands) (2) to an elevated reservoir (3). The elevated 

reservoir was set at a fixed height to mimic the inlet pressure at the PHA (approx. 100 mmHg). 

When the clamp (4) was released, water flowed down from the reservoir through the 3D-printed 

geometry (5). The orientation of the 3D print was set in the opposite direction compared to Fig. 

1 (i.e. with the outlets oriented downwards), so that gravity would facilitate fluid flow. 

Polyvinyl chloride (PVC) connecting tubes (6) with tunable resistances (7) were attached to the 

outlets leading into 10 collecting reservoirs (8). Before releasing particles into the set-up, the 

boundary conditions were set manually by iteratively adapting the resistances at the PVC tubes 

until all outflows matched the computational boundary conditions (< 5% error margin). More 

specifically, the resistances were set according to a cancer-free scenario according to 

Aramburu’s arterial perfusion model (Table 4). 

 Non-radioactive SIR-Spheres (Sirtex Medical, Australia) were mixed with water in the main 

reservoir for the first experiment. During the second experiment, particles were manually 

injected with a syringe via side-branch of the inlet branch leading to the PHA and then flushed 

with water. The 21 outlets were combined in 10 collecting reservoirs (see Fig. 2a, c) and the 

resulting particle-water mixture was collected in these reservoirs for a total duration of 1 minute 



starting from the moment of injection. Whatman paper of grade 2 and 3 (pore size 8 and 6 µm, 

respectively) was used to filter the particles from the collected particle-water mixtures. After 

drying, the filters were weighed to determine the added weight of the particles, and hence, the 

particle distribution among the collecting reservoirs. The PNEF could not be considered in these 

experiments (the sum of all PEFs at the outlets was assumed to be 100% of the particles). In 

order to allow comparing the experimental results to the CFD modeling approach, an additional 

CFD simulation was performed on the CL in order to replicate the experimental conditions 

outlined above (e.g. using fluid properties of water instead of blood). 

3. RESULTS  

3.1. BASELINE MODELS  

In the HL baseline model, 51.33% of the particles flow to the right lobe (RL), while a smaller 

fraction (37.33%) flows to the left lobe (LL) (Fig. 3a).  The CL shows the same trend with a 

smaller fraction of particles flowing to the LL (22.70%) compared to the RL (66.00%) (Fig. 

3b). The PNEF is similar for both livers: 11.35% and 11.30% for the HL and CL, respectively.  

 Fig. 4a shows the PRMs for the HL and CL baseline models. For the HL, releasing particles in 

the blue region of the PRM (outlets 1-8) leads to particle transport towards the RL, while 

particles exiting the LL originate from the complementary moon-shaped region (outlets 9-16).  

For the CL, releasing particles in the red U-shaped region (outlets 17-21) leads to particle 

deposition in the LL. Particles exiting the RL originate from the oval-shaped region at the center 

of the PRM (outlets 1-16). Non-exiting particles (represented by black dots) were smeared out 

over the PRMs for both the HL and CL. Note that the thicker side of the LL injection region is 

located at the left periphery of the PRM in Fig. 4a, while the LL itself is located at the right side 

of the PRM (patient view, see Fig. 1b).  

3.2. PARAMETER STUDY  



3.2.1. IN-PLANE INJECTION LOCATION 

Fig. 4a clearly illustrates the significant impact of the in-plane injection location on the particle 

fate, showing potential for targeting individual outlets or zones. According to the HL and CL 

PRMs, particle injections near the bottom wall may result in a significant fraction of particles 

getting stuck in the domain.  

3.2.2. PARTICLE SIZE AND DENSITY  

For the HL, the PEFRL decreases from 51.33% (baseline) to 40.62% and 42.21% for the particles 

with a larger diameter (bigger) and density (denser), respectively. The PEFLL decreases from 

37.33% to 22.48% (bigger) and 26.30% (denser) (Fig. 3a). The PNEF increases from 11.35% 

in the baseline model to 36.90% (bigger) and 31.50% (denser).   

For the CL, the PEFRL decreases from 66% (baseline) to 47.42% (bigger) and 52.75% (denser) 

for the particles with a larger diameter and density, respectively. Concurrently, the PEFLL 

decreases from 22.70% (baseline) to 14.40% (bigger) and 16.39% (denser) (Fig. 3b). The PNEF 

increases from 11.30% (baseline) to approximately the threefold, i.e. 38.18% (bigger) and 

30.86% (denser) (see also more non-exiting particles in Fig. 4a).  

3.2.3. AXIAL INJECTION LOCATION  

For the HL, the PEFRL decreases from 51.33% to 43.85% (middle) and 44.55% (close), while 

the PEFLL increases from 37.33% to 41.91% (middle) and 42.89% (close) (Fig. 3a). The PNEF 

increases from 11.35% (baseline) to 14.24% (middle) and 12.56% (close). The difference in 

outlet-specific PEFs compared to the baseline is maximal in LL outlet 12 for both the middle 

and close injection plane (3.84% and 2.77% increase, respectively). The PEF difference is 

smallest for LL outlet 13 (0.12% increase) and RL outlet 1 (0.07% decrease) for the middle and 

close injection location, respectively.  



 For the CL, the PEFRL decreases from 66% (baseline) to 51.31% and 55.61% for the middle 

and close injection locations, respectively (Fig. 3b). Concurrently, the PEFLL increases from 

22.70% (baseline) to 32.06% (middle) and 30.43% (close). The PNEF increases from 11.30% 

(baseline) to 16.63% (middle) and 13.97% (close). The difference in outlet-specific PEFs 

compared to the baseline is highest in LL outlets 21 (4.57% increase) and 17 (3.47% increase) 

for the middle and close injection plane, respectively. The PEF difference is smallest in RL 

outlet 7 (0.12% and 0.06% decrease for the middle and close injection planes, respectively).  

 Both livers also showed changes in the shape and pattern of the PRMs when changing axial 

injection location (Fig. 4a). 

3.3. CANCER BURDEN STUDY  

When increasing the LL cancer burden in the CL (O17-21), the PEFLL is 32.11% (low burden), 

49.76% (moderate burden) and 58.16% (high burden) (Fig. 5a). For increasing the RL cancer 

burden (O1-16), the PEFRL is 72.25% (low), 76.67% (moderate) and 79.60% (high) (Fig. 5b). 

From the PRMs in Fig. 4b, it is clear that the in-plane targeting region for the LL largely 

increases for increasing LL cancer burden. A similar effect occurs for increasing RL cancer 

burden, but the increase is less noticeable.   

3.4. EXPERIMENTAL VALIDATION  

In Fig. 2d, the flow distribution and particle fraction for each reservoir (reservoir exit fraction, 

or REF) was compared for the 2 experiments and the corresponding numerical simulation. The 

high similarity between experimental and theoretical flow distribution (0.407% difference per 

reservoir on average) shows that the implementation of the outlet BCs through tuning of the 

resistances was successful. However, after particle injection, the average difference per 

reservoir between experimental PD and FD was 2.45% (min: 0.0784% - max: 5.44%) and 

2.14% (min: 0.902% - 4.03%) for experiment 1 and 2, respectively. Moreover, the average 



difference for a reservoir between numerical and experimental PD was 2.73% (min: 0.394% - 

max: 6.47%) and 2.97% (min: 1.21% - max: 6.17%) for experiment 1 and 2, respectively.   

4. DISCUSSION  

In this study, we investigated the impact of several clinical parameters on the PD, and the 

feasibility of using these parameters to steer particles towards specific vascular zones starting 

from injections in the PHA.   

 Judging the impact of particle size and density (Fig. 3 and 4a) is challenging due to the 

ambiguous interpretation of the PNEF. Assuming tumor nodules are small and located 

downstream of the domain outlets, the PNEF represents extra offsite toxicity, because the 

particles do not exit the tumor-perfusing outlets. In these cases, injections with bigger or denser 

particles is deemed unideal. However, there could be more advanced cancer scenarios where 

the PNEF does not necessarily represent extra offsite toxicity (e.g.  if the entirety of the right 

lobe is cancerous and, hence, targeted). Considering only exiting particles, injections with 

bigger and denser particles shift the PEF slightly towards the RL (by respectively 3.7% and 

6.5% for the HL, and 1.9% and 2.3% for the CL). These small differences seem to illustrate the 

rather limited targeting potential of particle size and density. The same was concluded by 

Aramburu et al. [24] for their patient-specific geometry.   

Shifting the catheter closer towards the bifurcation at the end of the PHA increased the PEFLL 

in both geometries by up to 6% in the HL, and 10% in the CL (Fig. 3 and 4a). This trend also 

agrees with Aramburu et al. [21], where it was stated that injecting near or far away from a 

bifurcation has a significant impact on the PD.  

 The PRMs in Fig. 4 show that in-plane control of the catheter tip position may enable steering 

particles towards specific outlets of the vasculature, which agrees with [11,12,18–24,27].  In 

theory, limiting the catheter tip to a specific zone could increase the target specificity to 100%. 



However, the main limitations of this method are that the PRMs should still be thoroughly 

validated in vivo/in vitro, and that it remains unknown whether careful control of the in-plane 

catheter tip position is realistically achievable during the procedure.  When the latter is not 

possible, parameter optimization can play an important role in maximizing targeting for specific 

outlets. For example, the panels for the CL in Fig. 4a show that the targeting zone for outlet 14 

(yellow) is significantly smaller for bigger particles than for the baseline model. For this 

specific patient, this could be an incentive to prefer injection with particles with a smaller size.  

Generally, the targeting potential of each geometry can be interpreted by means of the STAR. 

The STARRL is 0.24 (spread of 10.72%) and 0.34 (spread of 18.6%) for the HL and CL, 

respectively. The STARLL is 0.60 (spread of 20.41%) and 0.76 (spread of 17.66%) for the HL 

and CL, respectively. This shows that the LLs have a higher targeting potential than their 

respective RLs. Averaged over all outlets, the STAR is 0.483 (min: 0.178 – max: 1.35) and 

0.549 (min: 0.06–max: 1.49) for the CL and HL. Combining all of the above, it can be 

concluded that the targeting potential varies between vascular zones (higher for the LL than 

RL, and different from outlet to outlet), patient-specific geometries (slightly higher for the CL 

than HL) and the choice of parameters (higher for axial and in-plane injection location than for 

particle properties).   

Considering the impact of cancer burden on the PRMs, the targeting zones grow for higher 

cancer burden (Fig. 4b). However, this effect is highly heterogeneous and dependent on patient-

specific conditions. For example, the growth of targeting zones for a higher LL cancer burden 

was much more significant than for a higher RL cancer burden, probably due to the larger initial 

size of the RL. Nonetheless, targeting the RL in a cancer scenario with tumor nodules confined 

to the RL should be feasible by injection in the PHA, since the targeting zone compromised 

nearly the entire arterial cross-section. These results agree with Aramburu et al. [12], stating 

that targeting should become easier as cancer burden grows. However, it should also be noted 



that drug delivery inside the tumor is likely to be more difficult for higher cancer burden (high 

tumor mass density, high interstitial pressure, abnormal vasculature etc. [37].   

Overall, injection before the first bifurcation in the PHA may be a suitable injection method in 

some cases, for example high cancer burden in the RL as outlined above.  In other cases, a 

combination of parameter optimization, including precise control of in-plane catheter tip 

location, and catheter advancement beyond the first bifurcation can significantly increase the 

target specificity of the procedure, although the suitability of each method is highly geometry- 

and patient-specific. Note that the observations presented here were made based upon two 

patient-specific datasets and cannot be generalized.  

Since Simoncini et al. [26] and Roncali et al. [25] reasoned that PD is linearly proportional with 

the FD, the similarity between FD and PD is useful to consider. In the validation study and 

numerical results, it was shown that FD is not a perfect surrogate for PD, at least not for the 

complex patient-specific livers studied (Fig. 2d). Note that FD also does not consider the non-

exiting particles, which may be relevant because these can contribute to offsite toxicity. Hence, 

PD should also be studied if possible. A second important observation was that there are still 

significant differences between the computational and in vitro PD (Fig. 2d), emphasizing the 

need for further validation and finetuning of methods.   

There are several limitations to the research, which – at the same time – inspire future work. 

First, two types of outlet BCs were used: (i) Murray’s law, and (i) the perfusion methodology 

[22], while neither has been validated in vivo yet. Note that in Table 2 two sets of outlet BCs 

were reported for a cancer-free scenario in the CL (according to the 2 types of BCs). This 

discrepancy stresses that, moving forward, more appropriate BCs should ideally be used, 

preferably validated by or based on patient-specific in vivo measurements.  Second, from a 

modeling perspective, the effect of transient cardiac pulses should ideally be included to more 

accurately describe the PD in physiological conditions (i.e. for particle release during a 



specified, clinically achievable time window) [11,19]. Importantly, more attention should be 

paid to the clinical interpretation of the non-exit particles in these transient conditions.  Third, 

it should be noted that geometries generated from vascular corrosion casting can be slightly 

expanded compared to in vivo conditions, but that shrinkage of the resin can also occur [38]. In 

the future, the use of patient-specific anatomical imaging resulting from CT or MRI scans 

should be prioritized. Fourth, the scope of this study was limited to studying uncontrolled 

particle injection in the PHA in two patient-specific geometries. In addition to the parameters 

studied in this work, other clinically relevant parameters (such as injection velocity, catheter 

type, catheter tip orientation, etc.) should also be studied to fully estimate the possibilities 

offered by parameter optimization [11,12,14,20,21]. Future work also should focus on 

modelling axial injection locations beyond the first bifurcation, up to the point where the 

vasculature becomes inaccessible for catheters. As such, the workflow proposed in this study 

can be repeated for this larger range of axial locations to investigate the impact of parameter 

optimization for injection further downstream. Similarly, injections with more precise control 

of in-plane catheter tip location should be studied. Overall, more patient-specific liver 

geometries should be studied to verify the observations made. Last but not least, the scope of 

the experimental study was currently limited to a proof-of-concept, but should be expanded to 

investigate the sensitivity of the experimental PDs towards varying injection conditions and 

particle parameters.  

5. CONCLUSIONS  

For two patient-specific liver geometries, the impact of several parameters on the PD 

throughout the liver vasculature during transarterial therapies was studied both numerically and 

experimentally. Axial and in-plane injection locations have a large impact on the particle 

distribution, which can be used to steer particles towards specific exit branches. Large particle 

sizes and densities mainly increase the particle non-exit fraction. The healthy and cirrhotic 



geometry clearly differ in PD, injection plane targeting zones (according to the PRMs) and the 

impact of clinical parameters on the PD. For increasing cancer burden, the in-plane location of 

the catheter tip matters less, but this effect is very patient-specific. Experimental validation 

confirmed that the FD is not a perfect surrogate for PD. In conclusion, a combination of 

parameter optimization, catheter advancement and catheter tip control may enable increasing 

the target specificity for particle delivery during patient-specific transarterial treatments for 

liver cancer.  
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INDICATION OF TABLES  

Table 1: Literature overview for determination of inflow in the proper hepatic artery.  

Table 2: Flow distribution in the arterial tree for all scenarios of the parameter study, cancer 

burden study and validation study. The fractional flow percentage is imposed at each outlet as 

an outlet boundary condition.  

Table 3: Detailed overview of the simulation settings of the parameter study with simulations 

1 and 6 being the baseline models.  

Table 4: Overview of the six cancer scenarios of the cancer burden study, detailing the total 

tumor volume and healthy volume (ml) per liver segment.  

 

 

 

 

 

 

 

 

 

 

 

 



TABLES  

Table 1 

Number of patients 
Measurement 

method 
Source 

Mean flow 

(ml/min) 

10 Duplex Doppler 

US 

Carlisle et al.  [39] 212 ± 75 

10 Eco Doppler US Zoli et al. [40] 235 ± 76 

10 Eco Doppler US Zoli et al. [40] 313 ± 117 

10 Eco Doppler US Zoli et al. [40] 318 ± 144 

10 Eco Doppler US Zoli et al. [40] 271 ± 94 

30 Duplex Doppler 

US 

Saftoiu et al. [41]  224 ± 56 

9 PC-MRI Yzet et al. [42] 215 ± 101 

9 Doppler US Yzet et al. [42] 541.5 ± 272 

Total sample size Average mean flow (ml/min) 

98 275.7 

 

 

 

 

 

 

 

 

 

 

 

 



Table 2 

 

Outlet 

Boundary 

condition: 

Murray’s law 

Boundary condition:  

Aramburu’s perfusion model (only for the cirrhotic liver) 

 Healthy 

liver 

Cirrhotic 

liver 

No 

cancer 

scenario 

Cancer 

case 1 

Cancer 

case 2 

Cancer 

case 3 

Cancer 

case 4 

Cancer 

case 5 

Cancer 

case 6 

1 7.89% 10.73% 0.86% 0.94% 1.08% 1.15% 0.71% 0.44% 0.30% 

2 6.74% 3.10% 0.86% 0.94% 1.08% 1.15% 0.71% 0.44% 0.30% 

3 5.71% 2.01% 0.43% 0.47% 0.54% 0.57% 0.35% 0.22% 0.15% 

4 4.12% 6.19% 0.43% 0.47% 0.54% 0.57% 0.35% 0.22% 0.15% 

5 11.0% 3.84% 0.86% 0.94% 1.08% 1.15% 0.71% 0.45% 0.30% 

6 4.24% 2.88% 3.46% 3.78% 4.31% 4.60% 2.82% 1.78% 1.20% 

7 9.43% 1.32% 6.91% 7.56% 8.61% 9.21% 5.65% 3.57% 2.40% 

8 9.00% 5.27% 6.40% 6.46% 6.55% 6.60% 5.23% 3.31% 2.23% 

9 10.24% 3.44% 6.63% 6.85% 7.21% 7.41% 5.42% 3.42% 2.31% 

10 2.30% 5.18% 6.63% 6.85% 7.21% 7.41% 5.42% 3.42% 2.31% 

11 4.12% 8.98% 8.54% 8.90% 9.49% 9.82% 6.97% 4.41% 2.97% 

12 5.81% 8.81% 8.03% 8.47% 9.19% 9.60% 6.56% 4.14% 2.79% 

13 5.10% 7.64% 13.26% 13.70% 14.42% 14.82% 10.83% 6.85% 4.62% 

14 7.14% 6.42% 8.54% 8.90% 9.49% 9.82% 6.97% 4.41% 2.97% 

15 4.07% 1.92% 4.07% 3.87% 3.54% 3.36% 3.32% 2.10% 1.41% 

16 3.09% 0.86% 6.40% 6.46% 6.55% 6.60% 5.23% 3.31% 2.23% 

17 - 6.37% 4.02% 3.28% 2.07% 1.40% 7.86% 14.17% 17.70% 

18 - 2.02% 2.41% 1.97% 1.24% 0.84% 4.26% 7.29% 8.99% 

19 - 2.50% 2.41% 1.97% 1.24% 0.84% 4.26% 7.29% 8.99% 

20 - 1.22% 4.83% 3.94% 2.49% 1.68% 8.52% 14.59% 17.98% 

21 - 9.33% 4.02% 3.28% 2.07% 1.40% 7.85% 14.17% 17.70% 

 



Table 3 

Simulation Geometry 

Particle 

diameter 

(µm) 

Particle 

density 

(kg/m3) 

Injection plane 
Injection 

velocity (m/s) 

1 Healthy 40 1600 Inlet 0.155 

2 Healthy 100 1600 Inlet 0.155 

3 Healthy 40 3600 Inlet 0.155 

4 Healthy 40 1600 Middle 0.154 

5 Healthy 40 1600 Close 0.154 

6 Cirrhotic 40 1600 Inlet 0.108 

7 Cirrhotic 100 1600 Inlet 0.108 

8 Cirrhotic 40 3600 Inlet 0.108 

9 Cirrhotic 40 1600 Middle 0.108 

10 Cirrhotic 40 1600 Close 0.108 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table 4 

 

 

 

 

 

 

 

 

 

 

 

 

Liver 

segment 

Healthy 

segment 

volume 

Tumor volumes  

Right lobe Left lobe 

CASE 1 CASE 2 CASE 3 CASE 4 CASE 5 CASE 6 

Low 

burden 

[ml] 

Moderate 

burden 

[ml] 

High 

burden 

[ml] 

Low 

burden 

[ml] 

Moderate 

burden 

[ml] 

High 

burden 

[ml] 

1 101.63 4.02 16.83 33.65 0 0 0 

2 200.71 0 0 0 67.5 282.25 564.5 

3 241.36 0 0 0 67.5 282.25 564.5 

4 345.53 28.17 117.78 235.56 0 0 0 

5 320.12 18.11 75.71 151.43 0 0 0 

6 200.71 14.08 58.89 117.78 0 0 0 

7 426.83 28.37 118.62 237.24 0 0 0 

8 663.11 42.25 176.67 353.34 0 0 0 



INDICATION OF FIGURES  

Figure 1: Illustrations of the simulation geometries. 3D models of the arterial network of the 

(A) healthy liver and (B) cirrhotic liver. The three axial injection locations used for the 

parameter study are indicated. The particle release map (PRM) of the baseline model is also 

shown with respect to the model orientation. The colored sections of the PRM show through 

which branches the particles exit if they are injected in that specific section (see color bar). 

Particles that don’t exit the domain are denoted in black. Schematic 2D representation of the 

branching topology of the (A) healthy liver with 16 outlets and (B) the cirrhotic liver with 21 

outlets. 

Figure 2: Experimental in vitro set-up and results. (A) schematic representation of the set-up. 

1: main reservoir. 2: DC pump. 3: Elevated water reservoir. 4: Clamp. 5: 3D printed liver 

geometry (cirrhotic). 6: PVC connecting tubes. 7: Collecting reservoirs. (B) Overview of the 

set-up, showing the 3D model, the PVC tubing attached to the outlets, the resistances used to 

tune the flow distribution and the collection reservoirs. (C) Experimental set-up in the lab, 

showing the 3D model of the liver vasculature, the elevated reservoir and the collecting 

reservoirs at the outlets. (D) Results of the validation study. The experimental and theoretical 

flow distribution (FD) are compared with the particle distributions (PD) for Experiment 1 and 

2, and the numerical simulation. 

Figure 3: Particle exit fractions (PEFs) for the 5 scenarios of the parameter study. PEFs are 

reported for in both geometries, being (A) the healthy liver and (B) the cirrhotic liver (left to 

right: baseline, higher diameter, higher density, middle injection location, close injection 

location). The total particle fractions exiting the left (O17-O21 for the cirrhotic liver, O9-16 for 

the healthy liver) and right lobe (O1-16 for the cirrhotic liver, O1-O8 for the healthy liver) are 



given above the bars. The non-exit fraction (Outlet “0”) is largest for the bigger and denser 

particles.  

Figure 4: Particle release maps (PRMs) of the computational simulations. (A) PRMs for the 

parameter study of both the healthy and cirrhotic liver. For the healthy liver, injection in the 

blue section (O1-8) leads to particle deposition in the right lobe, while injection in the 

complementary moon-shaped section (O9-16) leads to deposition in the left lobe. For the 

cirrhotic liver, injection in the red section (O17-21) leads to particle deposition in the left lobe, 

while injection in the complementary section (O1-16) leads to deposition in the right lobe. (B) 

PRMs for the cancer burden study in the cirrhotic liver. Top row: tumors in left lobe with 

growing burden. Bottom row: PRMs for tumors in right lobe with growing burden (left to right: 

low to high).  

Figure 5: Particle exit fractions for varying cancer burden. Particles which do not exit the 

domain are denoted by Outlet “0”. (A) For growing tumor burden in the left lobe, the number 

of particles depositing in the left lobe increases significantly. (B) For growing tumor burden in 

the right lobe, the number of particles depositing in the right lobe increases, but not as 

significantly. 
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