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Abstract 

 

There is substantial evidence that the environment has an important impact on the use of bicycles. Changes in 

the built environment, such as cycling infrastructure provision, usually aim at improving the efficiency, 

enjoyability and safety of cycling. They can also shape affective responses, for instance by triggering or preventing 

stress situations during cycling. The repeated occurrence of intensely stressful events may make actual cyclists 

more likely to abandon cycling and deter prospective cyclists from actually taking up this form of mobility. 

Therefore, using a novel approach, based on stress biomarker measurements obtained directly from cyclists, the 

objective of this study is to investigate the relationship between urban environment and cyclists’ stress. It also 

investigates if different types of cycling infrastructures in the contexts of two different countries and in five 

different cities have different relationships with stress. Using a stress sensor, 70 young adults were invited to 

cycle along a standard route in Oxford, London (the United Kingdom), Amsterdam, Houten and Groningen 

(the Netherlands). These routes were around 6 km long and had a wide range of characteristics. Multilevel logistic 

regression analysis indicates that the probability of stressful events occurring is significantly lower on physically 

segregated cycle paths than on cycle paths on streets, with cycling on general use streets falling in-between these 

extremes. We also find higher probabilities of stress for primary roads compared to tertiary roads, at intersections 

than on straight roads, on cobbled and off-road surfaces compared to asphalt, and in noisier places.  Models for 

the individual cities suggested that the relationship between cycling infrastructure and the likelihood of stressful 

events occurring may depend on the local context. Only for noise conditions, intersection types and cycling 

infrastructures were the effects consistent across the cities. These findings may be useful for urban infrastructure 

planning and management, indicating specific attributes that should be adjusted to make cycling less stressful. 
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Highlights  

 

 The presence of cycling infrastructure is associated with stress while cycling 

 Physical segregation between cyclists and vehicles reduces the likelihood of stress 

 The likelihood of stress increases at intersections and at noisy places 



 Each city studied presented specificities among the environment stressors 
 
  



1. Introduction 

Cycling is seen as a sustainable mode of transport and a good choice for a transition towards low-carbon, energy-

efficient urban mobility systems. In addition, cycling can improve population health (Oja et al., 2011) and may 

have the additional benefits of avoiding the external costs of motorized transport associated with injuries, air 

and noise pollution, and community severance (Public Health England, 2014).  

Interventions aimed at increasing commuter cycling have mainly been focused on individual/group approaches 

and environmental actions (Stewart et al., 2015). That is, while interventions focusing on individual choices and 

behavior usually provide information, advice and/or even free bicycles to encourage cycling, environmental ones 

aim to create more bicycle-friendly places. Although environmental interventions may present smaller effect 

sizes, they appear to have more public health significance, reaching many more people in everyday life situations 

(Stewart et al., 2015). It is important to emphasize that changes to the environment can affect multiple aspects 

and qualities of cycling, not only its efficiency and safety, but also its enjoyability (Pritchard, 2018). Thus, 

measuring affective responses induced by the environment during cycling is essential to understand, optimize 

and promote bicycle use. In this sense, affective responses could be a general psychological state of an individual, 

including emotions and mood, describing the subjective experience, and considering both positive and negative 

dimensions (Haile et al., 2014). 

One important affective response, we suggest, is the (prospective) experience of stress during cycling, 

characterized by the difference between the stress that people actually experience whilst in the midst of a ride 

and the stress they anticipate or expect to experience if they decide to get on a bike. In addition, repeated 

occurrence of intensely stressful events may make actual cyclists more likely to abandon cycling and deter 

prospective cyclists from taking up this form of mobility. Several factors associated with stress have been 

recognized in the psychology and sociology literatures, including internal and external environment 

perturbations, future expectancy, negative neighborhood characteristics, and even social threats (Oken et al., 

2015; Zhang, 2018). However, it is important to highlight that only a few studies have tested the relationship 

between bicycle commuting and stress in adults (Avila-Palencia et al., 2017; Doorley et al., 2015; Kaplan and 

Prato, 2016; H. Wang et al., 2016). Even fewer have questioned whether there is any relationship between 

environmental factors and stress, using physiological signals (Fitch et al., 2017; Kyriakou et al., 2019; Nuñez et 

al., 2018).  

Over the last few years, a new approach has been developed to access autonomic responses to physiological 

stress in cycling (further discussed in Section 2.1), based on measurements of stress biomarkers obtained directly 

from cyclists (Caviedes et al., 2017; Fitch et al., 2017; Liu et al., 2016; Zeile et al., 2016). These stressful events 

are related to safety and security, since, in general, stress is associated with reactions of the organism aiming to 

survive or to avoid pain and discomfort (Ulrich-Lai and Herman, 2009).  



In general, these studies assessed stress using electrocardiogram, electrodermal activity (galvanic skin response), 

skin temperature or heart rate variability. Specifically regarding the relationship between environmental factors 

and stress while cycling, they found lower levels of stress during off-peak than during peak hours, at separated 

cycling infrastructure than on shared roadways (Caviedes et al., 2017; Liu et al., 2016), and on local streets than 

on arterial roads (Fitch et al., 2017). Stress tended to occur more often on signalized intersections compared to 

straight segments (Caviedes et al., 2017; Liu et al., 2016). Stress was also likely to occur when cyclists were close 

to a large number of vehicles, were overtaken by cars that did not respect the legal safety distance, experienced 

long waiting times at crossroads, or rode in heavy traffic (Zeile et al., 2016).  

Thus, research investigating the relationship between cycling infrastructures and stress biomarkers is relevant 

and can contribute both to scientific knowledge and to the planning/implementation of public policies. These 

public policies, based on scientific evidence, may be attractive, effective and efficient in promoting cycling as a 

means of transport. In addition to the studies mentioned above, we propose a study with a broader range of 

environmental characteristics, a larger sample, in different contexts of countries and cities and, finally, with a 

robust approach to data analysis.  Therefore, this study aims to investigate the relationship between the urban 

environment and cyclists’ stress. It also investigates if different types of cycling infrastructures in two different 

countries and in five different cities’ contexts have a different relationship with stress. 

2. Theoretical framework 

2.1 Stress, skin conductance and skin temperature 

Historically, stress has been defined as a reaction in the form of a shift from a calm state to an excited state for 

the purpose of preserving the integrity of the organism (Healey and Picard, 2005).  It is considered an unpleasant 

emotional state and tends to emerge when people experience situations they perceive as highly challenging or 

physically threatening (Lovallo, 2015; Villarejo et al., 2012). In such situations, some changes happen to people’s 

bodies such as pupil dilation, increased heart rate and contractility, vasoconstriction, bronchodilation, sweating, 

decreased motility of the digestive system, secretion of the epinephrine and cortisol (McCorry, 2007). All these 

changes are made to prepare the body for strenuous physical activity.  

Kyriakou et al. (2019) reviewed relevant literature about how to detect the physiological signals of stress and 

found a wide range of approaches, including studies in the laboratory and the real world. The more frequently 

examined physiological signals were: galvanic skin response, skin temperature, blood volume pulse, respiration, 

electrical activity in the brain or the heart, and heart rate variability. In some cases, these signals were measured 

separately, and in others several were examined in combination, presenting an accuracy between 74.5% to 99.5%. 

After that review, the authors proposed detecting “moments of stress” using a combination of skin conductance 

and skin temperature, compared to the subjectively perceived stress levels and emotions, collected through an 

eDiary smartphone app. In the laboratory, they detected 77% of stress moments and, during a real-world cycling 

task, the algorithm detected 84% of stress moments correctly, showing high correlations between physiologically 



measured (wearable sensors), self-reported (questionnaire), and recorded (video) stress events. On the other 

hand, at the laboratory test, Kyriakou et al. (2019) detected the occurrence of false positives stress events, 

although the study did not specify the quantity. It should be noted that the same kind of issue could happen 

during a real-world cycling test.   

Finally, it is important to highlight that, although stress can be a complex reaction consisting of physiological 

and psychological (i.e., cognitive, affective and behavioral) components (Zhang, 2018), in this publication, we 

use the term “stress” to refer to an increase in skin conductance and a decrease in skin temperature as an 

indication of an emotional construct. 

2.2 Stress and cycling  

Considering the vast literature on objective and subjectively experienced safety in relation to cycling, we can 

derive expectations about which factors and conditions can trigger stressful events during cycling, once the safety 

issues can affect the integrity of the cyclist, emerging a stress condition. Thus, when evaluating cyclists’ safety, 

various aspects are generally considered. Examining the connections between the physical environment and 

adult physical activity, several studies have identified numerous and complex interactions, such as population 

density, connectivity, and land use mix (Saelens et al., 2003; H. Wang et al., 2016). The urban environment plays 

a significant role in influencing levels of cycling as cyclists are seen as vulnerable road users. Thus, some 

environment characteristics, for example bike lanes, when improving safety, could act as motivators for cycling 

(Wang et al., 2016). Specifically related to cycling, some urban environment characteristics are recognized as 

associated with stress, for instance, road characteristics, cycling infrastructure, noise and vibration. Thus, we 

selected seven urban environment attributes that were reported, linked directly or indirectly to a possible stress 

episode while cycling. They are: street hierarchy, street direction, intersection, surface, road work, noise and type 

of road.  

A literature review about the impact of transportation infrastructure on bicycling injuries and crashes indicated 

that major roads are more hazardous than minor roads (Reynolds et al., 2009).  Some other studies also tried to 

find the relationship between cycling safety and street direction, given that bidirectional streets could increase 

the complexity of the interactions because drivers must scan more directions in a short period of time. In 

addition, there are some indications that, for bidirectional streets, the likelihood of frontal crashes between 

cyclists increases (Methorst et al., 2017; Schepers et al., 2017).  

Other possible factors that could affect stress are intersections and the road surface. Intersections are complex 

zones as there is a possibility for both cyclists and drivers to change direction. Thus, some studies have indicated 

a higher frequency of crashes and cyclist injuries in those places (Aldred et al., 2018; Brüde and Larsson, 1993; 

Miranda-Moreno et al., 2011; Wang and Nihan, 2004; Williams, 2015). Although the lack of smoothness can 

contribute to the safety condition (American Association of and State Highway and Transportation Officials, 

2012), the kind of surface substantially affects the cyclists’ comfort because more vibration results in less comfort 



for the rider (Olieman et al., 2012). The concomitant reduction in safety and comfort could be an important 

stress source while cycling. 

Along city streets, roadworks can result in unsafe places for pedestrians and cyclists, as part of or the entire road 

is occupied for work usually repairing the road surface and/or work near passageways. Owing to that, the United 

Kingdom government produced some Construction Guidance and Code of Practice to minimize the negative 

impacts of roadwork activities. Especially related to cyclists, the recommendation is to provide temporary traffic 

management at construction sites, to support the continued increase in cycling and to promote safe use of this 

transport mode. However, hazardous and probably stressful situations could happen in those places such as 

pinch points, long diversion routes, poor surfaces, conflicts with pedestrians and others.  

Concerning noise, Nuñez et al. (2018) have shown that high noise levels were associated with a higher likelihood 

of a stressful event while cycling. The literature also described other possible adverse effects of road traffic noise 

on human health, such as irritation and annoyance, cardiovascular disease, risk of stroke, diabetes, hypertension 

and loss of hearing (Singh et al., 2018). Specifically for cyclists, traffic noise may also affect concentration 

(Suetomi and Niibe, 2002) and the motivation to cycle (Winters et al., 2011).  

Specifically related to roads, special attention can be given to cycling infrastructures. Implementing improved 

cycling infrastructure significantly contributes to improvements in cycling safety (Pucher and Buehler, 2016), 

reducing the fear of cycling (Garrard et al., 2008; Winters et al., 2011; Yang and Matthews, 2010) and injuries 

(Moritz, 1998; Rodgers, 1997).  

Previous studies found that cyclists’ levels of comfort are inversely associated with the proximity to motorized 

traffic (Chuang et al., 2013; Kim et al., 2007), preferring to ride on separate bike paths (Hunt and Abraham, 

2007; Sener et al., 2009; Wardman et al., 2007; Winters et al., 2011), and opposing to high speed and high traffic 

volume streets (Misra et al., 2015). This preference could be because riding on these specific lanes tend to be 

safer, thus leading to a reduction in crash rates (Lusk et al., 2013, 2011; Teschke et al., 2012) and lower cycling 

injury risk (Reynolds et al., 2009; Thomas et al., 2013). These injuries reductions, when riding on bicycle-specific 

infrastructures, vary between 9% and 50% (Lusk et al., 2011; Reynolds et al., 2009).  

Finally, it is also important to consider the demographic factors. People of different ages, gender or 

socioeconomic status may need different traffic safety guidelines (Vanparijs et al., 2015). For example, women 

and the elderly appear to be especially vulnerable to traffic-related hazards (Garrard et al., 2008). Other studies 

indicate that women are more influenced by questions of personal safety in traffic than men (Oja et al., 1998) 

and, in general, cycle less as well (de Geus et al., 2014). Related to age, cyclists younger than 30 years and older 

than 65 years of age present the highest risk of being involved in a crash (Useche et al., 2018). 

Based on the factors identified above, we hypothesized that the likelihood of stress would be higher when the 

cyclist rides on streets shared with other vehicles, without a cycle lane, on primary roads, at intersections, on 

poor surfaces, bidirectional streets, segments with roadworks and noisier ones. In addition, we theorized that 

females and riders with less cycling experience may be more susceptible to stress as well.  



3. Methods 

To analyze the relationship between cycling infrastructures and stress, we selected five European cities in two 

different countries and invited participants to ride along a standard route carrying a Smartband and a noise 

sensor. The cities selected were: Oxford and London (the United Kingdom); Amsterdam, Houten and 

Groningen (the Netherlands). The rationale of this selection was to have cities of different sizes, cultures, cycling 

infrastructures, levels of bicycle use and automobility, traffic, etc.  

For each city, a standard route was designed by the research team, following five steps: 1) Mapping all cycling 

infrastructures using online databases (Open Street Maps and local government websites); 2) Categorizing the 

cycling infrastructures, creating six categories, based on combining types of cycling infrastructures (with or 

without physical segregation) and hierarchical levels of the road (primary, secondary and tertiary); 3) Selecting a 

cycling infrastructure sample, picking at least one for each six categories created on the previous step; 4) Defining 

the route´s starting point. With a view to facilitating the recruitment of our target participants (young adults), 

the starting point of each route was selected at a public place of interest (churches/squares) in the neighborhood 

with the highest density of university students during daytime in each city; 5) After performing the previous four 

steps, the team created the standard route, joining all infrastructures selected at steps 3 and 4. For the British 

cities, routes were in a clockwise direction and, in the Netherlands, counterclockwise. The routes were from 6.2 

km long in London and Amsterdam to 6.5 km long in Oxford and all the participants in a city traveled the same 

route. The final routes selected are presented in Figure 1. 

3.1 Participants 

The participants were invited to take part in the study using three different methods: 1) online advertisements 

(social media and local websites), 2) paper-based advertisements and 3) face-to-face invitations in common 

university areas and streets. The inclusion criteria for participants were that they had to be: 18-30 years old; 

healthy; and able to ride a bike. The exclusion criterion was not having cycled at least twelve times in the last 

three months. These criteria were adopted to select people engaged in cycling, avoiding exposing non-competent 

cyclists (i.e. those who are unfamiliar with local traffic and vulnerable people such as children, teenagers and 

elderly) to risks. 

All procedures were in accordance with the Helsinki Declaration on using humans as research subjects. The 

Brazilian Research Ethics Committee approved this study (Protocol number: 2.323.525), and the participants 

were informed about the procedures and risks before giving written consent. 

The final sample had 70 participants, comprising 14 participants in Oxford, 14 in London, 16 in Houten, 15 in 

Groningen and 11 in Amsterdam. In general, the sample mainly consisted of male participants (61.4%), people 

aged between 25 and 30 years old (68.6%), with a higher education level - undergraduate or postgraduate (77.1%) 

and from 19 different nationalities. 



 

 

Figure 1- Routes selected for data collection. 

 



3.2 Measurements 

After selecting the route and participants, during the experimental procedures, we assessed the following 

variables: stress level, noise level and environmental characteristics. After the data were collected, they were 

georeferenced and collated into a single database. The temporal resolution adopted for the analysis was one 

observation per second.  

3.3 Stress biomarker 

To assess the stress levels, we used an experimental Smartband. This Smartband collects skin conductivity and 

skin temperature data at a sampling rate of 10 Hz and has already been used in other studies with cyclists (Nuñez 

et al., 2018; Zeile et al., 2016). Electrodermal response activity, based on galvanic skin response, measures 

changes in the conductivity and temperature of the skin and monitors responses to certain physiological 

emotions (Caviedes et al., 2017).  

In normal exercise, both skin conductivity and temperature increase gradually. During a stressful event, the skin 

conductivity increases suddenly while the skin temperature decreases rapidly (Kreibig, 2010; Nuñez et al., 2018; 

Rodrigues da Silva et al., 2014). Skin conductance increases by the difference between sweat production and 

absorption by the skin, while skin temperature decreases because the cutaneous blood goes to the active muscles, 

helping individuals to be prepared to escape or fight against the stressor, if necessary. We present a detailed 

description of the steps for processing and classifying the stress in the technical appendix.  

3.4 Noise level 

Noise level data were collected using a mobile measurement strategy. To do this, a sensor developed at Ghent 

University (Dekoninck et al., 2013) was used. This device was designed and adjusted to record noise data while 

the participants are riding a bicycle and geographical coordinates are tagged. The noise sensor was put inside a 

backpack, but the microphone was adapted on the backpack shoulder straps, which was closer to the 

participant’s ear, preventing an acoustic shadow. To analyze the noise level data, we used the LAeq,1sec, the A-

weighted equivalent sound level, which was calculated second by second and then geocoded along the route.  

At the level of street segments, noise levels measured as LAeq,1sec will be higher on average when the amount 

of traffic is higher and traffic speed is higher. The dependence on vehicle speed depends on the fleet 

composition, the road surface and the speed. For light vehicles at higher speeds, rolling noise will be dominant 

and a log(v) dependence is expected, while for heavy vehicles and lower speed, the noise level in dB will depend 

linearly on vehicle speed, v. So overall, on a segment with more vehicles at higher speed, the distribution of 

LAeq,1sec will tend to higher values. 



3.5 Environmental characteristics  

Although each city presented different characteristics along the routes, we created a classification based on six 

groups: Street hierarchy (Primary street; Secondary street; Tertiary street), Street direction (Two-way;  One-

way; One-way contra-flow), Surface (Asphalt; Cobbles; Concrete pavers; Off-road), Type of road (General use; 

Shared-use sidewalk/mixed-use sidewalk; Shared-use bus lane; Cycle path [with a physical segregation]; Cycle 

lane [without a physical segregation]), Intersection (Straight; Turn same side [NL = right; UK = left]; Turn 

opposite side [NL = left; UK = right]), Roadworks (with; without). In each group, the categories were organized 

from the best scenario (reference category) to the worst scenario for cycling (Figure 2). It is important to highlight 

that, along the standard route, while cycling, the participant was exposed to different combinations of 

environmental characteristics. The percentages of environment attributes distributed along the routes in each 

city and in total are presented in Table 1. 

Table 1 – The distribution of environment attributes (in %) along the routes in each city and in total. 

  Houten Oxford Groningen Amsterdam London Total 

Type of road             

General use 24.4 34.1 41.6 49.9 59.2 42.4 

Bus shared ø 21.6 ø ø 7.1 5.9 

Sidewalk shared ø Ø 0.7 ø 2.4 0.7 

Cyclelane 8.6 28.7 17.7 17.8 6.4 15.5 

Cyclepath 66.9 15.6 39.9 32.3 25.0 35.5 

Road hierarchy             

Tertiary road 94.6 27.9 49.3 60.6 20.5 48.5 

Secondary 5.4 19.9 15.8 15.7 36.2 19.4 

Primary ø 52.2 34.9 23.8 43.3 32.0 

Intersection             

Straight 96.1 94.1 88.5 84.9 88.1 90.4 

Turn same side 1.2 1.5 3.5 3.4 0.7 2.0 

Turn opposite side 2.7 4.4 8.0 11.7 11.3 7.7 

Surface             

Asphalt 82.7 95.0 69.0 48.4 97.5 80.2 

Concrete pavers 17.3 3.2 25.2 38.5 ø 15.6 

Cobblestones ø 0.7 5.7 13.1 2.5 4.0 

Off-road ø 1.1 ø ø ø 0.2 

Street direction             

One-way 70.9 8.9 18.2 44.1 75.4 43.7 

Two-way 29.1 91.1 75.8 53.8 23.3 54.3 

One-way (reverse for 
cyclists) 

ø 0.0 6.0 2.1 1.3 2.0 

Roadworks             

Normal 100.0 99.3 99.5 100.0 98.7 99.5 

Roadworks ø 0.7 0.5 ø 1.3 0.6 

ø = no observations;              

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 - Summary of environment classification group and their categories varying from the worst to the best scenario for the cyclists. 



 

3.6 Procedures for data collection  

Data collection took place on weekdays from 10th May to 20th July 2018, from 7am to 6pm. The participants 

were first familiarized with the GPS navigation device, and they rode around the block so as to become familiar 

with the navigation task. They were then equipped with the sensors and instructed on how the test phase would 

be carried out. Thereafter, using a bike, participants completed the standard route, at a comfortable speed, and 

all measurements were collected continuously by the environmental and physiological sensors. The participants 

were advised to ride safely, respecting the traffic laws and using the cycling infrastructures whenever they were 

available.  

3.7 Video demonstration of experimental process and cities’ environments. 

We recommend that readers watch the five video recordings containing one participant per city to obtain a more 

practical understanding of the process and the cities’ environments. The videos can be found here: 

https://drive.google.com/drive/folders/1rj_SnqDxpzIVEofvH71goZGH0bSaPHnw?usp=sharing. 

3.8 Data analysis  

After acquiring the data, all records (70 individuals and 1,144,099 observations during bicycle rides) were 

synchronized, arranged chronologically and a Geographic Information System (GIS) was used to link the 

information related to the participants and the environment. 

The relationship between street characteristics and stress was assessed by multilevel logistic regression analysis, 

with observations during bicycle rides (level 1) nested within participants (level 2). Level 1 consisted of the 

variables: type of road, street hierarchy, street direction, intersection, surface, roadwork and noise, assessed 

second-by-second along the trip. Aiming to control for the effects of possible mental and physical fatigue during 

the ride, we also added the variable ‘time elapsed from the start (in seconds)’ to all models. For Level 2, the 

variables were: age, gender and bike use frequency. Bike use frequency was used as an indicator of the 

participant’s experience and was classified into three categories: five or fewer times per week; from six to ten 

times per week; more than ten times per week. Noise and age were used in a continuous form and, the dependent 

variable was categorized dichotomously into stressful event or normal condition.  

The number of cities was too small (n = 5) for a three-level structure with events nested within individuals and 

nested within cities. Instead, a series of dummy indicators for the various cities was created and added to the 

two-level model (making cities another individual-specific characteristic). In addition to this global model, we 

created five independent models for each city, following the same two-level structure. Odds ratios (OR) and 

their 95% confidence intervals are reported, as well as the p-values, random-effects parameters, intra-class 

correlation coefficients (ICCs) and Wald chi2 statistics. To measure the goodness of fit for the models, we 

adopted three different methods: 1) McFadden’s rho-squared at constant, calculated by the following equation: 

https://drive.google.com/drive/folders/1rj_SnqDxpzIVEofvH71goZGH0bSaPHnw?usp=sharing


 

1 – (log likelihood for final model/log likelihood for a model containing only a constant); 2) McFadden’s rho-

squared at zero where the denominator is not the log-likelihood at the constant but the log-likelihood at zero, 

which is: 𝐿𝐿 =  −𝑛 ×  𝐿𝑁(2) , where n is the number of observations and 3) C-statistic, which is equivalent to 

the area under the receiver operating characteristic (ROC) curve, and is a measure used for summarizing the 

discriminatory ability of a binary prediction model (Hosmer and Lemeshow, 2000). As a general rule, if 

ROC = 0.5, this suggests no discrimination; if 0.7 ≤ ROC < 0.8, this is considered acceptable discrimination; if 

0.8 ≤ ROC < 0.9, is considered excellent discrimination; and if ROC ≥ 0.9, this is considered outstanding 

discrimination (ibid).  

3.9 Limitations of the research 

Aiming to avoid the exposure of vulnerable people to risks during the experiment, our selection criteria were 

very restrictive, resulting in a sample consisting mainly of young adults, males and those with a higher education 

level. Because of this, the sample becomes more homogeneous, but the risk of having a type I statistical error is 

lower as this population group could be less affected by stress factors.  

Another limitation is related to the cross-sectional study design. The results of this research indicate that there 

is a significant association between stress and cycling infrastructures but it is not possible to define if the stress 

levels were indeed higher before the infrastructures were implemented. However, it is important to highlight 

that this study design allowed the same individual to be exposed to different conditions along the route. In 

addition, this does not need to be a limitation when the interest is in comparing routes or cities 

It is also important note that there are other relevant variables that could affect the cyclists’ stress, which were 

not considered in this study. Teixeira et al. (2019) developed a model with 39 possible variables that could be 

related to stress in a bicycle commuting context. Those variables were grouped into eight clusters: personal 

characteristics, urban environment, traffic characteristics, natural environment, social environment, temporal 

information, cyclists’ characteristics and trip characteristics. Some of those variables will be addressed in a future 

study analyzing the videos recorded, but some others, such as air pollution, temperature and vibration, cannot 

be considered with the data at hand. In addition, there are three other possible stressors inherent to our method: 

attention to GPS for navigation, physical activity, and being followed by the researcher who was recording the 

video. We assume that these last three variables could be potential confounding factors, as each participant may 

respond differently to each of them, but they were essential to developing the research.  

Finally, the duration of the real-world experiment may impact the accuracy of the stress identification. Kyriakou 

et al (2019) found an attenuation along a lab study, which could be also the case for a real-world experiment. 

However, we believe that the reason for the lab accuracy attenuation is due to the repeated nature of the lab 

stimuli (horn), which definitely is not the case of the real-world bicycle ride. Although we can only speculate 

about it, our results show that each additional second increased significantly the likelihood of a stress event by a 



 

factor of 1.000015. That means that, IF there is an attenuation, it is being compensated by another factor, such 

as physical and/or mental fatigue (see the temporal effect section at Table 3).   

4. Results and Discussion 

4.1 Descriptive statistics 

The final sample consisted of 70 participants as follows: 14 participants in Oxford; 14 in London; 16 in Houten; 

15 in Groningen and 11 in Amsterdam. The demographic characteristics of the sample are presented in Table 

2. In general, the sample mainly comprised males (61.43%), people aged 25 or over (68.57%), with a higher 

education level, living with a partner or other adults, working full-time and including 18 different nationalities.    

On average, the participants took 27.2 minutes to ride the standard route whereby the participants were classified 

as under stress for 8.8% of the time. This value varied among the cities as shown in Figure 3 (the average values 

per city are marked as “x”). 

 

 

Figure 3 - Distribution of stress, grouped by cities (n=70 participants) 

4.2 Environmental characteristics and stress 

The results from the multilevel logistic regression for all 70 participants are presented in Table 3. Below, we 

present the results and discussion separated into sections related to the groups of variables.  

 



 

Table 2- Sample characteristics, overall and stratified by city (n=70). 

  General Houten Oxford Groningen Amsterdam London 

  n % n % n % n % n % n % 

Sex                         

Female 27 38.57 7 43.75 5 35.71 6 40 4 36.36 5 35.71 

Male 43 61.43 9 56.25 9 64.29 9 60 7 63.64 9 64.29 

Nationality                         

Dutch 19 27.14                     

Brazilian 18 25.71                     

British 11 15.71                     

Italian 5 7.14                     

French 2 2.86                     

German 2 2.86                     

American 2 2.86                     

other 11 15.71                     

Age (year bands)                         

18 to 24 years 22 31.43 3 18.75 6 42.86 8 53.33 2 18.18 3 21.43 

25 to 30 years 48 68.57 13 81.25 8 57.14 7 46.67 9 81.82 11 78.57 

Education                         

Primary or Secondary 4 5.71     2 14.29 1 6.67 1 9.09     

Undergraduate 13 18.57     4 28.57 4 26.67 2 18.18 3 21.43 

Graduate or equivalent 22 31.43 6 37.5 3 21.43 4 26.67 4 36.36 5 35.71 

Postgraduate or equivalent 31 44.29 10 62.5 5 35.71 6 40 4 36.36 6 42.86 

Marital status                         

Single 29 41.43 1 6.25 7 50 9 60 8 72.73 4 28.57 

Partnered 41 58.57 15 93.75 7 50 6 40 3 27.27 10 71.43 

Household composition                         

Living with partner only 23 32.86 10 62.5 1 7.14 6 40 2 18.18 4 28.57 

Living with adults other than partner or parent(s) 19 27.14     8 57.14 3 20     8 57.14 

Living alone 12 17.14 1 6.25 2 14.29 3 20 6 54.55     

Living with partner and child(ren) only   6 8.57 5 31.25         1 9.09     

Living with parent(s) only 5 7.14     2 14.29 3 20         

Living with child(ren) only 1 1.43     1 7.14             

other 4 5.71             2 18.18 2 14.29 

Employment status                         

Working fulltime 43 61.43 12 75 8 57.14 6 40 5 45.45 12 85.71 

Working part time 11 15.71 4 25 2 14.29 2 13.33 2 18.18 1 7.14 

Student 11 15.71     3 21.43 6 40 1 9.09 1 7.14 

Not working, looking for a job 1 1.43             1 9.09     

Not working, not looking for a job 2 2.86     1 7.14 1 6.67         

other 2 2.86             2 18.18     

 

 



 

Table 3 - Multilevel logistic regression analyses nested within all participants (n=70). 

 

 

Odds Ratio p

Type of road

General use 1

Bus shared 0.97 0.12 0.93 1.01

Sidew alk shared 1.08 0.09 0.99 1.17

Cyclelane 1.24 0.00 1.21 1.27

Cyclepath 0.86 0.00 0.84 0.87

Road hierarchy

Tertiary street 1

Secondary 0.97 0.01 0.95 0.99

Primary 1.14 0.00 1.11 1.16

Intersection

Straight 1

Turn same side 1.28 0.00 1.22 1.34

Turn opposite side 1.25 0.00 1.23 1.28

Surface

Asphalt 1

Concrete pavers 0.87 0.00 0.85 0.89

Cobblestones 1.18 0.00 1.14 1.22

Off-road 3.37 0.00 2.83 4.01

Street direction

One-w ay 1

Tw o-w ay 0.87 0.00 0.86 0.89

One-w ay (reverse for cyclists) 0.91 0.00 0.87 0.96

Roadworks

Normal 1

Roadw orks 0.48 0.00 0.42 0.56

Noise 1.02 0.00 1.01 1.02

Time elapsed 1.000015 0.00 1.000014 1.000016

Sex

Female 1

Male 1.15 0.65 0.63 2.11

Bike use (times per week)

Five or less 1

From 6 to 10 0.87 0.79 0.32 2.39

More than 10 0.48 0.09 0.21 1.12

Age 0.98 0.33 0.95 1.02

City

Houten 1

Oxford 1.19 0.75 0.42 3.34

Groningen 1.25 0.69 0.42 3.69

Amsterdam 5.11 0.01 1.66 15.77

London 1.09 0.86 0.39 3.06

constant 0.08 0.01 0.01 0.48

Individual-level variance 1.24 - 1.05 1.49

N obs= 1,144,099; Wald Chi-square= 95093.21, p<0.001; McFadden rho-square at constant: 0.004; McFadden rho-square at zero: 0.649

95% CI

Residual ICC  - participant level: 0.32; Std. Err.:0.04; 95% Conf. Interval: 0.25 - 0.40; Residual ICC at constant- participant level: 0.37; 

Std. Err.:0.04; 95% Conf. Interval: 0.30 - 0.46

C-Statistic - ROC area: 0.8142; Std Err. 0.001; 95% Conf. Interval: 0.81277 - 0.8156



 

Type of road 

Related to the type of road, we found that physical segregation in the form of a cycle path reduced the odds by 

14 percentage points when compared to the reference category of riding on a general use street (OR = 0.86 

CI95% = 0.84-0.87). The probability of stress was significantly higher when the cyclists were riding on a cycle 

lane (OR = 1.24 CI95% = 1.21-1.27) when compared to riding on a general use street.  

The findings are consistent with the notion that physical separation of cyclists prevents stress. This result is 

plausible given that physical separation means that less attention to cycle safety is demanded from cyclists, 

allowing them to ‘relax’ until the next intersection. By contrast, riding on cycle lanes without segregation requires 

constant attention (Pucher and Buehler, 2012). Thus, several studies point out a preference for cycle paths with 

physical segregation instead of cycle lanes or shared traffic (Abraham et al., 2002; Hunt and Abraham, 2007; 

Stinson and Bhat, 2003; Wardman et al., 2007). Maybe this preference reflects that riding on these specific lanes 

tend to be safer to riding on a general use street, thus leading to lower cycling injury risk (Reynolds et al., 2009; 

Thomas et al., 2013) and would, therefore, reduce stress as well. In addition, previous studies found that cyclists’ 

levels of comfort are inversely associated with the proximity to motorized traffic (Chuang et al., 2013; Kim et 

al., 2007) and separated bike paths are preferred by users (Garder et al., 1998; Sener et al., 2009; Winters et al., 

2011).  

One unexpected result was the greater odds ratio for stress when the cyclists were riding on a cycle lane when 

compared to riding on a general use street. Considering that cycle lanes and cycle paths are created based not 

only on the cyclists’ demand but also considering street characteristics such as speed and flow, in general, they 

tend to be built where the risk for cyclists is higher (EU’s Intelligent Energy., 2010). Hence, although we found 

a higher risk of having a stressful event on cycle lanes when compared to shared streets, it is possible that, before 

building them, those streets were even more stressful. Considering that and the fact that the criteria to build 

cycle paths with physical segregation (instead of cycle lanes) usually demand streets with even more automobile 

flow and higher speed limits, the expectation would be to find more stress.   

Road hierarchy 

Riding on a primary road presented a probability of stress that is 14 percentage points higher than when riding 

on a tertiary street (Table 3). Considering that primary roads tend to present high levels of automobile flow and 

speed (Gattis and Watts, 1999), and they are more hazardous than secondary or tertiary roads (Reynolds et al., 

2009), it is plausible that the level of attention and stress increase on these roads.  

Surface 

Still related to road characteristics, our results support the idea that the kind of surface is associated with stress 

as well. While riding on concrete pavers reduced the probability of stress, riding on cobbled or off-road streets 



 

increased the likelihood of a stressful event by, respectively, 18 and 237 percentage points compared to riding 

on asphalt. Pavement smoothness is important to bicycle control and comfort, significantly affecting bicycle 

rideability (American Association of and State Highway and Transportation Officials, 2012). In addition, even 

small cobblestones could have a high impact related to vibration (Olieman et al., 2012). On the other hand, 

concrete pavers produce less vibration than cobbles for cyclists but, for car drivers, they could be effective in 

reducing the speed, aiming at reducing the vibration and sound resulting from tire-road interaction. Based on 

these facts and our results, considering concrete pavers, the traffic calming effect may surpass the lack of 

smoothness for cyclists in reducing stress levels.  

Intersection 

Our results have shown a higher likelihood of having a stressful event when cyclists need to turn into a street 

(which is not necessarily a problem, given that the cyclist needs to be prepared to deal with a new situation).  We 

found that when turning to the same side of the road [NL = right; UK = left], the probability of stress was 28 

percentage points higher than when going straight ahead, while when turning to the opposite side of the road 

[NL = left; UK = right] the probability was 25 percentage points higher (Table 3). Thus, several studies have 

investigated the relationship between motor-vehicles and bicycles in crash frequency at intersections (Brüde and 

Larsson, 1993; Miranda-Moreno et al., 2011; Wang and Nihan, 2004). Intersections are complex zones where 

many interactions can occur among cyclists, motor-vehicles and pedestrians (Strauss et al., 2013) and where a 

considerable proportion of cyclist injuries happens (Aldred et al., 2018; Strauss et al., 2013; Williams, 2015). 

Additionally, Broach et al. (2012) suggest that cyclists are sensitive to the frequency of turns, as they likely delay 

cyclists, and also add a mental demand on cycling. A study by Summala et al. (1996) illustrated that car drivers 

turning right scan the right leg of the T-intersection less frequently and later than those turning left. Therefore, 

it appears that drivers adopt different visual scanning strategies concentrating on detecting more frequent and 

major dangers but overlooking and even masking visual information on less frequent dangers (as a cyclist, for 

example).  

Street direction 

Related with the street direction, our results support the idea that riding on a two-way or one-way contra-flow 

is less stressful for the cyclist when compared with the traditional one-way, reducing the likelihood of a stress 

event by 13 and 9 percentage points, respectively (Table 3). Some authors specifically recommend that cycle 

lanes and cycle paths should be one-way, carrying traffic in the same direction as adjacent motor vehicle traffic 

(Litman et al., 2009). A reason for that is that two-way facilities represent an additional risk for cyclists (Methorst 

et al., 2017; Schepers et al., 2017). However, when considering the streets in general, two-way or contra-flow 

could be highly attractive for cyclists because it creates shortcuts. Moreover, contra-flow has proven to be safe, 

even in the narrowest streets (EU’s Intelligent Energy., 2010). Additionally, when cycling in the same direction 



 

as automobiles, only the motorist makes such judgments, and the cyclist cannot see or predict what the car 

coming from behind will do (EU’s Intelligent Energy., 2010).  

Noise  

In our study, high noise levels were associated with higher probabilities of having a stressful event while cycling 

(Table 3). Each additional LAeq,1sec value increased significantly the likelihood for a stress event by a factor of 

1.02. This confirms the results found by Nuñez et al. (2018). Being away from traffic noise is considered an 

important motivator for cycling (Winters et al., 2011). The pleasantness of following a path through the city has 

been associated with the sonic and visual environment (Aumond et al., 2017) and salient sounds were found to 

trigger attention and cause changes in reported pleasantness of the environment (Filipan et al., 2019). Finally, 

sounds may disturb cyclists’ level of concentration (Suetomi and Niibe, 2002).  

Roadworks 

The last environmental variable associated with stress was roadworks, i.e., in those places, the odds ratio for a 

stressful event was 52 percentage points lower when compared with places without roadworks. It is important 

to highlight that there are some recommendations to avoid blocking or hindering pedestrian and cyclist flows 

while roads have roadworks. For example, the Construction Guidance Document for Contractors, produced by 

Transport for London, emphasized ten potential hazards or impacts that must be considered when designing 

“cyclist-friendly” temporary traffic management (Barratt, 2014). As can be seen in Figure 4, in the case of 

London and Groningen the roadworks included a physical barrier separating the cyclists from the vehicles, which 

was not there before the roadworks. We hypothesize that, as the results for cycle paths indicate, segregation 

could promote more safety and reduce the odds of stress events occurring. On the other hand, in the case of 

Oxford, although there was also segregation from the traffic, the segment with roadworks forced cyclists to 

share the space with pedestrians (as a shared sidewalk) on a poor surface. Perhaps, because of that, for London 

and Groningen we noted lower risks for a stressful event while for Oxford those places presented additional 

risks (Figure 4).  

Temporal effect 

The main reason for adding this variable to the model was to control a possible physical and/or mental fatigue. 

Our results show that each additional second riding the bicycle significantly increased the likelihood of a stress 

event by a factor of 1.000015. Although it seems a very small effect, if we consider that, on average, the 

participants took 27.2 minutes (1632 seconds) to travel the standard route, this means a 2.4 percentage points 

increase in the chances of a stress event comparing the first and the last second. In addition, when we added this 

variable to all our model, we verified a significant improvement of their fits, as shown by the changes in the Chi-

square statistic.  



 

Personal characteristics and city  

Personal characteristics such as gender, age and bike use frequency were not associated with stressful events 

when the participants were cycling. Considering the context of cities, the distribution of stress data is similar 

until the median for all cities except Amsterdam (as shown in Figure 3). The odds ratio - the odds of stress over 

the odds of non-stress - for Amsterdam is almost 5 times as large as in the reference city, Houten. Although 

Amsterdam is known as “the bicycle capital of the world” (Zee, 2015), the words of Anna Luten, Amsterdam’s 

first bicycle mayor, help us understand why the results for Amsterdam are so different : “Some parts of the city 

are just too busy - there are too many bikes, too many scooters, too many cars, too many pedestrians. There’s 

no space. It is a big source of conflict” (Van Mead, 2016, no pagination). This opinion is based on the facts that 

there are 1 million bikes for a population of 1.1 million, and 68% of bike journeys are made in the city center, 

which has just 11% of infrastructure, frequently causing bike jams and forcing cyclists to stop at every junction. 

Additionally, Amsterdam receives around 18 million tourists a year who are unfamiliar with the city’s unwritten 

cycling rules (ibid).  

 

 

Figure 4- Segments with roadworks in Oxford, London and Groningen routes.  

 



 

Related to the model’s fit indexes, the model presented a McFadden’s rho-squared at constant equal to 0.004 

and at zero equal to 0.649. The difference in values is caused by the unequal distribution of 0 and 1 scores 

(because participants were only experiencing stress in 8.8% of the observations) and indicate that it is very 

difficult for independent variables beyond the constant to ‘beat’ the explanatory power offered by that constant. 

Like the McFadden’s rho-squares at zero, the C-statistic suggests that the total model fits the data well. A value 

of 0.81 for the area under the ROC curve, which is considered an excellent discrimination. Below we discuss the 

effects of the main independent variables of interest one by one.  

Exploring a model with interactions 

Aiming to test a possible interaction between road hierarchies and road types, we have performed the same 

model presented in Table 3, but combining those two variables. In this way, the following 12 categories were 

created: General Primary (reference category); General Secondary; General Tertiary; Bus shared Primary; 

Sidewalk shared Primary; Sidewalk shared Tertiary; Cycle Lane Primary; Cycle Lane Secondary; Cycle Lane 

Tertiary; Cycle Path Primary; Cycle Path Secondary; Cycle path Tertiary. The results indicate that for all the 

categories involving the cycle paths the likelihoods for a stressful event were significantly smaller when compared 

to general primary roads. But, for the cycle lanes, only when riding on tertiary streets we found higher 

probabilities of having a stressful event when compared with general tertiary streets (OR = 1.19; CI95% = 1.15-

1.23). When riding on a cycle lane in a secondary or primary road, we did not find significant differences when 

compared to riding on general primary roads (OR = 0.99; CI95% = 0.95-1.04 and OR = 0.97; CI95% = 0.93-1.005, 

respectively). We also found interesting results for the general roads. Differently from the model presented in 

Table 3, for general use context, both secondary and tertiary stress presented smaller likelihoods for a stressful 

event when compared to general primary roads (OR = 0.88; CI95% = 0.86-0.90 and OR = 0.85; CI95% = 0.83-

0.88, respectively). 

4.3 Models for individual cities 

Although the probability for a stressful event was not statistically different among Oxford, Groningen, London 

and Houten in the overall model (Table 3), several differences between these cities become evident when 

separate models are estimated for each (Table 4). Overall, only intersections presented consistent results across 

the individual city models. Thus, there is robust evidence that, at intersection points, turning left or right increases 

the risk of having a stressful event when compared to going straight ahead. Noise is shown to be a fairly 

consistent stressor, although there is an inverse relationship between stress and noise for Groningen. 

Furthermore, with respect to cycling infrastructure, we found a larger likelihood for a stress event while riding 

on a cycle lane (without physical segregation) when compared to riding on a general use street in four out of the 

five cities (Table 4).  



 

On the other hand, the cycle paths with physical segregation between cyclists and drivers presented a smaller 

likelihood for a stressful event in three out of the five cities (Oxford, London and Amsterdam). For those cities, 

the odds ratios were 20 to 28 percentage points lower (Table 4). For Houten, we did not find a significant 

association and in Groningen, riding on cycle paths was a risk factor for a stressful event (OR = 1.61 

CI95%= 1.41-1.82). For the other variables and categories, the results varied between the different cities without 

an established standard. 

It is important to highlight that Groningen presented three interesting results going against the grain of the other 

cities. Cycling on Groningen cycle paths represented additional risks for stressful events while in the other cities 

these cycling infrastructures presented smaller likelihoods. In contrast, while all the other cities presented higher 

risks for noise, Groningen presented lower risks of having a stressful event. For now, we do not have enough 

elements to explain these counterintuitive results, although a future qualitative analysis, using the recorded 

videos, could explain them.  

The substantial differences among the studied cities could be influenced by the specific differences in 

environmental characteristics, such as the example of the roadworks in London, Groningen and Oxford. On 

the other hand, the local culture can also moderate the effect of the environmental characteristics, i.e., the same 

infrastructure provision, program, or policy can have different relationships with cycling depending on the 

context (Aldred and Jungnickel, 2014).  These contexts could vary from a macro to micro level. For example, 

there are substantial national differences concerning what cycling means in the UK and the Netherlands. Cycling 

is strongly associated with the Dutch national identity, supporting its cycling practices. On the other hand, in the 

UK, cycling is not as linked to the British national identity (macro level) as in the Netherlands.  However, it can 

be observed in the UK that there are cities with an ‘emerging’ and ‘established’ cycling culture (micro levels). In 

addition, in places where there are more cyclists, better car driver behavior is normally seen as car drivers see 

more cyclists, and they are more likely to also cycle, and hence may give greater consideration to people who are 

riding a bike (Jacobsen et al., 2015).    

The models for each city also presented low values of the McFadden’s rho-squared at constant, varying from 

0.0035 to 0.0199. However, as for the model for all participants, the McFadden’s rho-squared values at zero and 

the C-statistics all indicate a good fit. The model for Amsterdam offers the lowest fit, given that the rho-squared 

at zero is 0.3190 because of the higher share of stress observations (Figure 5). Nonetheless, a value of 0.3190 is 

still acceptable, especially in conjunction with a C-statistic of 0.7303.  



 

Table 4 - Summary of results from the city models. 

 

Summary - 

all cities

OR p OR p OR p OR p OR p

Type of road

General use 1 1 1 1 1 ref

Bus shared 1.14 0.00 1.05 1.25 0.60 0.00 0.56 0.64 ↑↓øøø

Sidew alk shared 0.66 0.00 0.51 0.85 2.16 0.00 1.82 2.56 ø↓ø↑ø

Cyclelane 0.99 0.75 0.91 1.07 2.34 0.00 2.16 2.54 2.16 0.00 1.93 2.41 1.45 0.00 1.35 1.56 1.21 0.00 1.17 1.26 ─↑↑↑↑

Cyclepath 0.80 0.00 0.73 0.88 0.73 0.00 0.70 0.77 1.08 0.11 0.98 1.20 1.61 0.00 1.41 1.82 0.72 0.00 0.69 0.75 ↓↓─↑↓

Road hierarchy

Tertiary road 1 1 1 1 1 ref

Secondary 0.96 0.39 0.86 1.06 0.81 0.00 0.77 0.86 0.75 0.00 0.67 0.84 0.94 0.18 0.85 1.03 0.93 0.00 0.90 0.97 ─↓↓─↓

Primary 1.06 0.17 0.97 1.16 0.89 0.00 0.84 0.95 0.73 0.00 0.65 0.82 1.10 0.00 1.06 1.14 ─↓ø↓↑

Intersection

Straight 1 1 1 1 1 ref

Turn same side 1.20 0.03 1.02 1.41 2.40 0.00 1.99 2.88 1.39 0.00 1.16 1.66 1.39 0.00 1.27 1.52 1.28 0.00 1.20 1.37 ↑↑↑↑↑

Turn opposite side 1.15 0.00 1.06 1.25 1.18 0.00 1.13 1.24 1.06 0.37 0.94 1.19 1.18 0.00 1.11 1.26 1.51 0.00 1.45 1.56 ↑↑─↑↑

Surface

Asphalt 1 1 1 1 1 ref

Concrete pavers 0.94 0.30 0.84 1.06 1.10 0.07 0.99 1.21 0.80 0.00 0.75 0.85 0.84 0.00 0.81 0.86 ─ø─↓↓

Cobblestones 0.81 0.13 0.62 1.06 1.16 0.24 0.90 1.50 0.82 0.00 0.76 0.90 1.29 0.00 1.24 1.35 ─ ─ø↓↓

Off-road 0.52 0.01 0.33 0.82 ↓øøøø

Street direction

One-w ay 1 1 1 1 1 ref

Tw o-w ay 0.85 0.00 0.79 0.92 0.39 0.00 0.37 0.41 0.92 0.12 0.82 1.02 1.16 0.00 1.09 1.25 0.79 0.00 0.76 0.82 ↓↓─↑↓

One-w ay (reverse for cyclists) 0.51 0.00 0.45 0.58 1.22 0.00 1.09 1.36 0.78 0.00 0.71 0.86 ø↓ø↑↓

Roadworks

Normal 1 1 ₤ 1 ₤ ref

Roadw orks 5.58 0.00 3.44 9.06 0.37 0.00 0.30 0.46 0.24 0.00 0.17 0.35 ↑↓ø↓ø

Noise 1.02 0.00 1.01 1.02 1.03 0.00 1.03 1.04 1.02 0.00 1.02 1.03 0.97 0.00 0.96 0.97 1.05 0.00 1.03 1.06 ↑↑↑↓↑

Time elapsed (second) 1.00003 0.00 1.00002 1.00003 1.00003 0.00 1.00002 1.00003 1.00004 0.00 1.00004 1.00005 1.00001 0.00 1.00001 1.00002 1.00001 0.00 1.00000 1.00001 ↑↑↑↑↑

Gender

Female 1 1 1 1 1 ref

Male 1.82 0.06 0.97 3.41 0.68 0.28 0.34 1.37 1.65 0.48 0.41 6.62 0.60 0.34 0.21 1.70 3.88 0.22 0.44 34.22 -----

Bike use (times per week)

Five or less 1 1 1 1 Δ ref

From 6 to 10 2.51 0.09 0.86 7.31 0.31 0.02 0.11 0.85 1.04 0.97 0.14 7.59 1.63 0.60 0.26 10.24 -↓--Δ

More than 10 1.68 0.34 0.58 4.85 0.12 0.00 0.05 0.29 0.36 0.19 0.08 1.67 1.59 0.47 0.46 5.46 -↓--Δ

Age 0.97 0.12 0.93 1.01 1.13 0.00 1.04 1.22 0.96 0.13 0.91 1.01 0.91 0.049 0.83 1.00 1.07 0.52 0.87 1.32 -↑-↓-

constant 0.04 0.00 0.01 0.14 0.01 0.00 0.00 0.14 0.12 0.12 0.01 1.72 0.35 0.43 0.03 4.80 0.01 0.15 0.00 5.25

Individual-level variance 0.54 0.37 0.79 0.57 0.39 0.83 1.37 0.90 2.08 0.92 0.64 1.32 3.05 1.31 7.12

N observations

McFadden rho-squared at zero

McFadden rho-squared at constant

ROC ROC ROC ROC ROC

0.7524 0.7472 ─ 0.7577 0.8127 0.8096 ─ 0.8158 0.7524 0.7472 ─ 0.7577 0.7817 0.7778 ─ 0.7856 0.7307 0.7282 ─ 0.7331

Residual ICC at constant 0.1246 0.0635 ─ 0.2301 0.2980 0.1679 ─ 0.4718 0.4378 0.2564 ─ 0.6375 0.2469 0.1380 ─ 0.4019 0.5254 0.3218 ─ 0.7210

 Residual ICC - full model 0.0822 0.0409 ─ 0.1556 0.0899 0.0443 ─ 0.1736 0.3633 0.1989 ─ 0.5673 0.2044 0.1114 ─ 0.3448 0.4814 0.2849 ─ 0.6838

95% CI95% CIC-Statistic

0.0035 0.0199 0.0038 0.0050

95% CI 95% CI 95% CI

0.0096

Amsterdam

95% CI

Houten

95% CI

176298

Groningen

0.7632 0.7051

260950

Oxford London

95% CI

↓= Low er likelihood of a stressful event; ↑= Higher likelihood of a stressful event; - = no signif icant association; ø = no observatios; Δ = all participants used to ride; ₤= absence of roadw orks

95% CI95% CI

0.66790.7250 0.3190

223814 269352 213685



 

Care should be taken when looking at the models for individual cities as an indication of association. The small 

number of participants in each city make the results vulnerable to sample selection issues. For example, if only 

a few of them have a more than-average inclination to experience stress (e.g. because of genetics, physical health, 

or other unmeasured person-specific factors), then this may affect the results. Moreover, in this sense, the ICC 

indicators show that the individual-level contribution to the overall variance is much higher in Houten and 

Amsterdam than in the other cities, suggesting that there is more unobserved heterogeneity in the sample of 

riders in those two cities compared to the rest. Thus, we recommend a larger number of participants per city for 

futures studies.  

5. Conclusions  

It can be concluded that cycling infrastructure is associated with biomarkers for stress while cycling, and the 

physical segregation between cyclists and vehicle drivers plays a key role in this regard. In addition, a greater 

probability of stress was found when a cyclist rides on a shared sidewalk, primary road, turning left or right; on 

cobblestones, on off-road (unpaved) surfaces, or in a noisy place. On the other hand, riding on concrete pavers, 

two-way streets, contra-flow streets and places with roadworks tended to reduce the likelihood of stressful 

events. When the cities were analysed separately, some different results were noted, although the effects for 

cycling infrastructure tended to be rather similar across the cities.  

These findings are a useful addition to the existing literature in transport geography and urban planning about 

what environmental qualities promote cycling as a means of transport. The stress level along the routes, assessed 

directly from physiological responses, can be an important input for planning and implementation of public 

policies related to cycling. Therefore, aiming at a more bike-friendly city, planners and decision-makers should 

adopt policies based not only on environmental data or on users’ data but also on the interaction between both. 

In addition, they could focus the interventions on the environment stressors, saving time and money, and 

impacting more people. In concrete terms, based on our results, interventions that reduce stressful situations in 

the case of intersections, for example - should be a high priority for transport planners and decision-makers 

seeking to promote cycling in their cities. In this sense, the European Commission, through its Guidance for 

Cycling Projects in the European Union, to reduce possible conflicts and increase safety and comfort for cyclists, 

recommends some intersection features, such as bike boxes, intersection crossing markings, two-stage bicycle 

turn box, refuge islands and through bike lanes to position cyclists on the correct side of turning traffic 

(European Commission, n.d.). 

Although we have offered some speculations, we have not been able to address the causes behind the different 

results between the examined cities. Thus, future research on stress and urban environments should be designed 

to explore in depth the differences between the cities, cycling cultures and infrastructures. Considering this, we 

also need to explore how the associations, found in the five cities studied, would be in countries/cities with poor 



 

cycling infrastructure. Further studies could also be undertaken to measure the levels of stress before and after 

a specific change has been made to the cycling environment. Finally, in addition to the occurrence or not of 

stressful events, future studies may explore the magnitude and duration of stress, contributing to an even better 

understanding of cyclists’ interaction with the environment.  
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TECHNICAL APPENDIX  

Stress biomarker processing  

The evaluation process is based on work by Papastefanou (2008), the developer of the Smartband used; Bergner 

(2010), who first utilized it for Impaired People and adapted it for pedestrian use; Zeile et al. (2016) for bicycle 

use; and the work of Beyel et al. (2016), who transferred the Matlab evaluation process to R. Based on this 

process, Kyriakou et al. (2019) proofed, enriched and redeveloped the data processing for detecting moments 

of stress and also added spatiotemporal analysis in the proposed workflow. An overview of the data processing 

workflow, as described in a study by Beyel et al. (2016), is presented in Figure A1. The input data of the GPS 

logger are provided including information about the position and time of the recording every second. The sensor 

wristband measures and stores skin conductivity (scr) and temperature (temp) data. 

After the data is successfully imported into a computer, a threshold value representing the minimum difference 

between the smallest and largest measured values is used to check whether the data sets are suitable for 

evaluation. This is because the Smartband also fails in some cases, for example if the contact pressure of the 

diodes is too weak, a solder joint comes loose or the humidity is too high. In this case, the band then provides 

continuous values for SCL or ST, which are constantly at "1024" or "0". This "minimum difference" is required 

in the workflow as a work step so that we can exclude the possibility of a recording error. Afterwards, artefacts 

are removed from the skin conductivity and temperature measurements. This is done by comparing each 

measured value with the arithmetic mean of the nearest 250 measured values (125 time steps each before and 

after the value to be tested). If the difference is greater than the previously defined threshold value (skin response 

level = 25, skin temperature = 15), the tested value is replaced by the mean value. Then the frequency of 10 

Hertz - this means ten measurements per second - is converted into 1 Hz by forming the arithmetic mean. Next, 

we determine the gradient between the individual points and obtain other values with a local polynomial kernel 

regression. This is the “smoothing process” of the measured values by means of a kernel density estimator 

(Gaussian kernel), specifying the degree and bandwidth so that the increases and decreases in the data may be 

identified more easily. After the smoothing process, a scoring points are awarded on this basis. These describe 

an increase, decrease or remain the same as a value compared to the previous value. 

The following rules are used for the “scoring system” (Bergner, 2010, page 184): 

 electric skin response level increases - value = +1;  

 electric skin response level decreases - value = -1; 

 electric skin response level remains the same - value = 0;  

 skin temperature increases - value = -1;  



 

 skin temperature decreases - value = +1;  

 skin temperature remains the same - value = 0. 

 

 

Figure A1: Workflow of data processing of GPS and SensorBand raw data in R (own figure, adapted from 

Beyel et al., 2016). 



 

 

For the detection of negative arousal, it is only necessary to know whether the skin conductance response level 

is increasing (i.e. the scoring value for this event is “+1”) and the skin temperature has to decline (i.e. the scoring 

value is “-1”). At the end of the evaluation, two binary-coded columns have to be interpreted (see Figure A2). 

Scoring points will be integrated into a matrix calculation function in R, which identified the trigger, the starting 

point of a stress event (i.e. the Moment of Stress - MOS). The seconds that the reaction lasts (Seconds of Stress 

- SOS) are identified as the stress reaction duration. The criterion to define the end of stress reaction is when 

electrodermal activity has scoring -1 or skin temperature +1. 

A stress event is identifiable if a signal shows decreasing skin temperature three seconds after the skin response 

level has risen significantly (Papastefanou, 2008). In addition, Kyriakou et al. (2019, p. 11) supported the 10 

seconds for only one MOS approach during their research with the following rule: “only one MOS in a time 

window of 10 s is detectable. This assumption is related to the typical values of latency, rise time and half recovery 

time (1-5, 1-5, 1-10, respectively). We used the mean values, and we argued that a stress event has an average 

duration of 10 s. This argument implies that if a MOS is detected at time t, it is not feasible to detect another 

from t to t + 10”. However, it is possible to have SOS events that last more than 10 seconds. Therefore, after 

having identified the trigger (i.e. the starting point of a stress event), we also identified the following seconds in 

which the participants were under stress. Finally, the outcome was categorized dichotomously as either “under 

a stressful event” or “normal condition”. 

 

 

Figure A2: Typical course of physiological measurement of skin conductance (blue) and skin temperature (red) 

(left-hand side), scoring and 3-second delay pattern of stress reaction, with -1 scoring of skin temperature, the 

MOS is detected (adapted from Bergner et al., 2013) 

 

 


