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1. Introduction 

In the last few years, delivery of immersive video with six degrees of freedom (6DoF) has become an important 

topic for content providers. Recent technological advancements have resulted in affordable head-mounted displays, 

allowing a broad range of users to enjoy virtual reality (VR) content. Service providers such as Facebook1 and 

YouTube2 were among the first to provide 360° video, using the principle of HTTP adaptive streaming (HAS) to 

deliver the content to the end user. In HAS, the content is encoded using several quality representations, temporally 

segmented into chunks of one to ten seconds and stored on one or multiple servers within a content delivery network. 

Based on the perceived network conditions, the device characteristics, and the user's preferences, the client can then 

decide on the quality of each of these segments [1]. Having the ability to adapt the video quality, this approach 

actively avoids buffer starvation, and therefore results in smoother playback of the requested content and a higher 

Quality of Experience (QoE) for the end user [2]. The introduction of 360° video provides the user with three 

degrees of freedom to move within an immersive world, allowing changes in the yaw, roll, and pitch. In the last few 

years, multiple solutions have been proposed to efficiently deliver VR content through HAS, focusing, for instance, 

on foveas- and tile-based encoding, improved viewport prediction (i.e., prediction of the user’s head movement in 

the near future, in order to buffer useful, high-quality content), and application layer optimizations [3]. In these 

works, however, the location of the user remains fixed to the position of the camera within the scene. Recently, 

significant research efforts have been made to realize 6DoF for streamed video content; i.e., the user may experience 

three additional degrees of freedom by being able to change the viewing position in a video scene. First progress is 

promising, but significant research contributions will be required in order to realize its full potential. In this paper, 

an overview of existing 6DoF solutions is given, and key challenges and opportunities are highlighted. 

2. 6DoF Video Solutions 

Two types of approaches are generally considered: image-based and volumetric media-based solutions. The former 

requires a representation of images at every different angle and tilt, while the latter stores objects as a collection of 

points in the three-dimensional space. 

2.1. Image-Based Solutions 

In image-based solutions, the system renders different views of an environment from a set of pre-acquired imagery. 

Images are typically captured using camera arrays (see Figure 1) or cylindrical camera setups, resulting in a 

representation of images at every different angle and tilt. Because different representations are immediately 

available, displaying content corresponding to a given position and viewing direction requires modest computational 

resources [4]. However, the approach results in large storage and bandwidth requirements, since roughly every 0.3-

degree difference in angle requires a new image in order to provide a smooth transition between images [5]. 

While the concept of light fields has been around for two decades, it recently caught more attention as a means to 

provide 6DoF content streaming; in the last few years, several image-based solutions and frameworks have been 

proposed. Wijnants et al. propose a DASH-compliant framework for the delivery of light fields [6]. The authors 

achieve real-time rendering by leveraging video decoding to contemporary consumer-grade GPUs, using disk-

versus-GPU caching in order to render source images more quickly. While the proposed framework allows the user 

to move around and download content in an adaptive manner, only static light fields are considered; delivery of 

video content is not supported. Furthermore, only single objects are studied in their work. Daniel et al. propose 

SMFoLD, an open streaming media standard for light field video [7]. This standard allows compliant displays to 
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receive a stream of three-dimensional frame descriptions and render scenes without the need for specialized head-

mounted devices. The authors discuss several technical challenges to realize a fully functional system framework, 

focusing on encoding, streaming and displaying the three-dimensional content. Kara et al. propose a framework for 

subjective evaluation of light field scenes, considering different spatial resolutions and angular differences between 

images [8]. Similar to traditional video, the authors show that quality switching is preferred over long stalling events. 

Furthermore, they conclude that it is beneficial to choose a video representation with both spatial and angular 

resolution reduced, if the smoothness of the continuous horizontal motion parallax cannot be guaranteed. While 

these research efforts offer interesting insights into the possibilities of light fields for 6DoF content streaming, an 

operational framework for high-quality image-based 6DoF video streaming does not yet exist. 

 

Figure 1.  Illustration of light field capture from the (New) Stanford Light Field Archive [9]. 

2.2. Volumetric Media-Based Solutions 

Volumetric media-based solutions store objects as a collection of points. Capturing the geometry (x, y, z tuples) and 

color (RGB values) of thousands or millions of points, the object can be rendered from any viewing angle [10]. This 

reduces storage and bandwidth costs, but requires complex preprocessing (i.e., multiple camera angles and depths) 

and rendering at client-side. An example capture setup and generated point cloud object are shown in Figure 2. 

 

Figure 2. Example point cloud capture from the reference MPEG dataset [11]. 

Focusing on video on demand, Hosseini and Timmerer are the first to propose a DASH-compliant approach for 

single point cloud streaming [12]. Rather than using a dedicated encoder, the authors sample the different points to 

generate versions of lower quality. Furthermore, objects are requested on a per-frame basis, which means that a 

number of HTTP GET requests proportional to the frame rate is required. He et al. consider view-dependent 

streaming of point cloud objects, using cubic projection to create six two-dimensional images which can then be 

compressed using traditional compression techniques [13]. The proposed approach relies on a hybrid network 

(broadband and broadcast) and in-network optimizations such as caching. In previous work [14]. we propose PCC-

DASH, a framework for streaming 6DoF scenes consisting of multiple point cloud objects. Point cloud compression 

is used to prepare multiple quality versions of the considered objects, and several rate adaptation heuristics are 

proposed which take into account the user’s position and viewing angle. However, the framework is not able to 

decode and render the content in real-time. 



 

 

 

Concerning live streaming, Dijkstra-Soudarissanane et al. propose a multi-view end-to-end system for real-time 

capture, transmission and rendering of volumetric media [15]. This system relies on a multi-point control unit 

(MCU), to shift processing from end devices into a server. Through a relevant demonstrator, the authors show that 

two end users can effectively communicate within an immersive world (see Figure 3). Similarly, Qian et al. propose 

Nebula, a volumetric video system that leverages edge computing to reduce computational efforts on the user’s 

device [16]. The setup uses regular pixel-based video encoding and decoding, in order to stream and render a single 

point cloud object at the client side. Both solutions show that offloading the decoding to the edge results in timely 

decoding of smaller point cloud objects, which is of major importance for future volumetric media applications. 

3. Challenges and Opportunities 

Early 6DoF solutions have shown promising results, but are limited in terms of interactivity and complexity. Below, 

we discuss different challenges that need to be addressed to fulfill the true potential of 6DoF video streaming. As 

shown in Figure 4, these challenges focus on i) content representation and encoding, ii) rate adaptation algorithms, 

iii) application layer protocols, iv) in-network optimizations and v) enhanced evaluation techniques. 

 

3.1. Content Representation and Encoding 

A key aspect in enabling 6DoF video streaming, is the representation of the considered content. Since 2016, the 

MPEG project on “Coded representation of immersive media”, or MPEG-I, has taken on the challenge of enabling 

coding, transmission and presentation of immersive media [17]. Efforts have already resulted in the Omnidirectional 

MediA Format (OMAF), which is currently being extended to support interactivity and 3DoF+, which enables 

limited modifications of the viewing position. For 6DoF solutions, however, no new formats have been proposed at 

the time of writing. Therefore, traditional image- and volumetric media-based solutions are still widely adopted. 

Figure 3. Experimental setup by Dijkstra-Soudarissanane et al. [15]. Two users are immersed in a virtual world, in which they 

can both see and hear one another in real-time. 

Figure 4. Challenges faced to enable 6DoF video streaming (adapted from [5]). 



 

 

As mentioned earlier, image-based solutions require a representation of images at every different angle and tilt. 

Feasible compression rates can be obtained through spatial reduction (i.e., reducing the resolution of each image) 

and angular reduction (i.e., reducing the number of images, mostly affecting users with high movement) [8]. 

Meanwhile, compression techniques for point clouds mostly include static kd-tree- and octree-based solutions, with 

notable examples including Google's Draco [18] and the work by Schnabel and Klein [19]. However, since MPEG 

launched its call for proposals in 2017 [20], alternative approaches have been suggested. Following an extensive 

evaluation of nine submitted proposals, MPEG selected a reference encoder for video-based point cloud 

compression (V-PCC) [10]. This encoder converts point clouds into two separate video sequences, which capture the 

geometry and texture information, and applies traditional video coding techniques to compress the data. However, 

this compression technique cannot be used to decode point cloud objects in real-time on commodity hardware [14]. 

Currently, most encoding techniques are based on compression standards for traditional images and video. Future 

research efforts should focus on media formats adapted to the considered use case, for instance through the 

application of sparse representations [21]. Furthermore, as illustrated by the work by Dijkstra-Soudarissanane et al. 

[15], offloading the decoding to edge nodes offers the advantage of timely decoding and sharing of resources. 

Ongoing efforts are needed to optimize this process, possibly combining it with in-network optimizations. 

3.2. Rate Adaptation Algorithms 

Similar to traditional video streaming, rate adaptation is an important factor when enabling 6DoF video streaming 

over the best-effort Internet. Its complexity, however, is significantly higher; rate adaptation algorithms need to take 

into account both content characteristics and network throughput and latency, as well as the user’s movement and 

viewing angle. In this regard, culling the considered objects (i.e., reducing the amount of content based on what 

regions of the video the user can observe [22]) is a well-known method to reduce bandwidth requirements. 

Recently, a number of rate adaptation heuristics have been proposed. Qian et al. present two rate adaptation 

mechanisms for Nebula [16], while Hosseini presents a rate adaptation heuristic for multiple point cloud objects [23]. 

There is no focus on evaluation, however, so that no results on the video quality are reported. Park et al. propose a 

utility-based rate adaptation heuristic for volumetric media, which is both throughput- and buffer-aware [24]. The 

heuristic was evaluated using simulation, reporting considered utility metric values of each object rather than the 

resulting visual quality. In our previous work, we propose several rate adaptation heuristics for multi-object point 

cloud scenes, which consider the user’s position and viewing angle within the scene [14]. Results are encouraging, 

but indicate that the performance of the heuristics strongly depends on the considered video and camera path. 

The above heuristics are typically evaluated using fixed user trajectories. This is an idealized scenario, since the 

client can adapt the quality of the content based on perfect knowledge. Ongoing research will rather have to focus on 

predicting the user’s position and viewing direction, based on the user’s (recent) history, video saliency and content. 

Similar techniques for 360° video already exist [3], but have to be improved to deal with additional complexity. 

3.3. Application Layer Optimizations 

Nowadays, most HAS solutions use HTTP/1.1 over TCP to retrieve the required resources through request-response 

transactions, buffering fetched video segments and playing them out in linear order. One possibility to speed up 

TCP-based solutions is to develop smarter retransmission schemes. In 6DoF video streaming, retransmission is 

required when transmitting or updating the manifest file or other data crucial for rendering virtual views. When less 

important data is sent (e.g., incremental data or less important frames), however, the loss may be acceptable. The 

transport layer needs to handle these different scenarios and decide what to do for which packet, stream or flow. 

Some solutions revert to UDP, in order to improve latency at the cost of reliability. One example is the HTTP/3 

protocol, which will soon be standardized by the Internet Engineering Task Force (IETF) [25]. This protocol is 

based on the QUIC protocol, proposed by Google in 2012 [26]. HTTP/3 establishes a number of multiplexed UDP 

connections, resulting in independent delivery of multiple streams of data. In contrast to HTTP/2, which uses a 

single TCP connection, this approach avoids head-of-line-blocking if any of the TCP packets are delayed or lost. 

Another example is WebRTC, a real-time communication protocol which has shown positive results for traditional 

video in the recent past [27]. WebRTC is, however, peer-to-peer in nature and thus requires multiple encoders at 

different qualities for each peering connection to ensure an adaptive streaming solution, which hampers scalability. 

Research on dynamically recomputing encoding settings is very limited and immersive scenarios (with three, let 

alone six degrees of freedom) have not yet been studied at all. 



 

 

3.4. In-Network Optimizations 

Although various optimizations on higher layers provide support in managing high-bandwidth and low-latency 

requirements, networks still have a substantial role to play in the end-to-end streaming of 6DoF content. With the 

advent of multi-camera systems, the computational complexity of tasks such as encoding and rendering increased 

exponentially, making it difficult to implement them on the end-user equipment. Such tasks can be migrated to 

resourceful cloud/fog servers on the network. For this reason, networks should be more than just transport circuits. 

To support efficient delivery of immersive media services, networks require more programmability. This can be 

achieved by three evolving technologies: i) software-defined networks (SDN), ii) network function virtualization 

(NFV) and iii) multi-access edge computing (MEC). The SDN paradigm offers flexibility to the networks in the 

form of programmable network management, easy reconfiguration and on-demand resource allocation. It suffers, 

however, from issues such as scalability, control plane overhead and denial of service (DoS) attacks. Such 

shortcomings are to be addressed in order to support 6DoF content streaming. NFV allows the network functions to 

be deployed as virtualized software entities running on commodity hardware [28]. Various services involved in 

6DoF video streaming can be mapped to respective network functions and can be deployed as a service function 

chain (SFC). The SFC can be distributed to different locations in accordance to various requirements such as 

hardware capacity, bandwidth, distance, latency, reliability and their respective tradeoffs [28] [29]. As an example, 

tasks such as view-synthesis can be offloaded from the end-user equipment but should be placed closer to the user in 

order to lower the latency. This can be achieved by MEC, which enables the devices to access cloud/fog resources in 

an on-demand fashion [29]. Since 6DoF video streaming depends on diverse factors, the function placement should 

be treated as multi-objective optimization problem that has not been extensively researched yet. In addition, there is 

a need for novel and proactive resource management mechanisms for better resource utilization. 

The success of content delivery networks increased the prominence of strategic content caching at the edge. Such 

storage will play an important role in 6DoF content streaming; upon a new task request the server/network needs to 

swiftly decide if it should store the content for future requests or not. Furthermore, cache placement and distribution 

is an important research direction. Proactive caching strategies need to evolve, however, as they depend on spatio-

temporal traffic predictions, the users’ location, mobility, etc. Other network level approaches such as network 

coding [30] and network slicing [28] can be exploited to meet the requirements of 6DoF video streaming. 

3.5. Evaluation Metrics 

The perceived quality of 6DoF video depends on many parameters, such as the frame rate and the degree resolution. 

Therefore, understanding the effects and “sweet spots” of each of the parameters on the user perception is funda-

mental to help improve the bandwidth consumption while maintaining the user’s QoE [5]. Given the subjective 

essence of the user’s experience, in the last years several works have appeared that subjectively assess the QoE of 

holographic media. Such are the cases of Kara et al. for adaptive streaming of light field video [8] and of Javaheri et 

al. [31] for point cloud streaming. However, coping with the dynamics of 6DoF video streaming will require real-

time measurements of how the user perceives the streaming. In such cases, objective metrics are better suited for the 

assessment [31].  For this reason, current effort goes in the direction of devising objective metrics for holographic 

media correlating with the user’s QoE. One first step has been to adapt objective metrics traditionally used for two-

dimensional videos for virtual reality and 6DoF video content. Variants derived from the mean square error (MSE) 

and the peak signal-to-noise ratio (PSNR) have shown good correlation both for point cloud [31] and light field 

video [32]. Despite the promising results, these studies have focused mainly on encoding derived artifacts. Thus, 

their accuracy to assess the effects of end-to-end system (capturing, encoding and streaming) degradation is still 

unknown. Furthermore, most of the current studies (both objective and subjective) assume the user to be passive, 

thus the effects of the interactivity with the holographic content are not taken into account. This will be a 

fundamental subject of research for future 6DoF applications. 

4. Conclusions 

This letter presented a brief overview of ongoing research efforts to realize virtual reality video streaming with six 

degrees of freedom. Both image- and volumetric media-based representation techniques were discussed, and a list of 

challenges and opportunities for future work was presented. Given the many applications of virtual reality and an 

increased interest from both service and content providers, the topic is expected to remain an open field for research 

and innovation for many years to come. 
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