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Abstract

The self-consistent core-pedestal prediction model of a combination of EPED1 type pedestal prediction and a simple stiff core transport model is able to predict type I ELMy pedestals of a large JET-ILW (ITER-like wall) database at the similar accuracy as is obtained when the experimental global plasma $\beta$ is used as input. The neutral penetration model [1] with corrections that take into account variations due to gas fuelling and plasma triangularity, is able to predict the pedestal density with an average error of 15%. The prediction of the pedestal pressure in hydrogen plasma that has higher core heat diffusivity compared to a deuterium plasma with similar heating and fuelling agrees with the experiment when the isotope effect on the stability, the increased diffusivity and outward radial shift of the pedestal are included in the prediction. However, the neutral penetration model that successfully predicts the deuterium pedestal densities fails to predict the isotope effect on the pedestal density in hydrogen plasmas.

1. Introduction

In tokamaks with high-confinement (H-mode) operation steep density and temperature gradients develop near the plasma edge. In the region of steep gradients called the pedestal the turbulence that dominates the transport elsewhere in the plasma is greatly suppressed. In H-modes without an internal transport barrier, the heat transport is generally “stiff” in the core, due to turbulence increasing rapidly when the normalised temperature gradient $R/L_T (=RVT/T)$ increases beyond the critical value for turbulence onset. In these cases, the height of the temperature pedestal plays an important role in determining the confinement in the entire plasma. Consequently, predicting the pedestal becomes essential in predicting the performance of future experiments such as the coming DT campaign in JET.

While empirical scalings exists for the pedestal height [2,3], a physics-based model is required to be able to predict beyond the current experiments. One such model is the EPED model [4,5] that combines the pedestal peeling-ballooning mode (PBM) stability that is found to ultimately limit the pedestals in Type I ELMy H-mode discharges by acting as a trigger for ELMs and the kinetic ballooning mode (KBM) constraint that is assumed to limit the pedestal pressure gradient by increasing turbulence when the stability limit is reached.

However, the EPED model has inputs which include not only engineering parameters, ie. parameters that are known before the experiment, but also contains two parameters, total plasma $\beta$ and pedestal
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density $n_{\text{ped}}$, that are not known in advance. In particular, $\beta$ depends on the plasma confinement, which in turn depends on the pedestal. In a fully predictive model these should be replaced by engineering quantities, such as neutral gas rate and heating power. Currently, the greatest challenge is the prediction of the pedestal density.

Furthermore, while most experiments use deuterium as fuel, future fusion devices such as ITER will be operated with deuterium-tritium and, with hydrogen and helium in the non-nuclear phase. The effect of the isotope mass on the plasma performance has been shown experimentally for JT-60U [6,7] ASDEX Upgrade [8], DIII-D [9] and JET (both with Carbon and Tungsten-Beryllium wall) [10,11]. The hydrogen plasmas need more heating power to reach the same plasma energy as in deuterium. In JET the difference in confinement is found to originate from the pedestal [10,11]. The EPED model has no explicit isotope dependency that can account to the observed difference.

In this paper, we will investigate how well the experimental observations can be reproduced with simple models for the pedestal density and core transport and how the changes in the details of the pedestal structure can reproduce the observed isotope effect.

### 2. Peeling-balloonning stability of the JET pedestal database

In this work we use the JET-ILW pedestal database that comprises 1072 stationary H-mode profiles fitted to the high-resolution Thomson scattering [12, 13] measurements taken at the last 30% of the ELM cycle with multiple measurements combined into a single fit[3]. The global parameter range of the discharges is for plasma current $I_p=1.0-4.0$ MA, toroidal magnetic field $B_t=1.0-3.0$T, total heating power $P=3.4-33.1$MW and plasma triangularity $\delta=0.18-0.45$. The variation in other plasma shape parameters is small: elongation $\kappa=1.6-1.8$, major radius $R_{\text{geo}}=2.81-2.97$ m and minor radius $a=0.83-0.96$ m. The strike-point location on the divertor is varied within the dataset. While experimentally it is found to affect the performance [14], it has no direct effect on the plasma stability as we model only the plasma inside the separatrix. The database includes a few cases with seeded impurities, He, N and Ne. In the analysis we have omitted the discharges with pellets, vertical kicks or RMP ELM mitigation, as these ELM control methods are likely to affect the pedestal profiles through mechanisms not included in the model. This leaves 988 profiles for the comparison of predictive model results. In the analysis we assume that the ion temperature is equal to the electron temperature in the pedestal, and use the measured $Z_{\text{eff}}$ and appropriate dominant impurity (Beryllium in all other cases than impurity seeding, in which case the seeded impurity is used) to calculate ion density. Unless otherwise mentioned, the experimental profiles are radially shifted so that $T_{e,\text{sep}}=100$eV, which corresponds well to the power balance calculated using formulas in [15]. $T_{e,\text{sep}}=100$eV has also been assumed in all the predictive modelling. The radial shift is necessary due to the uncertainty in the location of the separatrix. Since both the density and temperature profiles come from the same diagnostic, the relative shift between the temperature and density pedestal positions is very well known and is taken into account in the analysis.

Before trying to predict the pedestals, we test how the assumption in the EPED model applies to the JET-ILW pedestal database. The EPED model assumes that the pedestal is ultimately limited by the peeling-balloonning stability. We have investigated this assumption by using the experimental density and temperature profiles in the HELENA equilibrium code [16] with an assumption that the current is a combination of fully diffused inductive and self-consistently calculated bootstrap current (see more details of the method in [17]). Then we have varied the temperature pedestal height, calculated new self-consistent equilibria for each profile and tested the stability of the equilibria using the ideal MHD stability code ELITE [18,19]. Any possible rotation shear effects on the stability are ignored as we do
not have the accurate rotation measurements for the database. As a metric of distance of the experimental point to the stability boundary we have used $\alpha_{\text{crit}}/\alpha_{\text{exp}}$, where $\alpha_{\text{crit}}$ and $\alpha_{\text{exp}}$ refer to the values of normalised pressure gradient $\alpha$ at the stability boundary following the self-consistent path and of the experimental profile, respectively. The stability boundary is defined as $\gamma > 0.25\omega^*_{\text{max}}$, where $\gamma$ is the growth rate of the fastest growing mode and $\omega^*_{\text{max}}$ is the maximum of the ion diamagnetic frequency in the pedestal region. The distance to the stability boundary as a function of the experimental normalised $\beta_N$ is plotted in Fig.1. We find that only about 40% of the analysed pedestals can be considered to be limited by the PBM’s at the end of the ELM cycle. The remaining fraction is found to be stable for PBM’s. At high $\beta_N$ the proportion of PBM limited cases is higher being about 71% for $\beta_N > 2.5$. Using a different criterion for stability (such as $\gamma > 0.03\omega_A$, where $\omega_A$ is the Alfvén frequency) changes the $\alpha_{\text{crit}}/\alpha_{\text{exp}}$ ratio in some cases but has little effect on the general result.

Sheared rotation and $T_i > T_e$ in the pedestal region have been found to lower the ballooning stability limit in JET [20]. However, we do not have the $T_i$ or rotation profiles available for the large database investigated here. Therefore, these effects were ignored in the analysis. It is possible that they explain at least some of the cases that were found to be far from the stability boundary.

Figure 1. The ratio $\alpha_{\text{crit}}/\alpha_{\text{exp}}$ of the pedestal database plotted as a function of $\beta_N$. The solid line represents the situation where the experimental profile is exactly on the peeling-ballooning stability boundary. The dashed lines represent 30% error margins and the points between them are considered to be limited by peeling-ballooning modes at the end of the ELM cycle.

We conduct the standard EPED1 model (the same parameterisation for the core profiles as in [3]) predictions for the entire database and find that the EPED1 model predicts the pedestal pressure for the entire database with an average error of 11% (RMSE=14%, with RMSE or root mean square of error defined as $\sqrt{\sum_{i=1}^{n}(p_{e,\text{pred}} - p_{e,\text{exp}})^2 / n}$, where $n$ is the total number of cases). If we restrict the
analysis only to the cases with $\alpha_{\text{crit}}/\alpha_{\text{exp}} < 1.3$, the average error of predicted pedestal pressure is reduced to 10% (RMSE=13%). As can be seen in Fig 2 the experimental pedestals that are not close to the PBM stability boundary tend to be over-predicted with the EPED1 model, while the pedestal that are close to the stability boundary, are mainly under-predicted. The almost identical accuracy of the prediction for the cases whose experimental pedestals are near and far from the PBM stability boundary is a result of the pedestal width being under-predicted in the cases that are not near the PBM boundary. The prediction for the pedestal width is shown in Fig. 3. The average error for the width (defined as in [4] to be the average of the density and temperature pedestal widths) is 21% for the cases with $\alpha_{\text{crit}}/\alpha_{\text{exp}} < 1.3$ and 34% for the cases with $\alpha_{\text{crit}}/\alpha_{\text{exp}} > 1.3$. As the experimental density and temperature profiles are not aligned, we also compare predicted width to the fitted pressure profile width. This improves the accuracy of the width prediction with average error of 14% for the for the cases with $\alpha_{\text{crit}}/\alpha_{\text{exp}} < 1.3$ and 23% for the cases with $\alpha_{\text{crit}}/\alpha_{\text{exp}} > 1.3$. As the focus of this paper is not the validation of the EPED1 model itself, in the further analysis we restrict the database only to the experimental cases that are close to the stability boundary, since we can then expect the basic EPED1 assumptions to be better fulfilled than in the entire database.

Figure 2. The predicted pedestal top electron pressure against the experimental electron pedestal top pressure for the cases close to the PBM stability limit ($\alpha_{\text{crit}}/\alpha_{\text{exp}} < 1.3$, red) and far from the stability limit ($\alpha_{\text{crit}}/\alpha_{\text{exp}} > 1.3$, blue). The solid line marks the perfect match and the dashed lines represent $\pm 20\%$ error.
Figure 3. The predicted pedestal width against the experimental electron pedestal width, (define as $\Delta=(\Delta_T+\Delta_w)/2$, left and fitted pressure width, right) for the cases close to the PBM stability limit ($\alpha_{\text{crit}}/\alpha_{\text{exp}}<1.3$, red) and far from the stability limit ($\alpha_{\text{crit}}/\alpha_{\text{exp}}>1.3$, blue). The solid line marks the perfect match and the dashed lines represent $\pm 20\%$ error.

3. Pedestal density prediction

The EPED1 model used above takes the pedestal density as known in advance and temperature as predicted. This is valid assumption if the density can be fully controlled with some actuators such as gas fuelling or pellets. In such a case there is no need to predict the pedestal density prior to the experiment as the desired density can be achieved by using these actuators. However, in JET-ILW the gas fuelling has been found to have a relatively minor effect on the resulting density, with the gas rate variation from 0.2 to $3.8 \times 10^{22}$ el/s having very little effect on the pedestal density height in deuterium [21]. Additionally, there may be requirements on the fuelling to protect the divertor from excessive heat loads, which may not allow the gas rate to be used as a control actuator for the pedestal density. Therefore, the pedestal prediction model should predict the density together with the temperature. Here we present models that can be used to predict density in JET-ILW pedestals and the testing of them against the measured data.

The pedestal density is controlled by several processes. The neutral gas in the scrape-off layer and the pellets act as a source. The neutral particles deposited in the core plasma by the neutral beams are transported into the pedestal. The turbulence and collisional transport move particles in (pinch) and out (diffusion) of the pedestal between ELMs and finally the ELMs cause rapid loss of particles from the pedestal. Modelling all the processes would require time dependent turbulence simulations of the pedestal and the scrape-off layer along with a non-linear ELM model, which is beyond the scope of this paper. As a first step we use much more simplified methods to predict the density pedestal in JET-ILW.

Urano [22] parameterised the experimental JET-ILW density pedestal data. The parameters used were plasma current ($I_p$ in MA), vacuum toroidal magnetic field ($B_t$ in T), plasma triangularity ($\delta$), neutral beam heating power ($P_{\text{NBI}}$ in MW) and gas fuelling rate ($\phi$ in $10^{22}$ e/s). All the parameters are known in advance of the experiment and can be used in the prediction. The parameterisation is the following:

$$n_{e,\text{ped}}[10^{19} \text{ m}^{-3}] = 8.05 \cdot I_p^{1.28} \cdot B_t^{-0.6} \cdot P_{\text{NBI}}^{-0.07} \cdot \delta^{0.54} \cdot \phi^0.10.$$  \hspace{1cm} (1)
The parameterisation does not contain any physics understanding of the processes controlling the density but can be used in a prediction model as long as it is used in the same parameter range that was used in the fitting of the parameters.

In a second, more physics-based approach we have used the neutral penetration model (NPM) [1]. This model assumes that all the fuelling is from the plasma edge and that the particle diffusion coefficient $D$ is constant in space and leads to a relation between the width $\Delta_{ne}$ in real units on the midplane and height $n_{e,ped}$ of the pedestal:

$$\Delta_{ne} = 2V_n/(\sigma_e V_e n_{e,ped}). \quad (2)$$

Here $V_n$ is the velocity of the neutral particles, $\sigma_e$ is the cross section for electron impact ionization, $V_e$ is the electron thermal velocity at the top of the pedestal and $E$ represents the flux expansion factor between the location of fuelling and the midplane. $V_n$ can be calculated assuming that we know the pedestal temperature by taking into account Frank–Condon and charge-exchange neutrals in the formulas [23]:

$$v_{CE} = \sqrt{\frac{T_i}{2\pi m_i}} \quad (3)$$

$$v_{FC} = \frac{2}{\pi} \sqrt{\frac{3}{m_i}} \quad (4)$$

$$w = \frac{v_{FC} \sigma_e V_e}{(v_{FC} \sigma_e V_e - v_{CE} \sigma_e V_e - v_{CE} \sigma_{CE} V_e)} \quad (5)$$

$$v^* = \frac{v_{FC} \sigma_e V_e + v_{CE} \sigma_{CE} V_e}{\sigma_e V_e + \sigma_{CE} V_e} \quad (6)$$

$$V_n = \frac{v_{FC} w + v^*}{w + 1}, \quad (7)$$

where $\sigma_e V_e$ is the ionization rate coefficient, $\sigma_{CE} V_e$ the charge exchange rate coefficient, $V_{FC}$ the velocity of the Frank–Condon neutrals, $V_{CE}$ the velocity of the charge exchange neutrals and $w$ is the ratio of charge exchange to Frank–Condon neutrals reaching the separatrix. The ionisation and charge exchange rate coefficients are calculated using the pedestal temperature and the rates as a function of particle energy in [24].

For each hypothetical pedestal width, we assume that $\Delta = \Delta_{ne} = \Delta_{Te}$ and use the EPED1 constraint $\Delta = 0.076 \sqrt{\beta_{p,ped}}$ to calculate the pedestal pressure height (from $\beta_{p,ped}$). Using an initial guess for the density, the temperature (assuming $T_i=T_e$ and known effective charge $Z_{eff}$) is calculated from the pressure. The temperature and the pedestal width is used to calculate the new pedestal density using the formulas (2-7). A new temperature is calculated from the pressure and density and the process is continued until it converges. Note that when combined with the EPED1 model, the final resulting density corresponds to the pedestal width of the equilibrium that is at the PBM stability limit.

As the flux expansion factor $E$ is the only free parameter in the model, we first use a constant factor $E=5$ based on the MAST results [23]. This assumes all the neutral particles enter the plasma through the X-point. Figure 4 shows how the parameterised density and the neutral penetration model combined with the EPED1 model for the rest of the prediction match the experimental density of the PBM limited cases. The average error for the parameterised density is 12% (RMSE=16%) and for the
neutral penetration model 19% (RMSE=23%). Note that both the parameterised density and the neutral penetration model flatten out at the highest experimental densities leading to underprediction there.

Figure 4. The predicted pedestal density against the experimental pedestal density for the parameterised density and neutral penetration model with E=5. The solid line marks the perfect match and the dashed lines represent ±20% error.

To improve the neutral penetration model, we take into account that as the gas fuelling is increased more particles are likely to enter the confined plasma from other parts of the poloidal plane than just the X-point. This can be taken into account by making the flux expansion factor dependent on the gas fuelling rate. The average error in the neutral penetration model is reduced to 15% (RMSE=19%) if we use $E = 4.8 \phi^{-0.20}$, where $\phi$ is the gas fuelling rate in units of $10^{22}$ electrons/s. Note that here the gas rate is defined as the output of the gas valves. The actual neutral density in the scrape-off layer is affected also by the pumping efficiency which varies with the strike point position on the divertor. The parameters are set to give the best fit to the data. As can be seen in Fig. 5, the error in the neutral penetration model depends on the fuelling rate and correcting this improves the match with the experiment. Note that the correction term exponent is relatively small indicating only a weak dependence of pedestal density to the fuelling rate.
Figure 5. The ratio of predicted density with the neutral penetration model with $E=5$ (black) and $E = 4.8\phi^{-0.20}$ (red) to the experimental density as a function of the gas fuelling rate (left) and the predicted density with the neutral penetration model with a correction for the fuelling rate against the experiment (right). The solid line marks the perfect match and the dashed lines represent ±20% error.

However, we can see that at the highest densities the model still under-predicts the experiment. If we plot the ratio of the predicted density to the experimental density against the average plasma triangularity (Fig 6, left), we can see clearly that the experimental density increase with triangularity is not captured by the model. The density dependency on the plasma triangularity is in the parameterisation by Urano and has also been observed in ASDEX Upgrade [8]. The neutral penetration model itself does not have a physical explanation for the higher density at high triangularity. However, if we include the triangularity effect ad hoc on the flux expansion factor ($E = 2.4\delta^{-0.53}\phi^{-0.20}$, where $\delta$ is the triangularity), the model is able to predict the density with an average error of 13% (RMSE=17%), which is very close to the value of the parameterised density error. It must be noted, however, that while a positive dependency of density with triangularity has also been observed for instance in JET-C (JET with a carbon wall) [22] the exact triangularity power dependency in the model may be JET-ILW specific and other devices may have different dependency on the plasma shape. The predicted density using the final neutral penetration model and the parameterised density against the experimental density are shown in Fig 6 (right) showing very similar match. The possible physical mechanisms for the triangularity dependency are that the inter-ELM particle turbulent transport is affected by the triangularity, the particle flux due to ELMs is affected by triangularity (the ELM frequency decreases with triangularity when all other parameters are kept fixed) and that at high triangularity, the recycling from the top of the device increases. The last mechanism is JET specific as it is difficult to make high triangularity plasma with large clearance from the top or without bringing the second X-point inside the wall. Note that the neutral penetration model predicts the density self-consistently with the pedestal width, ie. no assumption of the pedestal width is made prior to the prediction except that it follows the EPED1 scaling with the $\beta_p,\text{ped}$ and that density and temperature pedestal widths are equal. All the dependencies of the plasma current and the magnetic field, which are the strongest coefficients in the density parameterisation, are reproduced by the model without explicitly depending on them.

Figure 6. The ratio of predicted and experimental density for the neutral penetration model (left) with $E = 4.8\phi^{-0.20}$ (black) and $E = 2.4\delta^{-0.53}\phi^{-0.20}$ (red). The solid line represents a perfect prediction and the dashed lines show the ±20% error. The predicted density with the neutral penetration model with a correction for the fuelling rate and plasma triangularity against the experiment (right). The solid line marks the perfect match and the dashed lines represent ±20% error.
4. Self-consistent core-pedestal modelling

In an H-mode tokamak plasma the core $\beta_p (= 2\mu_0(p)/(B_P^2))$ affects the MHD stability of the edge [25,26]. At the same time the pedestal sets the boundary condition for the core transport. For predicting the exact core plasma profile shapes the turbulent flux in the core should be modelled with sophisticated non-linear gyrokinetic codes or quasi-linear codes that use saturation rules based on the non-linear runs such as TGLF [27]. In ITER simulations using TGLF, it was found that the fusion power in the core scaled as $P_{ped}$ [28] indicating a very stiff transport in the core. TGLF together with EPED1 was also used in optimisation of ITER scenarios in terms of density and $Z_{eff}$ [29].

The transport models based on non-linear or quasi-linear gyrokinetic codes can be slow to converge. If we are not interested in solving the exact core plasma profile shapes, but still want to solve the pedestal accurately taking into account the stabilisation by the core, we can rely on the fact that the core temperature profiles tend to be stiff to give a fast model for the core transport. We simulate the steady state core heat transport of electrons (e) and ions (i) with a simple model:

$$\frac{\partial T_{e,i}}{\partial \zeta} = -\frac{q_{e,i}}{\nu n|\nabla|^{2} n_{e,i}} \chi, \quad (8)$$

where $\chi$ is the diffusivity, $V'=dV/d\rho$ is the radial derivative of the plasma volume, $n$ is the density, $q_e$ is the heat flux and $\rho$ is a radial coordinate. For the heating profile, we use a simple form $P/V(\psi_N)=P_e(\psi_e-\psi_N)$, when $\psi_N<\psi_e$ and $0$ when $\psi_N>\psi_e$, where $\psi_e$ is the width of the heating region. $P_e$ is adjusted so that the volume integrated power matches that of the experiment. We choose $\psi_e=0.3$ but note that the results are not very sensitive to the choice of the shape and width of the heating profile. At each flux surface, the heat flux through the surface, $q_{e,i}$ is calculated from the heating profile and the shape of that surface. For the diffusivity $\chi$ we use a simple model that produces stiff temperature profiles:

$$\chi_{Le} = C1, \text{when } \frac{RVT}{T} < \left(\frac{RVT}{T}\right)_{crit} \quad (9)$$

$$\chi_{Le} = C1 + C2 \left[\frac{RVT}{T} - \left(\frac{RVT}{T}\right)_{crit}\right], \text{when } \frac{RVT}{T} > \left(\frac{RVT}{T}\right)_{crit} \quad (10)$$

where $C1$, $C2$ and $(RVT/T)_{crit}$ are free parameters. To produce a stiff heat transport model, $C1$ is set to a much lower value than $C2$. We choose $(RVT/T)_{crit}=5.0$ based on both experimental JET results [30] and gyrokinetic simulation [30, 31]. $C1$ is set to 0.1 m$^2$/s and the results are not very sensitive to this value as long as it is much smaller than $C2$. The results for two values of $C2$: 1 m$^2$/s and 2 m$^2$/s are shown in Fig. 7 and 8. As can be seen both values of $C2$ have most of the points within the 20% error margins. The average error of the pedestal pressure height prediction for both values of $C2$ is slightly higher at 15% (RMSE=19% for $C2 = 1$ m$^2$/s and RMSE=17% for $C2 = 2$ m$^2$/s) than for the standard EPED1 predictions with the known value of $\beta$. Interestingly the electron temperature in the core (defined at $\psi=0.2$ as the Thomson scattering measurement does not go through the magnetic axis) is actually predicted better with the self-consistent model with $C = 2$ m$^2$/s than with the standard EPED1. The most likely reason for this is that in EPED1 model, we assume $T_e=T_i$ in the core and the core temperature profiles are adjusted to match the experimental $\beta_p$. At low collisionality $T_i>T_e$ in the experiment but this is not reflected in the modelling. If the temperatures were allowed to separate in the core at low collisionality, the core $T_e$ would decrease in these cases. With $C2=1$m$^2$/s the behaviour of the predicted core electron temperature is similar to the standard EPED1 model. The effect of
changing C2 from 2 m/s to 1 m/s is an increase of 25±5% in core temperature and 10±5% in pedestal pressure.

Figure 7. The predicted pedestal pressure for the two values of C2 (2 m/s black, left, 1 m/s red, right) in the transport model (red circles) and standard EPED1 mode (blue circles). The solid line represents a perfect prediction and the dashed lines show the ±20% error.

Figure 8. The predicted core (ψN=0.2) temperature for the two values of C2 (2 m/s black, left, 1 m/s red, right) in the transport model (red circles) and standard EPED1 mode (blue circles). The solid line represents a perfect prediction and the dashed lines show the ±20% error.

The core density profile cannot be assumed to be stiff like the temperature profile. We compute the core density peaking by using the formula from [33] and for simplicity discard the effect of neutral beam fuelling and increase the collisionality coefficient (the original coefficients were a fit to data in any case). The density peaking factor is then:

\[
\rho_{pk} = \rho (\psi_N^{0.5} = 0.2)/\langle \rho \rangle = 1.347 - 0.25 \ln(\nu_{eff}) - 4.03 \beta, \tag{11}
\]

where \(\nu_{eff}\) is the effective collisionality and is defined as \(\nu_{eff} = 0.2 \langle n_{ped} \rangle R_0/\langle T_e \rangle^2\) and \(\beta = 4.02 \times 10^{-3} (p)/B_T^2\) with \((p) = 2\langle T \rangle n_{ped}\) (in units of keV × 10^{19} m^{-3}). Here the pedestal density is used as a proxy for the average density in the calculation of collisionality as the core density is the
unknown. The experimental and predicted density peaking for the database are shown in Fig. 9. The general trend with collisionality is reproduced, but some of the variation in the experimental data is not captured. The effect of this is very small on the pedestal prediction with the average error and RMSE staying unchanged from the runs done with experimental density profiles.

![Figure 9. The predicted and experimental density peaking (n_e(ψ_N=0.2)/n_e,ped) as a function of effective collisionality.](image)

We combine the neutral penetration model with the triangularity and fuelling rate corrections for the prediction of n_e,ped, the core heat transport model (9)-(10) with parameters C2=2 m^2/s and C1=0.1 m^2/s and the core density peaking formula (11) for the self-consistent prediction of the pedestal and core. The only assumptions about the profiles left in this model is the value of temperature at the separatrix (=100eV, as used in the stability calculations) and the ratio of separatrix to pedestal density n_e,sep/n_e,ped (=0.25, as used in EPED1 model). Increasing n_e,sep/n_e,ped to 0.5 (which is the average for this database) increases the pedestal top pressure prediction by about 5% due to the decrease of the pedestal pressure gradient. The experimental value of Z_{eff} is used as we have no model for the prediction of the impurity content. The result of the self-consistent pedestal prediction compared to the standard EPED1 model prediction with the prior knowledge of β and n_e,ped is shown in Fig 10. The average error of the fully self-consistent prediction is 13% and RMSE=16%.
Figure 10. The predicted pedestal pressure for the EPED1 model with experimental $\beta$ and core and pedestal density in input (blue) and the self-consistent core-pedestal model (red) against the experimental pedestal pressure. The solid line represents a perfect prediction and the dashed lines show the $\pm 20\%$ error.

5. The isotope effect in pedestal prediction

The pedestal confinement in JET is known to scale positively with the isotope mass of the fuel ions [10, 11, 34, 35]. Here we investigate how the pedestal prediction model can include the isotope effect by comparing the predictions for three Type I ELMy JET-ILW discharges (#84793, #84796 and #91554) at $I_p=1.4\text{MA}$, $B_t=1.7\text{T}$. The gas rate is the same for all the discharges. Two of the discharges (#84793 and #84796) are in deuterium and one (#91554) in hydrogen. One of the deuterium discharges (#84793) matches the hydrogen discharge in stored energy ($W_p=1.5\text{MJ}$) but is achieved with lower heating power ($P=8.7\text{MW}$ in hydrogen and $5\text{MW}$ in deuterium). The other deuterium discharge (#84796) has similar heating power ($10\text{MW}$) with the hydrogen discharge, but the stored energy in that discharge is higher ($W_p=2.5\text{MJ}$). This means that in hydrogen the energy confinement is degraded compared to deuterium [11].

In the predictive pedestal modelling the isotope mass has a direct effect on the pedestal stability only through the Alfvén frequency that scales as $1/\sqrt{\rho}$, where $\rho$ is the mass density of the plasma. The growth rates of the MHD instabilities scale with Alfvén frequency and consequently with $1/\sqrt{\rho}$. For the same pressure and current profiles, the instability grows $\sqrt{2}$ times faster in the hydrogen plasma than in the deuterium plasma. As described in Sec 1. we use the criterion $\gamma>0.25\omega^*_{\text{max}}$ for the peeling-balloonning mode boundary. The diamagnetic frequency $\omega^*$ does not depend on the isotope mass, implying that the peeling-balloonning mode boundary shifts to a lower value of $\alpha$ in a hydrogen plasma compared to a deuterium plasma. However, this effect is relatively minor and cannot alone explain the effect of the isotope mass on the pedestal.

In the neutral penetration model of Sec. 3 the isotope mass affects only the velocity of neutrals, $V_n$ in (2) leading to higher predicted density in hydrogen than in deuterium if the marginally stable pedestal width does not change. However, the experimental behaviour is the opposite, i.e. the pedestal density decreases in hydrogen compared to deuterium with the same gas fuelling rate [11, 37]. This indicates
that while we were able to get relatively good predictions in deuterium plasmas with the neutral penetration model, it alone is not able to explain the pedestal density in hydrogen. The inter-ELM particle transport as well as increased ELM frequency [11] in hydrogen plasmas must also play a role in setting the density pedestal. It is also possible that to accurately describe the physics of neutral fuelling, a more comprehensive model is required. As the neutral penetration model alone does not reproduce the correct density behaviour with isotope mass, we will use experimental densities in the following core-pedestal modelling.

In the self-consistent core-pedestal modelling we use the same transport model for the hydrogen plasma as for the deuterium cases but take into account that the core heat diffusivity is doubled for hydrogen compared to deuterium for the similar normalised temperature gradient [11]. The main reason for the higher diffusivity in hydrogen is the systematically lower density. The total heat transport in the core is similar with both isotopes.

Figure 11 shows the predicted pedestal pressure using the experimental density as input and the self-consistent core-pedestal model with the experimental heating powers. As expected, if the same settings are used for all the three discharges, the predicted pedestal pressure increases with heating power with the hydrogen case prediction being slightly decreased by the direct isotope effect on the stability. That prediction is significantly higher than the experimental pedestal. However, when the higher core diffusivity is included into the prediction, the prediction for the hydrogen case is closer to the experimental case but it still slightly overpredicted. The global $\beta_N$ values in the three cases are also relatively well predicted.

There is an indication [37] that the hydrogen H-modes may have a higher separatrix temperature than the deuterium plasmas. As we use the separatrix temperature as an anchor for radial position of the pedestal profiles with respect to the separatrix, the increased separatrix temperature would imply that the position of the maximum pressure gradient is closer to the separatrix, which in turn would have a degrading effect for the pedestal stability against the ballooning modes. In this particular case, the separatrix temperature would have to be 150eV or higher to achieve similar accuracy for the hydrogen case prediction as is obtained for the deuterium cases.

Figure 11 The predicted pedestal pressure (left) and $\beta_N$ (right) for the two deuterium cases (#84793, low power, and #84796, high power) and a hydrogen case (#91554, high power). The different solid symbols represent the different settings in the simulation. (H=hydrogen, D=deuterium). C2 refers to the coefficient in the critical gradient transport model, Eq. 10.
6. Predictions for the DT operation

The fusion power in the DT operation of JET is highly sensitive to the ion temperature profile in the core. The core transport model used in the pedestal prediction assumes $T_i=T_e$, which while adequate for the purposes of predicting the pedestal, may lead to a strong underprediction of the core ion temperature, and, consequently the fusion power in the case that ion temperature exceeds electron temperature as was the case in the hot ion mode plasmas of the JET DTE1 campaign where the core ion temperature was more than double of that of the electrons leading to the record fusion power of 16 MW [37]. However, since the heating by $\alpha$-particles plays only a small role, we can still make predictions of the pedestal with the models presented in this paper. As a starting point we use a JET-ILW discharge #86614, which was done with $I_p=2.5$MA, $B_t=2.9T$ and $P_{tot}=25$ MW. This discharge has low triangularity ($\delta=0.21$). For comparison we make the prediction also for a high triangularity ($\delta=0.36$) shape. We use the critical temperature gradient model for core heat transport (Eqs. 9-10 with $(\nabla T/T)_{e,\text{crit}}=5.0$, $C_2=1.6$ m$^3$/s assuming linear dependency of $C_2$ with isotope mass), density peaking model (Eq. 11) and modified neutral penetration model (Eqs. 2-7 with $E = 2.4 \delta^{-0.53} \phi^{0.20}$) for the pedestal density prediction. To simulate the uncertainty of core ion transport, we do two sets of predictions with $(\nabla T/T)_{i,\text{crit}}=(\nabla T/T)_{e,\text{crit}}$ and $(\nabla T/T)_{e,\text{crit}}=1.5 (\nabla T/T)_{e,\text{crit}}$. We conduct a scan of the heating power up to the expected maximum available in the DT experiments, 40 MW.

The result of the power scan is shown in Fig 12. As expected, the total plasma $\beta_N$ increases with heating power. It is also increased by increasing the triangularity and improved core ion confinement. On the other hand, the pedestal prediction is relatively robust for the ion transport model with only a minor increase in $p_{e,\text{ped}}$ with the improved ion transport. Increasing the heating power increases $p_{e,\text{ped}}$ modestly through the stability improvement by increasing Shafranov shift. Increasing the plasma triangularity increases the predicted $p_{e,\text{ped}}$ by about 50% and the predicted $n_{e,\text{ped}}$ about 30%, which is the largest effect. The experimental case at $\delta=0.21$, $P_{tot}=25$MW is relatively well predicted for all the parameters. The predicted thermal fusion power varies between 2MW and 7MW at $P_{tot}=40$MW. The variation is almost entirely dominated by the ion transport model with the shape having only a minor effect. This indicates that while the model presented here can give a relatively robust predictions for the pedestal parameters in JET DT plasmas, it is insufficient for predicting the fusion power accurately.
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Figure 12. Prediction of $\beta_N$ (left) $p_{e,\text{ped}}$ (middle) and $n_{e,\text{ped}}$ (right) in the JET-ILW DT experiment as a function of heating power. The predictions are done for four cases: $\delta=0.21$, $T_e=T_i$ (blue circles), $\delta=0.36$, $T_e=T_i$ (red triangles), $\delta=0.21$, $(\nabla T/T)_{e,\text{crit}}=1.5 (\nabla T/T)_{e,\text{crit}}$ (black squares) and $\delta=0.36$, $(\nabla T/T)_{e,\text{crit}}=1.5 (\nabla T/T)_{e,\text{crit}}$ (green stars).

7. Summary and Conclusions
Only about 40% of the JET-ILW pedestal database plasmas were found to be limited by the PBMs in ideal MHD stability analysis. Self-consistent core-pedestal predictions with a very simple core transport model with a critical gradient were able to match the experimental pedestal pressure for the JET-ILW database cases that were near the PBM stability limit with RMSE=17%, which is only slightly higher than what is obtained in predictions with a known global $\beta_N$ (RMSE=13%). The match of the electron core temperature to the experiment was improved from that of the predictions done using $\beta_N$ as input.

The neutral penetration model without explicit dependency of the plasma current, toroidal field or the size of the device is able to reach the same level of accuracy in predicting the pedestal top density of deuterium plasmas as what is achieved by parameterising the density with current, field, power, triangularity and fuelling if the corrections of fuelling and especially plasma triangularity are included into the model. The isotope effect inherent in the neutral penetration model predicts that the pedestal density should increase when changing the plasma ions from deuterium to hydrogen, but the opposite is observed in the experiment suggesting that the isotope must have an effect on pedestal particle transport either between ELMs or due to ELMs that more than compensates the effect of deeper penetration of neutrals in hydrogen or that the relatively simple model used is not able to capture all the aspects of the neutral penetration physics.

The combined core-pedestal model and the neutral penetration model without knowledge of the global plasma $\beta$ and density is able to predict the pedestal top pressure almost at the same level of accuracy as the standard EPED1 model (RMSE=16% vs RMSE=13%). One key element still missing from the pedestal model is the relative shift of the density with regards to the temperature profile, which is not predicted. Frassinetti et al. showed that it can influence the pedestal stability in JET-ILW [37]. Developing a physics model for the shift will be left for future work.

The decreased pedestal pressure in hydrogen experiment compared to the deuterium at the similar heating power is reproduced with the self-consistent model when the increase in core heat diffusivity and the isotope effect on the pedestal stability are taken into account in the predictive model. However, the experimental isotope effect on the pedestal density is opposite to what the neutral penetration model predicts and, consequently, the density pedestal cannot be predicted in hydrogen plasmas with it.

For predicting pedestal pressure in the future JET DT plasmas, the simple core transport model is most likely sufficient. However, as the produced fusion power is sensitive to the details of the ion temperature profile, this method is not suitable for its predictions and for that purpose the pedestal prediction should be combined with a more detailed core transport simulation, sophisticated fast ion slowing down models and beam-plasma fusion reaction models, such as those done with JETTO and CRONOS in [39] and [40].
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