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ABSTRACT

The main purpose of this paper is to evaluate the feasibility of predicting whether yes or
no a Facebook user has self-reported to have watched a given movie genre. Therefore,
we apply a data analytical framework that (1) builds and evaluates several predictive
models explaining self-declared movie watching behavior, and (2) provides insight into
the importance of the predictors and their relationship with self-reported movie watching
behavior. For the first outcome, we benchmark several algorithms (logistic regression,
random forest, adaptive boosting, rotation forest, and naive Bayes) and evaluate their
performance using the area under the receiver operating characteristic curve. For the
second outcome, we evaluate variable importance and build partial dependence plots
using information-fusion sensitivity analysis for different movie genres. To gather the
data, we developed a custom native Facebook app. We resampled our dataset to make
it representative of the general Facebook population with respect to age and gender.
The results indicate that adaptive boosting outperforms all other algorithms. Time- and
frequency-based variables related to media (movies, videos, and music) consumption
constitute the list of top variables. To the best of our knowledge, this study is the
first to fit predictive models of self-reported movie watching behavior and provide
insights into the relationships that govern these models. Our models can be used as a
decision tool for movie producers to target potential movie-watchers and market their
movies more efficiently. [Submitted: December 26, 2016. Revised: November 23, 2018.
Accepted: June 11, 2019.]
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INTRODUCTION

Movie marketing budgets have skyrocketed over the past years with expenditures
reaching the 100 million dollar mark (Forbes, 2014). These advertising dollars are
split across mass advertising via traditional media (e.g., television and radio) and
targeted advertising on social media (Oh, Roumani, Nwankpa, & Hu, 2016). While
the latter approach is considered more cost effective because of the improved tar-
geting, there is still room for improvement. The underlying reason is that targeting
options on social media are descriptive instead of predictive. We call them de-
scriptive, because the options describe users in terms of their socio-demographics,
location, and current preferences (Facebook, 2016). A marketer could contract a
market research company to figure out the profile of consumers who might be
interested in a specific movie genre. The marketer can then target those profiles
on Facebook. In contrast, a predictive approach would consist in making available
an option to Facebook advertisers to target social media users who are most likely
to watch a given movie genre in the future. Facebook can implement a predictive
approach, by letting advertisers choose their movie genre (or product) from a list,
and subsequently fitting and deploying predictive models by comparing Facebook
users that have and have not watched that given movie genre (or bought a given
product). This predictive approach could be very effective but the question remains
whether it is feasible to build such a system. Hence, an avenue for research is to
develop such a targeting option, by estimating a model to predict whether yes or
no a given user will watch a movie from a given movie genre, and compare its
effectiveness with the descriptive targeting options that are readily available.

Despite the fact that movies and social media are extensively studied in the
field of box office revenues (e.g., Rui, Liu, & Whinston, 2013) and recommender
systems (e.g., Shapira, Rokach, & Freilikhman, 2012), no study has evaluated
the feasibility of developing such a model. Such a model would enable movie
producers to identify and target potential customers. The development of such a
model requires a data analytical methodology capable of providing answers to the
questions: “Is it feasible to develop such a targeted marketing approach, and if yes
which algorithm performs best?,” “Which predictors are most important?,” and
“What is the relationship between predictors and response?.”

In order to fill this gap in literature, we assess the feasibility of identifying
social media users who will watch a given movie genre. In order to do so we predict
self-declared movie watching behavior of Facebook users using all their available
data. We note that we do not target the whole population of movie watchers (i.e.,
people who have watched a movie but did not declare it on Facebook). Instead,
because of data availability, we are targeting a subset of the target population (i.e.,
people who have watched a movie and have listed it on their Facebook profile).
We choose Facebook as our social media channel of interest because it has the
richest data and targeting options, providing the strongest possible benchmark
for our proposed model. To investigate the capacity of identifying self-declared
movie watchers on Facebook, we implement a data analytical methodology. The
objectives of this data analytical framework are twofold. The first is related to the
predictive performance of our framework. We build five prediction models (i.e.,
logistic regression, naive Bayes, random forest, adaboost, and rotation forest) and
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investigate which models perform best. The second is related to the descriptive
capacity of our framework. For that purpose, we use information-fusion sensi-
tivity analysis to determine which predictors are most important and assess their
relationship with self-reported movie watching behavior.

The remainder of this paper is organized as follows. First, we elaborate on
existing literature concerning social media and movies. Second, we discuss our
methodology. Third, we provide an overview of the results. Fourth, we summarize
our conclusions and their practical implications. Finally, we discuss the limitations
and suggest avenues for future research.

PRIOR RESEARCH

Based on extensive literature research concerning predictive modeling in social
media and movies, we found that existing literature can be categorized into three
types: (i) movie sales prediction, (ii) recommender systems, and (iii) predicting
and explaining individual movie watching behavior. First, studies related to movie
sales seize the predictive power of social media to forecast box-office revenues
(Asur & Huberman, 2010). For example, Rui et al. (2013) found that people with
more followers on Twitter and tweets expressing the intention to watch a movie
have a high influence on movie sales. Second, recommender systems guide users
in a large space of possible options to help them find movies of interest and
produce individualized movie recommendations (Golbeck, 2006; Gupta, Jain, &
Song, 2008). For example, Shapira et al. (2012) developed a recommender system
that incorporated both profile characteristics and posting data from Facebook
users and showed that enriching scarce rating data with these Facebook variables
significantly improved recommendation results. Finally, movie watching behavior
studies try to identify users that are most likely to watch a certain movie. Whereas
recommender systems suggest movies to a given user, studies focusing on movie
watching behavior recommend users to an advertiser of a given movie. In short,
recommender systems assign movies to users, and customer acquisition systems
assign users to movies. We think of recommender systems to be important tools
for services such as Netflix, whereas the research that we propose is important for
individual producers to promote new releases.

To highlight our contribution to literature, Table 1 provides an overview of
all the studies concerning social media prediction and movies. From Table 1, it
is clear that no study has conducted research on movie watching behavior with
social media data. This is an important gap in literature because, in the case of
movie producers, this application would enable the pursuit of a targeted marketing
approach. Producers could identify users who are most likely to watch a certain
movie genre and send an invitation to watch their movie of that genre in theaters
to increase attendance.

In order to fill this gap in literature, we build a model that assists movie pro-
ducers in predicting self-declared movie watching behavior using all the available
Facebook data. Based on the characteristics of similar users, our model predicts
which users have a high probability of watching a certain movie genre again. We
note the difference between movie watching behavior prediction and movie rec-
ommender systems. On the one hand, movie recommender systems use ratings
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Table 1: Overview of social media prediction literature concerning movies.

Study
Movie
sales

Recommender
system

Movie watching
behavior

Basuroy, Chatterjee, and Ravid
(2003)

X

Golbeck (2006) X
Liu (2006) X
Mishne (2006) X
Dellarocas, Zhang, and Awad

(2007)
X

Duan, Gu, and Whinston (2008) X
Liu, Huang, An, and Yu (2007) X
Gupta et al. (2008) X
Asur and Huberman (2010) X
Goel, Hofman, Lahaie, Pennock,

and Watts (2010)
X

Liu et al. (2010) X
Moon, Bergey, and Iacobucci

(2010)
X

Said, De Luca, & Albayrak (2011) X
Borsato and Polato (2012) X
David, Bajaj, and Jazra (2012) X
Reddy, Kasat, and Jain (2012) X
Shapira et al. (2012) X
Venkatesan and Mai (2012) X
Apala et al. (2013) X
El Assady et al. (2013) X
Jain (2013) X
Mestyán, Yasseri, and Kertész

(2013)
X

Rui et al. (2013) X
Arias, Arratia, & Xuriguera (2014) X
Du, Xu, and Huang (2014) X
Hennig-Thurau, Wiertz, and

Feldhaus (2014)
X

Liu, Ding, Chen, Chen, and Guo
(2014)

X

Pham, Jung, and Le Anh Vu
(2014)

X

Gaikar, Marakarkandy, and
Dasgupta (2015)

X

Kim, Hong, and Kang (2015) X
Ding, Cheng, Duan, and Jin (2016) X
Lee, Park, Kim, and Choi (2016) X
Oh et al. (2016) X
Our study X
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and past movie history to come up with relevant movies for a certain user (Gupta
et al., 2008). On the other hand, our model matches users who watched a certain
movie genre with other users who have not yet watched a certain movie type (or
did not declare it) based on the similarity of behavioral characteristics on Face-
book (e.g., the number of movie-related likes and the number of movies watched
in the past). It then ranks the users who have not watched this type of movie,
from high to low probability of watching. In that sense, our model matches rele-
vant users to a given movie genre, whereas recommender systems match relevant
movies genres to a given user. This approach opens a lot of interesting opportu-
nities for targeted marketing strategies on Facebook (Benedek, Lublóy, & Vastag,
2014). Nowadays advertisers on Facebook can decide to target consumers based
on socio-demographics (e.g., age, gender, and education), location (e.g., state or
city), interests, and behaviors (e.g., football). For example, in the case of movies,
advertisers can decide, based on market research, to target males in the state of
New York who are interested in a specific movie genre. A problem, however, is
that these targeting options are descriptive and general. Our model offers a solution
to movie producers that is more custom (i.e., specific) to their product. For exam-
ple, advertisers can decide to target the users who have the highest probability of
watching the specific genre of their movie.

To build such a model, we propose a data analytical system to predict self-
declared movie watching behavior. The first objective of this system is to assess the
capacity of our system to accurately identify users with a high propensity of watch-
ing a certain movie genre based on Facebook data. In order to do so, we evaluate
the predictive performance of five different classifiers: logistic regression (Cox,
1958), naive Bayes (Langley, Iba, & Thompson, 1992), random forest (Breiman,
2001), adaboost (Friedman, 2002), and rotation forest (Rodriguez, Kuncheva, &
Alonso, 2006). By determining which algorithm is best on this type of problem,
our findings will allow future research to focus on one algorithm instead of many.
Previous work on predictive modeling in social media has shown that Facebook
data yields accurate predictions in the field of events (Bogaert, Ballings, & den
Poel, 2016a), romantic ties (Bogaert, Ballings, & Poel, 2016b), movie recommen-
dations (Shapira et al., 2012), and box office predictions (Oh et al., 2016). Overall,
Facebook data have been shown to improve predictive performance.

The second objective of this system is to determine which variables are
driving the predictive performance and to uncover their relationship with self-
declared movie watching behavior. In line with previous literature, we believe that
Facebook contains a number of variables that can be indicative of movie watching
behavior. More specifically, there are four main data types on Facebook, which
could be important in explaining movie watching behavior: (i) profile data, (ii)
behavioral data, (iii) interests data, and (iv) network data. First, Facebook profile
data (e.g., age, gender, and relationship status) have been shown to be a viable
alternative to traditional ratings for movie recommendations (Gupta et al., 2008).
Therefore, we believe that general profile data can also have value in explaining
movie watching behavior. For example, young adults may be more willing to watch
a certain movie type. Second, behavioral Facebook data concerning movies can
result in accurate movie suggestions when rating data are scarce (David et al.,
2012). For example, David et al. (2012) showed that the use of data related to TV
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shows a user watched or liked on Facebook and traditional rating data (e.g., on
Netflix) results in similar movie recommendations. Hence, in the case of movie
watching behavior, it could be that the number of previous movies someone has
indicated to watch is an important predictor. Third, Shapira et al. (2012) showed
that including a user’s interests on Facebook significantly increases the accuracy
of movie recommender systems. Gupta et al. (2008) confirm these findings and
find that a given user’s favorite books and music correlate with his/her movie
preferences. Also in the field of box office predictions, researchers found that
likes on Facebook are related to box office sales (Ding et al., 2016; Oh et al.,
2016). Therefore, we believe that variables that express a user’s interests in media
consumption (e.g., liking of TV shows or actors) can also impact performance of
movie watching behavior predictions. Finally, network data (e.g., whether users
are a fan of the same movie or commented on the same movie) further improve the
accuracy of movie recommendations (Said et al., 2011). Also, in other applications
than movie predictions, Facebook Friends data are found to be important predictors
of user behavior (e.g., Bogaert et al., 2016a).

To summarize, we found strong indications in extant literature that predicting
self-reported movie watching behavior (i.e., identifying users with a high proba-
bility of watching a certain movie genre) is a viable application domain next to the
well-established applications of movie sales predictions and movie recommender
systems. We also found strong indications that Facebook data could yield accurate
results in predicting whether or not a user will watch a certain movie type. Finally,
we expect that several variable types are important for predictive performance. In
the next section, we will discuss our methodology.

METHODOLOGY

For our data analytical methodology, we rely on the widespread CRISP-DM frame-
work (Chapman et al., 2000). CRISP-DM stands for “Cross-Industry Standard Pro-
cess for Data Mining” and provides a methodological framework for conducting
data analytics projects. CRISP-DM comprises six phases: business understanding,
data understanding, data preparation, modeling, evaluation, and deployment. The
stages are sequential in nature, however, in some cases one has to go back to
previous stages. The first three stages (business understanding, data understand-
ing, and data preparation) require the most time. The final output of these stages
is the creation of a cleansed dataset, also referred to as the basetable. Once the
basetable is created the following stages of the CRISP-DM framework (modeling,
evaluation, and deployment) can start.

Figure 1 provides an overview of our analysis beginning at the modeling
step of the CRISP-DM framework. For each of our 10 movie genres, we build dif-
ferent classification models, evaluate performance, and apply information-fusion
analysis. First, we assess the predictive performance of our framework. Therefore,
we build five classification models using a train/test split and evaluate the perfor-
mance of five classification models using the area under the receiver operating
characteristic curve (AUC). The AUC is an aggregate measure of classifier perfor-
mance and can be defined as the probability that a randomly chosen positive in-
stance is ranked higher than a negative instance (Hand & Anagnostopoulos, 2013).
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Second, we evaluate the descriptive capacity of our system. Therefore, the predic-
tions of all five classification models are combined using information-fusion (see
Section 3.4). Information-fusion aggregates the predictions of all classification
models by taking the weighted average of their AUCs. Once the fusion model is
built, we conduct a sensitivity analysis by calculating the variable importances as
the mean decrease in AUC and building partial dependence plots for the top predic-
tors. The variable importance ranks the predictors according to their influence on
predictive performance. Partial dependence plots uncover the relationship between
a certain predictor and response, while keeping all other predictors constant. As
stated before, this process is repeated for all 10 genres. Hence, in total 50 models
are built (five classification models for 10 movie genres). The reported model
performance results are the median values across our 10 genres. The reported sen-
sitivity analysis results are the rescaled median values across our 10 genres. We
also report the sensitivity analysis of three different genres, since the impact of
certain variables can be different across different types of movies.

Data

In order to extract our Facebook data, we developed a custom native Facebook
application. The Facebook application had both a front-end and a back-end. The
back-end, on its part, included the creation of a database to store the collected
data. The front-end included the functionalities to the users. The application was
developed for a European soccer team, and was advertised several times on the
Facebook page of the European soccer team. To increase awareness and interest, an
incentive (i.e., a signed jersey) was offered to Facebook users to run the application.
When users clicked the app they were presented with an authorization box that
allowed the users to donate their data in exchange for entering the drawing of a
prize. The authorization box also included a rules and regulation section, containing
our contact information. In addition, we also ensured the users that all extracted data
would be anonymous and that no private messages would be gathered. Afterward,
the users had to fill out several questions concerning the soccer team and the
number of participants of the application to determine the winner of the jersey.
Figure 2 clarifies which data were mined from a user’s profile with our application
(red boxes). The data were collected between May 7, 2014 and May 26, 2014. In
total, we gathered user profile data of 5,010 unique Facebook users. Furthermore,
our data contain 6,738 unique movies from 3,818 different users. Because we are
interested in predicting declared movie watching behavior, we restrict our sample
to the 3,818 unique users.

Several selection effects could occur when mining the data. A first selection
bias happens when the application is advertised via the Facebook page of the soccer
team. Hence, people following the soccer team will be more enticed to click on
the application. This implies that our sample can contain more soccer fans than the
average Facebook sample. A second selection effect happens when the promotion
is displayed through the News Feed via the News Feed Algorithms (NFA) of
Facebook. The NFA determines who sees a certain advertisement, and when that
happens, based upon the interactions and the interests of the users. We tried to
mitigate this problem by targeting the advertisement to a representative sample of
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Facebook users. A final selection effect occurs because of the fact that if a user sees
the application, only a small selection will be willing to proceed to the application
and fill out the survey. The reason could be that the user is not willing to provide
their data to the application or that the offered prize is not satisfactory. In order to
cope with these selection effects, we tested whether our sample is representative
for the general Facebook population. This task is nontrivial since Facebook only
publishes a handful of demographic statistics of its user base on an aggregate level.
Specifically, via Facebook’s Advertising targeting system it is possible to extract
the relative gender distributions across different age groups for the whole Facebook
population (Facebook, 2018). Figure 3 displays the gender characteristics per age
group for the general Facebook population (left pane) and our sample (center pane).
We performed a χ2 test, which indicates that our sample is not representative on
the age distribution for males (χ2(4) = 106.61, p < .001) and females (χ2(5) =
163.60, p < .001). Our sample clearly under-represents females in all age groups
and the over-representation of males is especially large in the 13–24 age group. To
alleviate this problem, we resample our data set to be representative of the general
Facebook distribution. To do so, we determine the number of observations that were
necessary in every age group per gender with a sample of 5,010 unique users. For
example, 32% of the Facebook population is male in the age group of 13–24, this
corresponds with 538 (�5010 × 0.32�) users in our data set. Age groups that were
over-represented in our data were undersampled. This means that we randomly
selected a number of users from that age groups such that the desired distribution
was achieved. Under-represented age groups were oversampled. Hence, certain
users were randomly selected and replicated. After resampling, we performed a
χ2 test, which indicated that there was no significant difference between the male
and female age groups (χ2(4) = 0.0003, p = 1 and χ2(4) = 0.0009, p = 1).

Because it was not feasible to create a separate model for all of our 6,738
unique movies, we decided to focus on the 10 most popular movie genres. We
believe that predicting movie genre is a more general proxy to predict movie
watching behavior and hence, more relevant for practitioners. Table 2 provides an
overview of the distribution of the 10 most watched movie genres. The fraction
of users who have watched the movie genre equal the total number of users who
watched the movie genre divided by the number of unique users in our database
(3,818).

Table 2 also serves as an indication of the distribution of our dependent
variable. Hence, we build 10 models for each algorithm where the response variable
is binary and takes the value 1 if a user has declared on his/her Facebook profile
whether he/she watched a particular movie genre and 0 otherwise. It is clear from
Table 2 that our response variable suffers from a high class imbalance problem,
namely a severe under-representation of the users who watched a movie. In order
to cope with this class imbalance problem, we used two common data resampling
techniques: random oversampling (ROS) and synthetic minority over sampling
technique (SMOTE) (Dag, Oztekin, Yucel, Bulur, and Megahed, 2016). In ROS,
we randomly duplicate the cases of the minority class (i.e., users who watched
the movie) to obtain a balanced data set with an equal distribution between both
classes (Estabrooks, Jo, & Japkowicz, 2004). In SMOTE, we randomly remove
cases from the majority class and create synthetic instances of the minority class
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Table 2: Top 10 most popular movie genres.

Movie name Fraction of users watched

Drama 0.1972
Adventure 0.1886
Action 0.1504
Fantasy 0.0846
Thriller 0.0684
Romance 0.0656
SciFi 0.0457
Horror 0.0410
Documentary 0.0308
Music 0.0289

until a balanced class distribution is reached (Chawla, Bowyer, Hall, & Kegelmeyer,
2002). The synthetic cases of the minority class are created as follows. First, take
the difference between the minority class instances and their nearest neighbor.
Next, multiply this difference by a random number between [0,1] and add this to
the original minority class instances (Chawla et al., 2002).

Variables

In total, we included 486 user-related variables in our models. “Like” variables in
this study refer to likes generated by users. These “likes” are only available for
Facebook pages, bands, applications, or leisure activities. As a result of regulations
on Facebook, only the last 25 items, such as photos, videos, check-ins, and notes,
could be extracted from the web page. In order to mitigate this limitation, the
frequency by time was calculated, because none of the users in the data set reached
this restriction. We computed the frequency of status updates, photo uploads and
links created for the last 7 days, album uploads and check-ins for the last 4 months,
and notes and video uploads for the last year.

Table 3 gives an overview of the different categories of the variables included
in our study and illustrates each category with two examples. The term “posts”
refers to the different posting objects that exist on Facebook, namely statuses,
photos, albums, videos, check-ins, and links. “Comments” refers to both comments
made and received by the user. Tags, likes, and comments are included for all
different post types. In Table 3, MIET stands for mean-inter event time (i.e., the
average time between posts) and SDIET means SD inter event time (i.e., the
variation on the time between posts).

Because our variable of interest is whether or not a user watched a particular
movie genre, we also included several variables related to videos, movies, and
television. For these variables we did not only compute user variables, but also
added the network variables. Table 4 shows the data type (i.e., whether they are
based on a single user’s info or whether they are built on friends’ data) and the
created variables. We note that “videos” includes both movies and videos from all
kinds of categories, such as advertisements and home-made videos. The categories
variable refers to the different types of videos that exist such as movies, TV shows,
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Table 3: Overview of predictors.

Variable category Example

Demographic and
identification variables

Age
Gender

Geographical variables Hometown
Location

Professional and educational
variables

Languages
Location

Social variables Number of friends
Relationship status

Personal variables (interests) Favorite sports (e.g., soccer)
Favorite music (e.g., jazz)

General Facebook account
variables

Profile completeness
Length of relationship

Events Number of events attended
Recency/MIET/SDIET of created events

Games Number of games
Recency/MIET/SDIET of created games

Notes Number of notes
Recency/MIET/SDIET of created notes

Posting variables Number of posts
Recency/MIET/SDIET of created posts

Likes Number of post likes
Recency/MIET/SDIET of created post likes

Tags Number of post tags
Recency/MIET/SDIET of created post tags

Comments made/received Number of post comments
Recency/MIET/SDIET of created post

comments

Table 4: Overview of movie-related predictors.

Data type Variable

User data Number of videos/movies/TV shows watched
Number of categories watched
Recency/MIET/SDIET of videos/movies/TV shows

Network data Number of videos/movies/TV shows watched by friends
Number of categories watched by friends
Number of friends who watched the focal genre

advertisements, home-made movies, news and movie, and movie characters. The
included user variables are related to recency and frequency variables in customer
relationship mananagement (Ballings & den Poel, 2012). People with a high fre-
quency and a shorter recency have a higher probability to exhibit repeat behavior
(in our case movie watching behavior) (Van den Poel, 2003). The network variables
are included because they are among the top predictors in social media prediction
(Bogaert et al., 2016a).
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Classification Algorithms

In this section we discuss the different algorithms to model movie watching be-
havior. We opted to benchmark several single classifiers and ensemble techniques
with a proven track record of strong performance in social media applications and
with different ranges of complexity (Ballings & den Poel, 2015a; Bogaert et al.,
2016b). The single classifiers are logistic regression (LR) and naive Bayes (NB).
Naive Bayes is very inexpensive in terms of computational overhead and complex-
ity, but makes many assumptions (Prinzie & Van den Poel, 2007). For example,
naive Bayes assumes variables to be conditionally independent to estimate the joint
probability p(x, y). However, the assumption of conditional class independence is
often violated. Logistic regression estimates the conditional probability p(y|x) and
is one step up in terms of complexity in that all coefficients are estimated jointly
(Eren Demir, 2014). We implemented the following tree-based ensemble tech-
niques: random forest (RF), adaboost (AB), and rotation forest (RoF). Tree-based
methods can be specified as additive models and they add complexity by allow-
ing for nonlinear relationships. In addition, the selected tree-based ensembles all
tackle the increased complexity in different ways. Random forest adds complexity
by combining a large number of bootstrapped decision trees. Moreover, random
forest also selects a random number of variables at each node split (Biau, 2012).
Adaboost adds complexity by introducing an iterative procedure that favors mis-
classified instances (Friedman, 2002). Finally, rotation forest induces complexity
by combining bootstrapped trees with principal components analysis (Kuncheva
& Rodriguez, 2007).

Logistic regression

Logistic regression fits a function for the prediction of the probability of
the occurrence of an outcome as (James, Witten, Hastie, & Tibshirani, 2013,
pp. 132):

p = eα+β1X1+β2X2+···+βiXi

1 + eα+β1X1+β2X2+···+βiXi
= 1

1 + e−(α+β1X1+β2X2+···+βiXi )
(1)

In Equation (1), p represents the probability of the interested outcome, α

the intercept term and β1, . . . , βp the coefficients of the independent variables
X1, . . . , Xi .

In this study, we use regularized logistic regression and we apply the lasso
approach in order to avoid overfitting. The lasso (least absolute shrinkage and
selection operator) minimizes the residual sum of squares for which the sum of the
absolute value of the coefficients is less than a constant (Tibshirani, 1996). In other
words, it imposes a bound on the sum of the absolute values of the coefficients, and
therefore, forces coefficients to shrink toward zero (Guisan, Edwards, & Hastie,
2002). To fit our models, we used the statistical R-package glmnet provided by
Friedman, Hastie, Simon, and Tibshirani (2015). The parameter α is set to 1 to
obtain the lasso method and the sequence of λ is computed by setting the parameter
nlambda to 100 (default).
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Naive Bayes

Naive Bayes is a simple induction algorithm that simplifies learning and is the most
straightforward and most widely tested technique for probabilistic classification
(Langley et al., 1992). Naive Bayes applies Bayes’ theorem for classification of
observations and assumes that features are class independent (Rish, 2001):

P (A|B) = P (B|A)P (A)

P (B)
(2)

In Equation (2), P (A) and P (B) are the probabilities of two events A and B

(both independent from each other), P (A|B) represents the probability of event A

given event B and P (B|A) the probability of event B given event A.
Although in general, conditional independence is a poor assumption and

rarely true in real-world applications, the naive Bayes algorithm performs re-
markably well on many learning tasks and manages to compete with much more
sophisticated classifiers (Langley et al., 1992; Rish, 2001). We implemented our
models using the R-package e1071 by Meyer, Dimitriadou, Hornik, Weingessel,
and Leisch (2015).

Random forest

Significant improvements in classification and regression accuracy can be ob-
tained by using a classification algorithm called random forest (Breiman, 2001).
In a standard decision tree approach, each node is split using the best split among
all variables (Breiman, 1996). Random forest changes the way in which classifi-
cation or regression trees are grown: each tree is constructed using an independent
bootstrap sample of the data and at each node of each tree a randomly selected sub-
set of features is evaluated (Biau, 2012). Thus, random forest enhances bootstrap
aggregating with an additional layer of randomness (Breiman, 2001).

Research has shown that random forest is one of the best techniques available
and performs very well compared to many other classifiers, including discriminant
analysis, support vector machines, and neural networks (Biau, 2012; Coussement
& den Poel, 2008).

Furthermore, it is very user-friendly in the sense that only two parameters
have to be provided: the number of trees and the number of predictor variables in
the random subset at each node of the tree (Ballings & den Poel, 2016). We follow
the recommendations of Breiman (2001) and use a large number of trees (500). To
implement the algorithm, we used the statistical R-package randomForest provided
by Liaw and Wiener (2002).

Adaboost

Boosting is a general approach for improving the accuracy of machine-learning
algorithms and entails combining the outputs of many weak classifiers to produce
a powerful predictor (Freund & Schapire, 1996). The training data are sequentially
reweighted and in each iteration the performance of the classifiers is evaluated,
thereby giving a higher weight to misclassified observations, while correctly clas-
sified observations’ weights are decreased (Friedman, 2002). Consequently, ob-
servations that are hard to classify receive an increasing influence. Finally, all the
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classifiers are added to the ensemble to build the final predictor (Freund, Schapire,
& Abe, 1999). We use stochastic boosting, one of the most recent boosting vari-
ants, to improve on the original algorithms, through incorporating randomization
into the procedure (Friedman, 2002). Two important parameters are the number of
iterations and the number of terminal nodes in the base classifiers. Following rec-
ommendations by Friedman (2002), The number of terminal nodes is determined
by setting the maximum depth of the trees to 3, while the number of iterations is set
to 500. We used the statistical R-package ada by Culp, Johnson, and Michailidis
(2012) to fit our models.

Rotation forest

Rotation forest is a powerful method for generating tree-based ensembles. A typical
random forest requires a large number of trees in order to achieve good perfor-
mance. By contrast, rotation forest can achieve similar performance with a smaller
number of trees (Kuncheva & Rodriguez, 2007). This approach consists of taking
a subset of features and a bootstrap sample of the data and carrying out a principal
component analysis (PCA), where a small rotation of the axes of the feature space
may lead to a very different tree (Rodriguez et al., 2006). Results from research by
Rodriguez et al. (2006) show that when rotation forest was compared to bagging,
adaboost and random forest on 33 different data sets, rotation forest outperformed
the other three algorithms. Another Artivlr by De Bock and den Poel (2011) also
showed the superior performance of rotation forest in the field of customer churn.
We use the statistical R-package rotationForest to implement the algorithm
(Ballings & Van den Poel, 2015b).

Performance measures

As a measure of classifier performance we use the area under the receiver operating
characteristic curve (AUC). The AUC alleviates the problems of the accuracy by
aggregating the results over all possible thresholds and giving an equal weight to
both positive and negative cases (Guo, Pathak, & Cheng, 2015). Hence, the AUC
is perfectly suited for situations where the data is unbalanced. The AUC is defined
as the probability that a randomly chosen positive example is ranked higher than a
randomly picked negative example (Hand & Anagnostopoulos, 2013). The AUC
can also be seen as a graphical representation between the true positive rate (i.e.,
sensitivity) and the false positive rate (1 − specificity) (Hernandez-Orallo, Flach,
& Ferri, 2012). Sensitivity, specificity, and the AUC are defined as (Hanley &
McNeil, 1982; He & Garcia, 2009):

Sensitivity = TP

TP + FN
, (3)

Specificity = TN

TN + FP
, (4)

AUC =
∫ 1

0

TP

(TP + FN)
d

FP

(FP + TN)
=

∫ 1

0

TP

P
d

FP

N
, (5)

with P: Positives, and N: Negatives.
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The AUC can take values ranging from 0.5 to 1. A value of 0.5 indicates
that the predictions are not better than random, whereas a value of 1 indicates that
the predictions are perfect (Eren Demir, 2014). An important characteristic of the
AUC is that it is threshold independent. This means that AUC includes the entire
range of possible thresholds (Hernandez-Orallo et al., 2012).

Cross-validation and statistical tests

To make sure our results are not optimistic or pessimistic, we build 10 different pre-
dictive models (one for each genre in our dataset) to perform the cross-validation.
We believe that our results will gain in generalizability by fitting a single model
for each of 10 genres as opposed to, for example, estimating 10 models predicting
only one genre. Each predictive model of these 10 predictive models is built using
the holdout set approach (James et al., 2013, pp.176–178). If no cross-validation
of the parameters was necessary a 50/50 split was used for training and test, else
a 25/25/50 split was applied for training, validation, and test. In total, we have 10
predictive models, one for each movie. We then take the median of the AUC scores
of our 10 models to obtain the overall AUC. The interquartile range (IQR) is used
as a measure of dispersion.

To test for significant differences between the algorithms, we follow the
suggestions of Demšar (2006) and use Friedman’s rank sum test together with
the Bonferroni–Dunn post hoc test for comparison of the different classifiers. The
classifiers are ranked, whereby the best performing classifier receives rank 1. If no
ties are observed, the worst performing classifier receives a rank equal to the total
number of classifiers. If ties do occur, they are handled by averaging the ranks. The
average AUC ranks preserve the order of the folds while the median of the AUCs
does not. Therefore, averaging ranks allows a stricter comparison than calculating
the median (Ballings & den Poel, 2015a).

Two classifiers will perform significantly differently if the difference between
their average ranks surpasses the critical difference. The critical difference (CD)
can be written as (Demšar, 2006):

CD = qα

√
k(k + 1)

6N
(6)

where qα is the critical value for a certain p-value and number of classifiers, k

is the number of classifiers, and N the number of folds. In our study, the critical
difference for a p-value of .05, five classifiers (LR, NB, RF, RoF, and AB), 10 folds
(10 movie models), and a critical value of 2.498 equals 1.7661.

Information Fusion
Information-fusion model

Information fusion intelligently combines the information extracted from several
data mining algorithms (Oztekin, Delen, Turkyilmaz, & Zaim, 2013). Therefore,
information fusion yields more useful and accurate information than single data
mining models (Sevim, Oztekin, Bali, Gumus, & Guresen, 2014). The reasoning
behind information fusion is that there is no single best method that works for every
problem. Hence, it is better to integrate the results of several prediction models
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instead of using a single prediction model (Dag at al., 2016). If y represents the
response variable and X a set of predictors with X = {x1, x2, . . . , xp}, then a
classifier k can be formulated as:

ŷindividualk = fk(x1, x2, . . . , xp) = fk(X). (7)

Let � represents the information fusion operator of the individual classifi-
cation models fk(X). If we then assume that we have five prediction models, then
the information-fusion model ŷfusion can be represented as:

ŷfusion = �
(
ŷindividual1, ŷindividual2, . . . , ŷindividual5

)
= �(f1(X), f2(X), . . . , f5(X)). (8)

If � then represents a linear function of the classifiers fk with βk as the
individual weighting coefficient of each classier fk , then Equation (8) can be
rewritten as:

ŷfusion =
5∑

k=1

βkfk(X) = β1f1(X) + β2f2(X) + · · · + β5f5(X). (9)

In Equation (9) we assume that the weights βk are normalized such that∑5
k=1 βk = 1 holds. The weights βk are the rescaled median performances,

across our 10 genres, of the individual classification models fk(X): βk =
AUCk/

∑5
k=1 AUCk (Oztekin, Kizilaslan, Freund, & Iseri, 2016). Hence, the higher

the accuracy of a certain prediction model, the higher the weight in the fusion func-
tion ŷfusion (Oztekin, 2016).

Information-fusion sensitivity analysis

After determining the information-fusion model (Equation 9), another important
question in data analytics is to examine which variables are the drivers of predictive
performance (Oztekin et al., 2013). In that sense, variable importance measures are
seen as a form of sensitivity analysis where the independent variables are ranked
according to their importance in prediction. In variable importance measures the
effect of a certain variable on performance is examined by permuting that vari-
able’s values. The difference between the model’s performance before and after
permuting the variable is then taken as a measure of variable importance (Sandri &
Zuccolotto, 2006). This variable importance measure can also be seen as a sensitiv-
ity measure, because it shows us how sensitive the model is to permutation on the
focal variable (Sevim et al., 2014). The higher the variable importance measure,
the more sensitive the model is to changes in the predictor and the higher its im-
pact on performance. Because we are working in a highly unbalanced setting, we
decide to use the decrease in AUC as our measure of variable importance (Janitza,
Strobl, & Boulesteix, 2013). The decrease in AUC uses the AUC to determine
the change in predictive performance, and hence, is more robust to changes in the
underlying distribution of the data. The importance measures are averaged across
our 10 genres by taking the median.

We apply the same logic of our information fusion model in order to come
up with an information-fusion sensitivity score (Sfusion). We can then rewrite
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Equation (9) in terms of the information-fusion sensitivity of a certain variable j

with five classification models:

Sfusionj
=

5∑
k=1

βkVkj = β1V1j + β2V2j + · · · + β5V5j . (10)

In Equation (10), Vkj represents the median decrease in AUC of predictor k

in prediction model j . The values of β are similar to these in Equation (9), namely
the rescaled median AUCs, across our 10 genres, of the five different classifiers.
Hence, the sensitivity score Sfusionj

of variable j calculates median decrease in AUC
when permuting variable j rescaled across all algorithms and averaged across all
movie genres.

After determining the information-fusion model and evaluating the variable
importance, the final question is how the top predictors are related to the response
variable. In linear regression, this is represented by the coefficients of the regression
model, where the coefficient x1 encapsulates the effect of x1 on y while leaving
all other variables constant. In data mining, this relationship can be graphically
displayed by partial dependence plots (Meire, Ballings, & den Poel, 2016). Partial
dependence plots depict the relationship between predictor and response after
controlling for the average effect of all other predictors (Friedman & Meulman,
2003). In order to create partial dependence plots, we follow the suggestions of
Berk (2008, pp. 222).

First we build our fusion model based on Equation (9). By taking our fusion
model as a basis for our partial dependence, we make sure that we account for
the total effect of a predictor over all our models. Next, for every distinct value v

of a predictor x, a new data sample is created that only takes on that one value v

while controlling for the average effect of all other predictors. Next, we predict the
output for every new data set using our fusion model. This is followed by taking
the mean of half the logit of the predictions, resulting in one single value p for all
instances. Finally, we plot all values v against their corresponding p (Berk, 2008).

RESULTS

Model Evaluation

Table 5 provides an overview of the cross-validated model performance values
and interquartile ranges (IQR) for both data sampling techniques. Performance is
calculated as the median AUC and accuracy for all five algorithms across our 10
movie genres. The results indicate that we can predict movie watching behavior
with high predictive accuracy: the AUC ranges from 65.24% to 82.68% for ROS,
and for SMOTE, the AUC ranges from 64.57% to 82.55%. Table 5 also shows that
adaboost (AB) is the top performer, followed by random forest (RF), rotation forest
(RoF), logistic regression (LR), and naive Bayes (NB). Moreover, our models are
very stable with IQRs ranging from 4.08% to 6.93% for ROS and from 1.71%
to 5.66% for SMOTE . These results are in line with previous research regarding
social media analytics, where adaboost also was the top performer in the field
of usage increase (Ballings & den Poel, 2015a), events (Bogaert et al., 2016a),
and romantic ties (Bogaert et al., 2016b). Finally, we also summarize the (relative)
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Table 5: Cross-validated performance and IQR for ROS and SMOTE.

Models Performance IQR

ROS LR 0.7691 0.0693
NB 0.6524 0.0408
RF 0.8206 0.0530
AB 0.8268 0.0629
RoF 0.8179 0.0562

SMOTE LR 0.7700 0.0500
NB 0.6457 0.0171
RF 0.8203 0.0443
AB 0.8255 0.0566
RoF 0.8194 0.0563

Wins (ROS/SMOTE) 3/2 (0.60/0.40)

Table 6: Average ranks based on AUC and accuracy.

LR RF AB RoF NB Friedman χ2 (4)

ROS AUC 3.80 2.40 1.50 2.30 5.0 30.96, p < .001
SMOTE AUC 4.00 2.20 1.30 2.50 5.0 35.12, p < .001

number of wins for each data sampling technique in the last row of Table 5 (Demšar,
2006). We note that ROS outperforms SMOTE in 60% (three out of five times)
of the cases for AUC. Hence, we use the ROS models for computing the variable
importances and the partial plots in the sensitivity analysis.

In order to find out whether the differences between the algorithms are signif-
icant, we compare the average ranks using the Friedman test with the Bonferonni–
Dunn post hoc test in Table 6. From the Friedman test, we learn that we can
reject the null hypothesis of no significant differences for all performance mea-
sures and sampling techniques (see Table 6). With the Bonferonni post hoc test
we investigate which classification models are significantly different from the top
performer. Hence, we are able to distinguish two groups: models that are equal
to the top performer in statistical terms (i.e., the difference between the average
ranks is smaller than 1.7761) and models that perform significantly worse (i.e., the
difference between the average ranks is greater than 1.7761). In Table 6, adaboost
is the top performer and random forest and rotation forest perform equally well
in statistical terms (in bold). Logistic regression and naive Bayes both performed
statistically worse than adaboost.

Wolpert’s no free lunch theory states that when comparing two learning
algorithms A and B, there are just as many situations where A is superior to B and
vice versa. Hence, the superiority of a learning algorithm is dependent upon the
assumptions of the algorithms and the characteristics of the data (Wolpert, 1996).
The reasons why random forest, rotation forest, and adaboost are superior in this
case are manifold. First, the methods are nonparametric methods that do not require
the normality assumption to be met (Ballings & den Poel, 2015a). As in many real-
life data sets the analyses suggests that the data is not normally distributed and
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Figure 4: Scree plot of the predictors

nonlinear. This is exemplified by the low performance of logistic regression. The
superior performance of all tree-based methods (i.e., adaboost, random forest,
and rotation forest) provides support for this assumption. Another reason is that
adaboost, rotation forest, and random forest are ensemble methods. Ensemble
methods lower the total test set error by solving the representational, statistical and
computational problem of single classifiers (Dietterich, 1996). Single classifiers
(e.g., decision trees) often tend to be unstable and and have a high variance
(Croux, Joossens, & Lemmens, 2007). Random forest reduces the variance of
single decision trees by combining bootstrap aggregation with random subspaces
(Breiman, 2001). Rotation forest lowers the variance by decorrelating the trees by
applying PCA and bagging (De Bock & den Poel, 2011). Adaboost does not only
decrease the variance but also lowers the bias (Bauer & Kohavi, 1999). Finally,
when confronted with a large number of variables single classifiers tend to overfit
(Babyak, 2004). Ensemble methods such random forest and rotation forest do not
overfit (Breiman, 2001). These reasons explain why adaboost, random forest, and
rotation forest are the top performers.

Information-Fusion Sensitivity Analysis

To determine which variables are important, we made a plot that depicts the top
100 predictors against their sensitivity score in decreasing order (Figure 4). This
means that the variable with the highest sensitivity score receives rank 1, the
second highest sensitivity score rank 2 and so on. Since decision makers are not
only interested in the average effect on movie watching behavior, we conduct
a sensitivity analysis for an action movie and a documentaryi. In Figure 4, the
black solid line represents the average (i.e., the cross-validated effect across our
10 genres), the red line plots the effect for an action movie, and the blue line for
documentary. We calculated the sensitivity scores based on Equation (9). The β

values are calculated as the rescaled AUCs of ROS from Table 5. The variable

i Partial plots for other movie genres are available upon request
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importances are calculated as the median decrease in AUC for each predictor for
each algorithm. The final sensitivity scores are then computed by inserting the
rescaled model performances and the variable importances for each algorithm in
Equation (9). For the average effect, the β values and the variable importances
are cross-validated across our 10 genres and averaged by taking the median.
Figure 4 informs us that predictors with a rank higher than 15 (recall that a lower
rank is better) do not add much to the predictive performance (black dashed
line).

In Table 7, we summarize the top 15 predictors for the average, the action
movie and the documentary. Recall that a higher sensitivity score means a higher
variable importance, and hence means more impact on predictive performance.
For example, the number of movies watched has a sensitivity score of 0.1153 for
the average. This means that when permuting on the number of movies watched
the AUC decreases on average with 11.53% points across all 5 algorithms and
10 genres. For the action movie, the sensitivity score is 0.1213, which means
that the AUC drops with 12.12% points on average across all five algorithms.
We also include the type of variable where B stands for behavioral data, I for
interests, N for network data, and P for profile data. We note the difference between
behavioral data and interest data. Behavioral data, on the one hand, describes a
given user’s specific movie-related behavior (e.g., number of movies a user has
watched) or general Facebook behavior (e.g., the liking behavior of that person).
Interest data, on the other hand, capture the more general interests of the users, such
as music or movie/TV categories. In Table 7, MIET stands for mean inter-event
time and SDIET stands for SD inter-event time. Movie-related behavioral variables
are among the top predictors, together with interests and profile variables. For
the average and documentary, interest variables are more important than profile
variables, whereas for the action movies profile variables are more important.
Network variables were not found to be important only in the case of an action
movie. Overall, we can state that the effect of network variables in the case of
movies is less substantive than in other cases (Bogaert, Ballings, Hosten, & Van
den Poel, 2017). In general, Table 7 informs us that Facebook variables that describe
a user’s specific movie watching behavior are among the top predictors. In addition,
we see that not only movies but also other video content (e.g., commercials) play
an important role. Similarly to Gupta et al. (2008), we also found that a person’s
music and book interests and even interests in general are related to her movie
watching behavior. For the average, we see that music and book interest variables
were among the top predictors. For a documentary, television-related interests
were important as well. This supports the theory that movie watchers are not
only interested in movies, but show interest in a large variety of media-related
topics. Finally, time-related variables (e.g., recency and mean inter-event time)
play an important role in determining whether or not a user will watch a movie.
Previous research on romantic tie prediction has shown that time-based predictors
play an important role in social media predictions (Bogaert et al., 2016b). A final
observation is that age has an influence on all movie genres, however for some
genres more (e.g., documentary) more than others.

To obtain a better understanding of the relationship between whether or not
a user will (report to) watch a movie genre and its predictors, we build partial
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Figure 5: Partial dependence plots of 6 predictors. The black line represent the
average relationship between the predictor and response for the cross-validated
models, the red line for an average action movie, and the blue line for an average
documentary.

plots for the top six predictors (Figure 5 and bold fonts in Table 7). The most
important predictors of movie watching behavior are the number of movies a user
watched and the number of videos a user has reported to watch (see Figure 5a
and b). The difference is that videos include movies, as well as other types of
videos such as commercials and home-made movies. For both predictors, we



800 Predicting Self-declared Movie Watching Behavior Using Facebook

observe a positive relationship with the propensity of watching the average and
the action movie. For a documentary, the relationship is also positive but less
steep, especially in the case of the number of movies (Figure 5a). A user who has
watched a lot of movies before is likely to be a habitual movie watcher and therefore
her frequency of watching movies will be higher. This is in line with the movie
recommendations literature where previously watched shows on Facebook are a
good base for recommendations (David et al., 2012). Other studies, for example, in
the direct marketing domain, also confirm that frequency is indeed very valuable
when predicting the probability of a user repeating a certain action (Van den Poel,
2003).

Another important variable is the average time between watching consecutive
movies (Figure 5cii). We notice a negative relationship between the mean inter-
event time of watching movies and the probability of watching a specific movie.
This implies that the longer the time between watching two movies on average,
the lower the chances of watching a movie. This finding can be explained by the
lag or the spacing effect (Cepeda et al., 2009). This theory states that an increase
in lag is associated with a decline of recall in memory. Also, the MIET can be seen
as a measure of intensity where a lower MIET signifies a high level of intensity. In
our case this means that users who watch movies with high intensity, have a higher
chance of watching a given movie. Closely related to the MIET is the time since a
user last watched a movie (Figure 5d). We find that the higher the recency of the
last movie someone has watched, the higher the probability of watching a certain
movie genre for the average and a documentary. We notice that for an action movie
we see that between 800 and 1200 days, the probability is higher for a lower and
higher recency.

Two other important variables are the number of musicians or bands a user
has liked (see Figure 5e) and the number of interests in general (Figure 5f), which
are positively related to the response. This is in line with Gupta et al. (2008) who
found a correlation between people’s taste in music and their taste in books. Also,
people who are more inclined to indicate the movies they watch, are also more
inclined to like more media-related and interest pages, such as music or actors.
For the documentary, the relationship between the number of music-related likes
and movie watching behavior is less positive in the beginning but becomes more
positive afterward (see blue line in Figure 5e).

DISCUSSION AND IMPLICATIONS

In this study, we have used a data analytical methodology, which identifies users
with the highest probability of watching a certain movie genre. To evaluate the
viability of predicting self-reported movie watching behavior, our data analyti-
cal framework consisted of two stages: a predictive and a descriptive stage. For
the predictive stage, we used five classification models (i.e., logistic regression,
naive Bayes, random forest, adaboost, and rotation forest) to estimate movie
watching behavior and evaluate performance. This process was cross-validated
for the 10 most popular movies in our database. For the descriptive stage, we

ii All time variables are expressed in days.
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applied information-fusion sensitivity analysis to evaluate the most important
predictors and their relationship with the response. Next to the cross-validated
results, we also reported the results of the sensitivity analysis of individual movie
genres to provide insight in the differences between movie genres. In order to
cope with the sample selection effects in our data, we resampled the data to
be representative of the age and gender characteristics of the whole Facebook
population and used randomized oversampling and SMOTE to account for class
imbalance.

Our findings indicate that we can identify potential movie watchers with
high predictive performance. We report a median 10-fold cross-validated AUC
from 64.57% to 82.68% across different algorithms. In terms of both accuracy
and AUC adaboost was found to be the top performer followed by random forest,
rotation forest, logistic regression, and naive Bayes. Random forest and rotation
forest performed equally well in statistical terms for both ROS and SMOTE. These
insights are important for movie producers and advertisers. Before, movie pro-
ducers had to rely on descriptive studies of market research firms that described
their target group in terms of socio-demographics, location, and preferences. A
problem with this profiling is that it does not take into account the probability
that the target group will actually watch a certain type of movie. With our model,
movie producers now have the possibility to implement a predictive targeted mar-
keting approach. Instead of focusing on high-level features, our model identifies
users with a high probability of watching a certain type of movie based on the
Facebook behavior of similar movie watchers. Hence, producers do not need to
rely on expensive market research reports, but can immediately target the users
directly. We also build several models across five algorithms to find out which
algorithms performs best in predicting movie watching behavior. Moreover, we
have an unprecedented number of Facebook variables and give insight into the
model based on these variables. This list of top predictors and algorithms assists
practitioners in building the best possible predictive model for movie watching
behavior. Based on this list, companies can calculate the probability of the user
to watch a movie and estimate the extra profits of setting up a targeted marketing
approach in contrast to gut feeling (Burez & Van den Poel, 2007). A company
could select the top-performing algorithm (adaboost in our case) and conduct a
ROC-curve analysis and identify several scenarios for implementing a one-to-one
strategy (Bogaert et al., 2017). For example, if a company has a restricted budget
it will want to minimize the number of false positives, since this induces a cost for
the focal firm.

Our sensitivity analysis revealed that the top predictors were related to be-
havioral, interest and profile data. For the overall average movie and the average
documentary, interest variables were more important than profile variables, and
the opposite was true for the average action movie. Especially variables related to
previous movie watching behavior (e.g., the number of movies watched and the
time since a given user watched his last movie) were important. The total number
of movies and videos in general had a positive influence. However, this relationship
was less strong for a documentary. For MIET of watching movies we found that the
longer it has been since someone has watched a movie or the longer the time span
between watching movies, the lower the chances of watching again. The opposite
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was found for the recency of watching a movie. Finally, interests in music, books,
and in general were found to be important and positively related to the chances of
watching a movie. For example, using our results we can say that a user who is a
frequent and intense movie watcher, who has declared to have a lot of interests on
Facebook, has a higher probability of watching a documentary and indicating it on
Facebook. Again, these findings provide important insights for movie producers
and advertisers who want to replicate our results. Practitioners want to build pre-
dictive models that are both accurate and efficient. Instead of creating all possible
variables, our list of top predictors provides guidance as to which predictors to
include for several genres. Also, our variable importances and partial dependence
plots help practitioners in pinpointing which variables to monitor when targeting
potential movie watchers. For example, users who have declared to be interested
in various media-related topics (such as music or TV shows), also have a greater
probability of watching an action movie.

LIMITATIONS AND FUTURE RESEARCH

A first limitation of this study is that some of our variables are limited in the
number of values. Facebook restricts the number of values per variable that can be
extracted through an application to the 25 most recent entries of that variable. This
restriction mostly impacts frequency variables. In order to deal with this limitation,
we calculated the frequency within a specific time period and determined the length
of this time window for each variable, since no user in our data set reached the limit
of 25 entries. The frequency of status updates, photo uploads and links created was
computed for the last 7 days, album uploads and check-ins for the last 4 months
and notes and video uploads for the last year.

A second limitation is related to the the lack of more movie-specific variables
such as someone’s favorite movies. An interesting avenue could be the applica-
tion of text mining to obtain meaningful data from various pieces of unstructured
textual information. However, preliminary analysis did not achieve extra predic-
tive performance.

A third limitation is that our study does not include rating data of movies.
Unfortunately our data set did not include this information. A future research path
could be to include these data and see how they influence predictive performance
and the variable importances.

A fourth limitation is related to the self-selection bias in our data set. We
gathered our data via a customized Facebook application for a European soccer
team, which was advertised several times on their Facebook page. To stimulate
participation we offered a signed jersey. To avoid privacy issues we made the
users aware their data were extracted and included a rules and regulations section
containing our contact information. Furthermore, we ensured the participant that
all extracted data would be anonymous. Yet, our data suffer from self-selection
problems. First, users should be interested in the prize to participate in the contest.
Second, users who do not like the European soccer team on Facebook (or more in
general soccer) have a lower probability of being in our sample, since it was adver-
tised via the Facebook page of the European soccer team. Users not interested in
soccer could still see the app in the News Feed, however sign-up rates in this group
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would be lower. Third, users may not be willing to share their data with Facebook.
As a result, our data set is not fully representative for the whole population of Face-
book users. We tried to resolve these selection biases by resampling the data such
that the age demographics per gender in our sample have the same distribution as
the general Facebook population. However, we acknowledge that resampling only
decreases and does not remove all the self-selection bias. However, companies that
want to replicate our results will have the same limitation: they will advertise their
application through Facebook, have users who are not willing to share their data
and will resample the data according to the age and gender demographics. Nev-
ertheless, we are offering a valuable case study that practitioners, and Facebook,
can use as a road map to implementing a targeted advertising approach for movie
watchers. It is important to note that in this specific case; we do not have data about
the users that saw the app and decided not to engage with the app. Since the News
Feed Algorithm controls who sees the application in their personal News Feed, it
is therefore not possible to alleviate these biases statistically. Therefore, we choose
the next best option and resample the data according to the user demographics in
order to make our results more generalizable to the whole population. Any and all
studies using Facebook data have this problem and therefore these studies should
be considered case studies. It is our hope that our findings stimulate research in
this field that can replicate our findings. More researchers need to collect their
own data sets and determine if our findings hold, to be able to approach a more
generalizable meta conclusion (Hanssens, 2018). In that sense our study is the first
piece of the puzzle.

A fifth limitation is related to the choice of our dependent variable. We model
whether or not a user has declared to have watched a movie from a certain genre.
By doing so, we neglect the people that have watched a certain type of movie but
did not share this on Facebook. Again, there are different kinds of biases introduced
here. First, there is a social desirability bias. For example users could be more or
less inclined to share their movie watching behavior because of their friends (dis-
)approving it. Second, there is the issue of availability. Users need to remember
whether or not they watched a movie and on top of that share it. Hence, we only
model a subset of the target population (i.e., all movie watchers). However, we
believe that our choice of dependent variable is the best possible proxy for movie
watching behavior. The worst solution would be to target no one or at random.
However, these approaches rarely induce an increase in firm performance. The best
solution would be to target everyone who actually watched a movie from the target
genre. However, this last solution is not possible using social media data and hence
researchers are always forced to work with a subsample of the target population.
Hence, in terms of prospecting, the best proxy for real movie watching behavior
is self-reported movie watching behavior. From a purely predictive perspective, it
is not a problem if we are only targeting a part of all movie watchers on Facebook
(in this case, we are targeting the users who watched a certain movie type and at
the same time have this listed in their profile).

Although our study has the aforementioned problems, it is the first to come
up with a model that predicts movie watching behavior as opposed to traditional
movie recommendations and box-office revenue studies. This study answers sev-
eral important questions managers struggle with today: “Which consumers/users
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to target?,” “Where to get prospects and the data to do so?,” and “Is it feasible to
execute a one-on-one strategy?” By solving these questions in the movie industry,
movie producers and advertisers now have insights into the potential of a major
database (e.g., Facebook contains 25% of the world population), state-of-the-art
algorithms and numerous variables to predict movie watching behavior. There-
fore, we are confident that this study makes a significant contribution to existing
literature.
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