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Abstract

Industrial wireless sensor and actuator networks (WSANs) are being used to improve the efficiency, productivity and safety of industrial processes. One open standard that is commonly used in such cases is IEEE 802.15.4e. Its Time-Slotted Channel Hopping (TSCH) mode employs a time synchronized based medium access control (MAC) scheme together with channel hopping to alleviate the impact of channel fading and interference. Until now, most of the industrial WSANs have been designed to only support static nodes and are not able to deal with mobility. In this paper, we show how a single-hop, multi-gateway IEEE 802.15.4e TSCH network architecture can tackle the mobility problem. We introduce the Virtual Grand Master (VGM) concept that moves the synchronization point from separated Backbone Border Routers (BBRs) towards the backbone network. With time synchronization of all BBRs, mobile nodes can roam from one BBR to another without time desynchronization. In addition to time synchronization, we introduce a mechanism to synchronize the schedules between BBRs to support fast handover of mobile nodes. We show that with the proposed network architecture handovers happen instantly without any packet losses, while the handover time can be up to tens of seconds without any time synchronization between BBRs. The solution is evaluated in
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a testbed setting as well as in a real industrial environment.
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1. Introduction

Under the umbrella of the Internet of Things (IoT) vision, a large number of objects are being connected to the Internet, sharing a huge amount of data that is consumed by applications. Apart from IoT applications in less critical domains such as home automation, IoT technologies are increasingly being utilized in industrial settings. This Industrial IoT will help to improve the productivity, quality and robustness of the industrial processes. At the same time, the IIoT will increase the connectivity of devices and people in the factory floor, improving safety for workers, process efficiency as well as productivity. In many industrial applications such as process control, factory automation, warehousing operations, IIoT is considered as a key enabling technology.

Industrial wireless sensor and actuator networks (WSANs) are used to report measurement information to a central controlling point. After processing the collected information, it may inform actuator points to trigger actions. Such communication might be critical, requiring high reliability up to 99% in a harsh industrial environment. In some cases, determinism in terms of latency as well as low power usage are required too. In order to meet these requirements, Time Synchronized Channel Hopping (TSCH) became the main medium access control (MAC) technique used in industrial applications since its adoption by the WirelessHART standard in 2007. The new amendment of the IEEE 802.15.4-2011 standard for low-power networks, 802.15.4e, amends the MAC protocol with Time-Slotted Channel Hopping (TSCH) mode. Going one step further in the convergence of IP-based networks and industrial networks, the IETF working group of 6TiSCH is investigating end-to-end IPv6 connectivity over the TSCH mode of the IEEE 802.15.4e protocol.

So, WirelessHART and IEEE 802.15.4e have interesting properties to offer determinism in terms of latencies. However, they have been mainly designed
for static networks without any node mobility. Consequently, they have difficulties to cope with network dynamics. For IEEE 802.15.4e, at first hand, this comes as a problem of time synchronization between nodes as well as time slot scheduling. Once a node is desynchronized from its master due to mobility, it needs to resynchronize with another node, a process that is both power and time consuming. Moreover, with the selection of a new master node, the mobile node needs to update its schedule accordingly. In case one wants to combine the advantages of IEEE 802.15.4e with mobility support, one needs to revisit the architectural design of the protocol. This is exactly the motivation for this work, which considers a use case that requires such mobility support.

Our use case under consideration, is a "shuttle" system, consisting of robots that move in 2 dimensions within the storing racks of a warehouse in order to transport and store good. These shuttles report about their behavior (sensing) and are controlled remotely (actuation). This sensing and actuation requires reliable and real-time connectivity. In [5] we already showed the environmental difficulties through measurements in a real warehouse in terms of link reliability and latency. In addition, we launched some initial ideas for the proposed network solutions too, leveraging on the deterministic capabilities of 802.15.4e.

In this paper, one of the proposed architectures, namely a single-hop multi-gateway 802.15.4e TSCH network is designed and evaluated. This novel architecture combines the advantages of TSCH with support for mobility. More concretely, the following contributions are made. We present a single-hop 802.15.4e network architecture with multiple 802.15.4e gateways and mobile nodes. We introduce the network grand master concept in order to assure smooth and real-time handovers from one connecting point to another of the IEEE 802.15.4e mobile node. This concept enables the network to remain fully time synchronized from a grand master in the network, thus making possible for the node to freely roam in the network area without time desynchronization. In addition, three different scheduling schemes to cope with different scalability needs are presented. Finally, the architecture is validated, first using a real-life testbed and then in a real industrial environment.
The rest of the paper is organized as follows: in Section 2 the problem statement is discussed. Section 3 gives an introduction to the IEEE 802.15.4e TSCH mode. Related work is presented in Section 4 while Section 5 details the system design dealing with the network architecture, node synchronization and traffic management. Section 6 gives a mathematical model to evaluate the worst case RTT latency for one of the proposed scheduling schemes. Section 7 presents the results obtained for both the deployment in a testbed and in a real industrial environment. Finally, Section 8 concludes the paper.

2. Problem Statement

Industrial environments are harsh environments characterized by metallic structures that obstruct the wireless communication. Different propagation effects are present in these environments such as shielding, scattering, diffraction or absorption effects. They result in difficulties for wireless communication towards achieving required reliability.

Within such a challenging environment, we consider an automated warehouse system based on mobile intelligent self-contained transport vehicles, ‘shuttles’. These shuttles can move in 2D within the storing racks of a warehouse and are able to store goods in a very compact way. In addition to the harsh environment, the 2D shuttles can drive at reasonably high speed up to 3 m/s under the pallets of stored goods at certain heights.

Considering the possibility of dense storage of goods, a multi access point (AP) networking system needs to be considered for covering the whole racking system. However, due to the relatively high speed of the 2D shuttles, the use of a multi-AP 802.11 network might result in frequent handovers that will increase the overall communication latency, or even worse, break the communication link for some time. In addition, 802.11’s CMSA/CA mechanism is unable to deliver guarantees with respect to the deterministic delivery of data.

Due to their mobility, shuttles need to be battery powered, only being charged during inactive periods of time. Finally, shuttles always have to be
connected to a central server via a reliable and real-time wireless communication infrastructure in order to provide timely status updates and to receive order assignments.

 Considering all of the aforementioned challenges, the optimal network solution for such a case needs to provide a handover latency that is lower than 1s, capacity requirements up to several bps, and the possibility to serve up to 100 shuttles at a time. The data packets will be 8 to 128 bytes with a maximal communication frequency of 1Hz in uplink. In addition to frequent uplink monitoring data, infrequent transmission of picking orders (downlink data) can happen. The reliability is targeted to be as high as 99% in a controlled industrial environment. All of these requirements have been provided by a company that provides logistic solutions for warehouses, as part of the HYCOWARE research project.

3. IEEE 802.15.4e TSCH

The IEEE 802.15.4e standard [3] has been published in 2012 as an amendment of the IEEE 802.15.4-2011 MAC protocol [2]. Three different MAC protocols are proposed: Low Latency Deterministic Networks (LLDN), Time Slotted Channel Hopping (TSCH) and Deterministic and Synchronous Multi-channel Extension (DSME). Compared to IEEE 802.15.4-2011, the new standard IEEE 802.15.4e overcomes the drawbacks such as high power consumption, fading and interference. This is achieved by adopting a time synchronization based MAC scheme for low power usage and channel hoping to alleviate the impact of channel fading and interference.

In TSCH mode, time is sliced in time slots and time slots are organized in slot frames. The standard does not impose the length of the time slot or the number of time slots in a slot frame. However, the time slot needs to be long enough to be able to transmit a packet and to receive an acknowledgement (ACK). The slot frame length is determined based on power usage and throughput trade-off. When slot frames are long then the node’s power consumption will decrease at
the expense of lower throughput and vice versa. The duration of a slot frame can be from 10s up to 100s of time slots and it repeats periodically. TSCH mode also defines the Absolute Time Slot Number (ASN) that initializes with the network formation and increments with each time slot. The organization of time slots and frames is shown in Figure 1.

Apart from time slotting, TSCH includes channel hopping too. There are 16 channels available that are identified by \( \text{channelOfsset} \), an integer value in the range \([0,15]\). Each link in TSCH mode is represented by its time slot offset inside the frame, \( n \), and \( \text{channelOffset} \). The actual frequency to be used for transmission or reception is calculated as follow:

\[
F = (\text{ASN} + \text{channelOffset}) \% N
\]  

where \( N \) is the total number of available channels and \( \% \) note modulo operation.

The node joining process, required for the formation of the network, is based on active beaconing. When a node wants to join the network it waits for Enhanced Beacon (EB) frames, frames that are transmitted by other nodes to advertise the network. EBs are transmitted periodically and contain information about the time slot length, frame length, ASN and the time slot during which the beaconing node will listen. In order to minimize the average of joining time, different approaches to schedule EB transmissions are proposed. In [7], a random based algorithm is proposed where each node will transmit EBs with a probability \( p_{EB} \) on a pre-assigned link. The probability is calculated as such to minimize the collision probability. In [8], they propose two algorithms: Random Vertical filling (RV) and Random Horizontal filling (RH). In both algorithms the network coordinator will transmit an EB in the first advertisement.
slot using channel offset 0. In the RV algorithm other nodes will send EBs in the same slot using a random channel, whereas in the RH algorithm they will use channel offset 0 with a random slot offset.

A packet is transmitted exactly at $TxOffset$ time after the start of the time slot, while the receiving node will start listening $GuardTime$ before. This allows a slight desynchronization between nodes, which cannot become larger than $GuardTime$. Due to these strict timings for transmission and reception, nodes need to be accurately synchronized with each other. Two types of synchronization between the node and its clock master are foreseen in the 802.15.4e TSCH standard: the packet-based and acknowledgement-based synchronization.

In the packet-based synchronization approach, every time the slave node receives a packet from its time master, it checks the received time. If the packet was received after $TxOffset$ time, the node will decrease the next time slot for the ($RxTime - TxOffset$) difference. If the packet was received before $TxOffset$ time, then the slave will increase the next time slot for the ($TxOffset - RxTime$) difference. This way, the slave node makes sure its timing is aligned with its master.

In many cases there is only uplink traffic, making packet-based synchronization impossible due to the absence of downlink packets from the master to its slaves. In this case, ACK-based synchronization will be used. In the ACK-based synchronization approach, the time difference between the time instant the packet was received and the $TxOffset$ is measured at the master side. This information is communicated to the slave node via the ACK packet.

In TSCH mode, nodes communicate with each other based on a schedule of time slots and channel hopping. The schedule is either predefined, centralized or can be negotiated between nodes at the time when nodes join the network. By assigning a single time slot for one-way communication between a couple of nodes, collision-free transmission is achieved. The power usage is related with the number of active time slots per node, enabling nodes to go off during the non-active time slots. On the other hand, channel hopping protects communication against the frequency fading that is common in industrial environments. Thus
TSCH based MAC protocols offer determinism based on the structure of the schedule on each node, low-power usage and robustness against channel fading. These are all features that are needed for an industrial network application.

In [9] and [10] two literature reviews are presented. The first one [9] gives an introduction to IEEE 802.15.4e networks and performs a literature review on different aspects of TSCH mode ranging from node synchronization to traffic scheduling problems. The authors of [10] group different industrial applications based on their requirements and discuss different WSN standards that can satisfy those requirements.

4. Related Works

There are different studies with respect to different aspects of IEEE 802.15.4e TSCH networks such as network synchronization, network formation, node mobility support, traffic scheduling and power consumption. Until now, most of the studies on IEEE 802.15.4e and the application of WSNs in industrial environments are related to static node deployment cases. Here, we will only present works related to node mobility support and industrial applications.

In [11] a novel solution for routing in TSCH networks in the presence of mobile nodes is presented. The network is composed of a number of static nodes, called anchor nodes, and mobile nodes. Routing between anchor nodes is done using RPL [12] and the anchors’ positions are known to the mobile nodes. Every mobile node estimates its distance to each of the anchor nodes and selects as its parent the anchor that minimizes the number of expected transmissions (ETX) towards the sink. Work in [13] extends the work done in [11] by using Kalman filtering to reduce the impact of channel dynamics on the position estimation of the mobile node.

In [14], a mobility-aware TSCH framework is proposed. The MTSCH framework accelerates the node association process and minimizes the latency caused by disassociation. In order to accelerate the node association process, MTSCH uses ACK messages as passive beacons. At the end of each slot frame, a node
will send a group ACK to acknowledge all received packets from all of its neighbours together with information when the node will listen for any mobile nodes. Moreover, the ACKs are sent using a specific channel offset. MTSCH improves the joining time in range from 3% to 50%.

In [1] a network architecture that supports mobility for wireless sensor networks (WSN) is presented. The slot frame is divided in two parts: a CSMA/CA part and a TDMA part. For communication between mobile nodes and static ones, a CSMA/CA based scheme is used, while the transmission between static nodes is done in fixed time slots. As its anchor towards the network, the mobile node will select the static node that has the highest RSSI value, as retrieved from its beacon transmissions. In [10] a similar approach was used, also dividing the slot frame in two parts. However, instead of CSMA/CA, mobile nodes will select random access mini-slots for sending their join requests transmissions. The random access mini-slots part allows to avoid collisions between data transmissions and join requests, offering faster network convergence.

In [17] authors present a TDMA MAC approach for low power networks based on low power listening (LPL) and distributed queuing (DQ). The network is a single-hop network with a single coordinator and multiple mobile nodes. The communication process is divided into two phases: a network synchronization phase and a data communication phase. During the network synchronization phase, a coordinator transmits wake-up packets with a certain frequency and using a specific channel. Mobile nodes by default are on low power listening mode and will wake up to listen for wake-up packets. Once the mobile node receives such a wake-up packet, it synchronizes to the network. The data communication period uses a time-fixed frame structure for communication.

In [18] handover reliability in an industrial WSN is improved by offering a more accurate handover triggering mechanism. This handover triggering mechanism uses following metrics: moving state, channel conditions and packet delivery ratio. They achieve a handover reliability of up to 98%, but do not provide further results on the handover timing [18]. Albeit an improved handover triggering mechanism will have an impact on decreasing the handover
timing, additional techniques that also incorporate the update of the schedules of the mobile nodes have to be considered. This is a key contribution of our work, where mobile nodes can continue to use the same schedule even when it changes its point of attachment to the network.

In [6] a performance estimation of TSCH networks as a whole is given. Different metrics such as latency, power consumption, throughput, reliability are considered for the performance tests. Also requirements for different use cases are given.

Other solutions in literature for low power mobility consider the use of Bluetooth Low Energy (BLE) advertisements [19], which are broadcast packets. These solutions currently focus on health-care applications for residential activity monitoring systems [20]. Compared to such a BLE beacon advertisement based solution offered in [20] our solution, which also leverages on broadcast packets for uplink traffic, generates these broadcasts in specific time slots avoiding collision possibility. In [20] advertisements from different end nodes can collide between each other as they might be sent at the same time.

Compared to [14] we overcome the disassociation problem by time synchronizing all the Backbone Border Routers (BBRs) from a network based grand master. This implies that the mobile node only associates once with the network, namely at network formation time. In [14] they do not show how the scheduling scheme of the mobile node will be updated once the mobile node will move towards another anchor. In our design, we show how the scheduling scheme will be updated in all BBRs, once the mobile node joins the network. Both mechanisms, time and schedule synchronization between BBRs, will improve the handover timing for mobile nodes. In comparison with [15], where the handover latency was bigger than 0.5s, we achieve better latencies that are lower than 100ms. In [16] they improve joining time of the node to the cluster in order to improve the handover time, while presented approach in this paper makes possible for the device to be connected all the time using the same schedule when the network access point is changed. In addition to that, the solution offer also determinism even for mobile nodes what can not be achieved with the
solution from [15].

5. System Design

As introduced before, for our use case, we target a single-hop multi-gateway IEEE 802.15.4e TSCH network architecture. In order for such an architecture to work and to enable seamless mobility and guaranteed deterministic communication, two major improvements are needed. First, mobile nodes need to be able to roam from one 802.15.4e gateway (or access point) to another without desynchronizing from the network. Second, the mobile node should be able to maintain its schedule when moving to the new access point, without any need to change. This new architecture and the study of both aspects is the main focus of this paper and will be discussed in detail in the following subsections.

5.1. Network architecture

The key components of the network architecture are shown in Figure 2. It involves the mobile nodes, the Backbone Border Routers (BBRs) and the Network Server (NS). All BBRs are connected via a wired backbone network with the Network Server (NS). The mobile nodes only use single hop wireless communication towards the backbone, with the BBRs serving as access points for the mobile nodes. As such, the network behaves as a single-hop Low power Lossy Network (LLN), but with multiple BBRs. The Network Server, which is the brain of the network, acts as the virtual root of this LLN, enabling time synchronization between the BBRs and performing traffic management. It ensures that all BBRs are listening at the same time to the same channel, that the schedules of all mobile nodes are known by all BBRs and that both uplink and downlink traffic are handled properly. More details are provided in the following subsections.

5.1.1. Backbone Border Routers (BBRs)

The BBRs are at the edge of the backbone network and serve as access points for the IEEE 802.15.4e mobile nodes. They serve as DODAG roots for
the mobile nodes that are connected to them and that are within their coverage zone. At the same time, they broadcast the IPv6 prefix to nodes that want to join the network.

For the nodes to be able to use the same IPv6 address throughout the network, all BBRs have to advertise the same subnet prefix. As such, the mobile nodes will use the same subnet prefix any time during their operation, resulting in a fixed public and local IPv6 extracted from their subnet prefix and their MAC. From the mobile node perspective, all BBRs will be seen as a single access point towards the backbone network regardless of their position in the network. This is the first key enabler to achieve seamless mobility.

A backbone border router will perform IPv6 header compression for packets routed towards the mobile nodes, and decompression for the packets routed from the LLN network towards the backbone network. For the packets that are going from the backbone network to a mobile node, the IPv6 header is mapped to a 6LowPAN header and the physical address of the next hop is determined. As there is only one hop between a BBR and a mobile node, the physical address of the next hop can be directly derived from the IPv6 destination address.

Apart from using a single IPv6 address for the mobile nodes, BBRs need to be time synchronized in order to offer smooth handovers for the mobile nodes. This time synchronization between BBRs is done via the backbone network.
Another enabler for seamless mobility is the traffic scheduling inside the LLN. To decrease the amount of signaling traffic for routing (such as Neighbor Discovery traffic) inside the LLN network, mobile nodes will send layer three unicast packets encapsulated in layer two broadcast packets. BBRs within range will receive the broadcast packets and will route them to the Network Server. Downlink traffic will be scheduled from the Network Server as unicast packets, by selecting the 'best' BBR for the downlink stream.

5.1.2. Network Server (NS)

The Network Server is the heart of the backbone network. It acts as a Virtual Grand Master (VGM) for the whole network. Based on its time, all other nodes, the BBRs and mobile nodes, are being synchronized. In addition to network time synchronization, the Network Server performs deduplication of upstream packets from multiple BBRs and selects the best BBR for the downstream communication. This selection can be based on the RSSI or SNR values of the last couple of upstream packets. This information is collected by BBRs and is sent to the Network Server. The Network server keeps track of the last BBRs via which the mobile node was reachable.

The last function performed by the Network Server is the management and update of the BBRs’ TSCH schedule. Once a mobile node has negotiated a schedule with its root BBR, the Network Server will ask other BBRs to also install that schedule for that node. The root BBR represents the BBR via which the schedule negotiation is being done.

5.2. Synchronization of the backbone and TSCH network

One of the key enablers to achieve smooth and fast handovers of mobile nodes in our IEEE 802.15.4e TSCH network is an improved time synchronization process. The synchronization process is time and power consuming for each node in an IEEE 802.14.4e TSCH network. During unsynchronized periods, a node needs to keep its radio on for resynchronization purposes, which increases its power consumption. On the other hand, if radio duty cycling is used during the
synchronization process to decrease the power consumption, the time it takes
to complete the synchronization process will be increased.

Due to mobility, our mobile nodes would desynchronize every time they move
from the coverage zone of one BBR to the coverage zone of another BBR. If
they had to resynchronize every time they change BBR, this would result in long
periods without connectivity. As such, the main challenge for handling mobility
in real-time is to achieve continuous time synchronization of the mobile nodes
with all BBRs.

To improve mobility handling and to reduce the synchronization time, we
therefore propose BBRs to be time synchronized between each other by means of
the NS. Once all BBRs are time synchronized, the mobile node does not need to
resynchronize with a new BBR once it moves to its coverage zone. This requires
a mapping between the time mechanism used in the 802.15.4e TSCH network
and the one in the backbone network, as will be explained in the following
subsections.

5.2.1. Synchronization in 802.15.4e TSCH Networks

In the current implementation of the 802.15.4e TSCH network in OpenWSN
[21], each DODAG part of the LLN will be synchronized based on its DODAG
root time. The DODAG root is the time master of the network as it does not
synchronize with any other node in the network. Different DODAGs will have
different time masters, consequently being unsynchronized between each other.
All other slave nodes have to align the boundary of their time slots with their
time masters.

As we discussed in the technology introduction, in Section 3 there are two
types of synchronization between a slave node and its master, namely packet-
based and acknowledgement-based synchronization. Regardless the adopted
synchronization strategy, data packets are always used for synchronization. In
cases when data exchanges are rare, then ‘keep alive’ messages are exchanged
to keep the synchronization.

In IEEE 802.15.4e there is no concept of absolute timing, but the time is
measured in the elapsed number of 'clock ticks' since the start time of the last time slot. So the time unit is 'clock ticks' and not seconds. The time slots are aligned between a master and its slave node using the ASN number. So except time synchronization, the slave node also needs to synchronize the ASN number with its master.

As the backbone network time is expressed in seconds, there should be a mechanism to translate seconds in 'clock ticks' and ASN number to make it understandable for the IEEE 802.15.4e node of the BBR.

5.2.2. Virtual Grand Master Synchronization

At the backbone network side, the BBR’s network initialization time is taken as a time reference to calculate the ASN. This reference time is communicated to the BBRs by the Network Server. This makes it possible to add new BBRs to the network without resetting the whole network and loose synchronization. The network keeps calculating the elapsed ASN number and the 'clock ticks' (as seen by the 802.15.4e node) based on this time reference. This information is communicated periodically to the BBRs by the Network Server. By moving the clock master of the mobile nodes from separate BBRs towards the backbone network, all nodes are now synchronized with a single time source. This is referred to as Virtual Grand Master (VGM) synchronization.

5.3. Handling of upstream and downstream data traffic

The Network Server is responsible for managing the data traffic coming from and going to the LLN network.

Upstream traffic from a mobile node can be received by multiple BBRs simultaneously, as all BBRs are synchronized and will listen to the same channel at the same time (see the next subsection). This does not mean that the fading alleviation flexibility reached by channel hopping is lost. Still, the channel will change over time as the actual channel in TSCH network is determined by the channel offset and ASN. BBRs will forward the traffic to the Network Server, which has to perform deduplication in order not to send the packet multiple
times to the final destination. To this end, the Network Server maintains a deduplication table. If a packet is received for the first time, a hash value of the packet is calculated. This hash value is stored in the table and the packet is forwarded to its final destination. If a duplicate packet arrives, the calculated hash value will already be present in the table. In that case, the packet is discarded. Each entry in the table has a timer and will be removed when this timer expires.

Next to this, the Network Server also has a BBR table that keeps track via which BBRs each of the mobile nodes in the network can be reached. This table is updated upon the reception of upstream traffic from BBRs. It also keeps track of the RSSI values of the received upstream packets. This table is then used for routing downstream traffic. In case multiple BBRs are available for a single mobile node, the best BBR can be selected. Next, the packet is unicast by the NS to the selected BBR. Each entry of the BBR table has a timer that indicates how long it is valid. Once the timer elapses the entry is cleared. In case downstream traffic arrives at the Network Server and no entry is yet present in the table, the NS will broadcast the packet to all BBRs. Upon the discovery phase each BBR that discovers the mobile node will inform the NS for the RSSI value in uplink from the end node. At this end, the BBR table in the NS will be updated. Then only the BBR that has already discovered the mobile node and has the highest RSSI value in the uplink from the mobile node, can relay the data packet. This will ensure that the data packet is not collided in downlink.

5.4. Schedule Organization

Next to this, the NS also plays a role in the scheduling process, resulting in the exchange of signaling traffic with the BBRs.

In every TSCH network, scheduling plays an important role. The schedule determines the trade-off between the power usage and achievable throughput of a certain node. When more time slots are scheduled for communication with a node, the throughput of that node will be increased, at the expense of an
increased power consumption. The schedule also affects scalability. With an increasing number of nodes in the network, the number of scheduled time slots must increase, expanding the slot frame length and increasing the overall latency in the network.

Apart from that, we also need to address following additional questions. How can the mobile node know when to transmit/receive once it has changed its BBR? If scheduling is decentralized and negotiated between the mobile node and the BBR, how can this schedule be communicated to other BBRs? If the schedule is centralized, how is it communicated to the mobile nodes? These questions need to be solved in order to achieve proper scheduling as well as schedule synchronization in order to enable seamless mobility.

**Downstream scheme:** For downstream traffic, we allocate for every mobile node a dedicated time slot in the slot frame. This time slot, used for downlink traffic to a mobile node, is determined by the Network Server and is communicated first to the BBRs and then to the mobile node itself by a BBR once it is synchronized with the network. The time slot for downlink traffic of different mobile nodes can only be shared in the time domain, as different channel offsets will be used for different mobile nodes. The actual channel offset used for down-
link needs to be specific for each mobile node and to be determined dynamically. If there are more mobile nodes in the network than available channel offsets, additional downlink time slots can be added. For downstream traffic, spatial reuse is possible, as different BBRs can transmit at the same time to different end nodes by using different channels.

For upstream traffic we cannot use the same logic, i.e. using the same time slot and different channel offsets, as the communication is one to many. This is different from the downstream case where one BBR communicates with one mobile node at a time. Hence, for the upstream traffic we propose three different schemes. Due to usage of unicast layer three packets encapsulated in broadcast layer two packets in the upstream direction, a mobile node is able to communicate with multiple BBRs at the same time. Packets in upstream will have as layer three destination address the IPv6 unicast address of the peer to which they are trying to communicate. Thus, it is necessary that all BBRs share the same subnet with NS and the mobile nodes, but it is not necessary to have the same IPv6 address. As multiple of them will receive layer two broadcast packets from mobile nodes there is no need to send IPv6 multicast packets from the mobile nodes. At this end, BBRs will forward to the NS all the traffic that comes from the mobile nodes.

**Upstream scheme 1:** The first scheme uses a shared transmit slot for upstream traffic for all mobile nodes. In this case the slot frame length will be short and repeats often, decreasing the latency. However, the probability of collisions will increase too. Regarding the power usage of mobile nodes, nodes can go to sleep during this shared transmit slot if they do not have anything to send.

**Upstream scheme 2:** The second scheme proposes a single transmit slot for each mobile node. This slot is negotiable with one of the BBRs, and once it is installed in the root BBR it will be communicated to all others via the Network Server. The negotiation of the schedule is done as in [22]. Hence, the mobile node can transmit its layer 2 broadcast upstream packets at a collision free time slot. The packet will be received by multiple BBRs as they are time
and schedule synchronized. The broadcast nature of upstream traffic will imply the absence of MAC layer ACKs. However, the collision free transmission and duplication of packets (reception of the same packet by multiple BBRs) will boost reliability. An example of this scheme is shown in Figure 3. For large scale deployments, this solution will increase the length of the slot frame, keeping the collision probability in upstream practically zero.

Upstream scheme 3: The third scheme is a trade off between the first two. We do not share the same slot between all nodes, rather we share them between a subset of nodes. If we share the same time slot between 3 mobile nodes then the latency is improved by a factor of 3 compared to the second scheme, however, the probability of collision is increased by a factor of 3 as well.

As the upstream traffic uses layer two broadcast packets there will be no layer two ACKs transmitted by BBRs. This employs that there will be no ACK-based synchronization between mobile nodes and the BBRs. Thus, the only synchronization possibility is via enhanced beacons (EBs) transmitted by the BBRs.

5.5. Implementation

Each BBR comprises an IEEE 802.15.4e mote that is connected via serial to an embedded PC. The IEEE 802.15.4e mote runs the OpenWSN [21] implementation of 802.15.4e TSCH, while on the embedded PC a Click [23] router chain is running to handle traffic from/to the Network Server.

The 6LowPAN layer is implemented in a Click router element. For the packets coming from the LLN network, Click creates the IPv6 header and forwards them towards the Network Server, which further routes them to their final destination. For the downstream packets entering the LLN, Click creates the 6LowPAN header and determines the layer 2 next hop address based on the IPv6 address of the mobile node. The resulting 6LowPAN packet is sent via the serial interface to the IEEE 802.15.4e mote together with the next hop layer 2 address. The IEEE 802.15.4e mote itself creates the 802.15.4 header, and sends the packet at the scheduled time to the mobile node.
The Network Server is a PC that also runs a Click router chain that manages the traffic. This chain creates two tables, a table for mapping mobile nodes to BBRs (based on the RSSI of the received packets) and a table for the delivered upstream packets towards the Internet (to remove duplicates). In our use case we set a timeout of 1s for the entries in both tables. Due to the relatively high speeds in our use case (3 m/s) this short timeout value will keep the tables up to date. This will prevent the selection of a wrong BBR by the Network Server due to obsolete information.

In addition to performing traffic management, the Network Server also runs a Precise Time Protocol (PTP) server for time synchronization of the backbone network. We used a PTP daemon [24] in a 1.2GHz clock PC. The second part of the synchronization consists of the synchronization of the time of the BBR’s IEEE 802.15.4e mote with the PC time to which it is connected to. PTP offers sub-microseconds accuracy, which is enough considering the IEEE 802.15.4e time accuracy requirements.

The IEEE 802.15.4e mote of the BBR communicates with the PC via the serial port using the High-Level Data Link Control (HDLC) protocol. As the communication via serial port is triggered from the IEEE 802.15.4e mote, this case is similar with the ACK-based synchronization.

The reference time is communicated to all BBRs by the Click instance in the Network Server. We also implemented a Click element that translates the elapsed time since initialization to the ASN number and the number of \textit{clock ticks} (as seen by the 802.15.4e node) from the start of the last time slot. Each time the IEEE 802.15.4e mote triggers the PC-to-node serial communication, the Click element calculates the current ASN and the number of \textit{clock ticks}, and appends it to the data packet’s metadata header. This information is then used by the IEEE 802.15.4e mote to align the time slot and ASN number with the actual values calculated by the PC. Serial communication delay in both ways is taken into account as part of these calculations.

Because the timings of the embedded PCs are synchronized via PTP in the network, thus using the same time reference, all BBRs in the network are time
and ASN synchronized. As such, we move the clock master of the mobile nodes from the separate BBRs towards the Network Sever that can be seen as the Virtual Grand Master (VGM).

The current Click element can communicate with these platforms: Open-Mote, Zolertia Remote (rev A and rev B1) and Zolertia. In order to support other platforms, it is necessary to change the mapping between 'clock ticks' and milliseconds, which is already parametrized in the code of Click element.

In our schedule solution, we propose the downlink slot to be shared in the time domain, while different channel offsets are being used for different mobile nodes. The channel offset to be used by BBRs for transmission is determined as $\text{mod16}(A)$, where $A$ represents the last two bytes of the physical destination address and $\text{modulo16}(\cdot)$ is used as there are 16 channel offsets. The mobile node will know which channel offset to use for listening by applying the modulo 16 operation on the last 2 bytes of its physical address. This will increase scalability as only a single time slot will be used for the downstream traffic. Considering the required scalability of the presented use case, namely 100 nodes, there will be at most 6 nodes scheduled at the same channel offset in case all 16 channels are used. In that case, additional downlink slots can be added, and nodes that produce the same channel offset can be scheduled in different time slots. This would lead to 5 additional downlink time slots. Another solution is to select different BBRs for downstream traffic in case different destinations map to the same modulo output. If this is not possible, transmission is done sequentially by the BBR.

One of the proposed schedules uses shared uplink slots for all mobile nodes. If the number of shared uplink slots is large enough (10-16) then we can serve a higher number of mobile nodes while keeping the slot frame length short. On the other hand, this will increase the collision probability. Considering the configuration of the environment in the use case shown in Section 2, the probability of more than 5 shuttles being in the same BBR coverage area is low as shown in [5]. This factor will help to decrease the impact of collisions.

The other proposed schedule scheme uses a single uplink time slot for each
mobile node. In such a case, 100 mobile nodes will result in a slot frame length of 102 time slots. This slot length implies a latency of ∼1s for communication from each mobile node. Such a latency is still acceptable for the use case we are considering here.

6. Mathematical Evaluation

In order to show the impact of the number of gateways and the number of mobile nodes on the latency, we provide the following mathematical model to predict the upper bound RTT latency for upstream scheme 2. Let \( N_{MN} \) be the number of mobile nodes in the network, \( N_G \) the number of gateways in the network and \( N_{TS} \) the number of time slots in a slot frame. In case of upstream scheme 2, the number of time slots in a slot frame will be:

\[
N_{TS} = N_{MN} + \text{ceil}(N_{MN} \div 16) \tag{2}
\]

where \( \text{ceil()} \) rounds the number to the next integer and 16 is the number of channel offsets used. The second term in equation (2) avoids the possibility of scheduling two different mobile nodes on the same downlink time slot and channel offset. This ensures collision free transmission in downlink. Here we do not consider the serial communication bottleneck between the BBRs and the backbone network, as we will show in Section 7.3. This bottleneck can be avoided by a better hardware design with a faster interface between the 802.15.4 radio and the Linux Click router. In this mathematical evaluation, we assume that the communication between the BBRs and the network happens instantly and does not interrupt the communication in the LLN part. As such, it does not require the assignment of time slots for serial communication.

We assume that all downlink time slots are scheduled at the beginning of the slot frame, before all other uplink time slots. For a node \( K \) that is scheduled in downlink slot offset \( l \), where \( l < \text{ceil}(N_{MN} \div 16) \), and uplink slot offset \( k \), where \( \text{ceil}(N_{MN} \div 16) < k < N_{TS} \), the upper bound RTT is expressed as:
\[ RTT_K = (k - l) \times TS_{length} \]  

where \( TS_{length} \) is time slot length in ms.

If there is more than one mobile node to be served in downlink by the same BBR and at the same downlink time slot, then equation (3) for node \( K \) will take the form:

\[ RTT = (k - l) \times TS_{length} + (N - 1) \times N_{TS} \times TS_{length} \]  

where \( N \) is the total number of mobile nodes that need to be served in the same downlink time slot by the same BBR. The second term in equation (4) describes the waiting time (upper bound) for the next slot frame until all other mobile nodes are served in downlink.

The condition that there is no downlink traffic for other mobile nodes scheduled at the same downlink time slot by the same BBR should hold for a packet to be transmitted instantly by a BBR in downlink. This condition does not hold only in case there is more than one mobile node using the same downlink slot offset, these nodes are served by the same BBR and need downlink communication at the same slot frame. The probability of this to occur is related with the number of nodes, the number of gateways installed and the downlink frequency of nodes.

From [5] it was shown that in a typical 2D shuttle warehouse system the coverage can go up to 80 m, if the maximal transmit power of 20 dBm for 2.4 GHz is used. The warehouse under consideration in [5] had dimensions of 13x14x100 m with 4 levels. For a density of one shuttle per 1000 m\(^3\), 18 shuttles are needed. For this number of shuttles, at least two downlink time slots need to be used. On the other hand, for such a case you need at least two gateways per level to cover the whole zone. Moreover, for our use case, the downlink traffic has a lower frequency than the uplink traffic. As such, the probability that two different mobile nodes using the same downlink slot offset can only be served by the same BBR is low. For such number of end nodes in the network,
the upper bound RTT latency will not exceed 1s, as it is shown in Figure 4.

In the extreme case where all nodes have the same traffic frequency in uplink and downlink, the RTT latency can be calculated by equation 4. The upper bound RTT latency from equation 4 is derived when \( k \) is the maximal index of time slot in slot frame and \( l \) is the minimal index of time slot in slot frame. In Figure 4 the upper bound RTT latency is shown for each case. Each curve shows the upper bound RTT latency as a function of the number of mobile nodes for a different number of mobile nodes served by the same BBR. The length of one time slot is 10 ms. In cases where the zone is fully covered by BBRs and mobile nodes have different downlink traffic frequencies the probability that two or more mobile nodes need to be served by single BBR at the same slot frame is low. Even in such a case, the upper bound RTT latency is not more than 2.1 sec for 100 mobile nodes in the network.

7. Results

In order to validate the proposed solution, we performed tests in the wiLab.2 testbed, which is a generic wireless testbed in a pseudo-shielded environment. The first set of tests validates the synchronization between the
Virtual Grand Master, the BBRs and the mobile nodes that are connected to these BBRs. The second set of tests validates the low latency handover of a mobile node from one BBR to another. The last set of tests assesses the impact of the different schedules we described in Section 5.4 on latency and packet losses. For all measurements in the next subsections, Zolertia Remotes rev B1 [26] have been used as IEEE 802.15.4e nodes. The OpenWSN [21] implementation of the IEEE 802.15.4e TSCH mode has been used as a starting point for the development of the system.

7.1. Synchronization Accuracy

As the IEEE 802.15.4e TSCH timing is based on ASN and the number of 'clock ticks' since the start of the last time slot, our Click router implementation needs to translate the timing from seconds to ASN and 'clock ticks'. Due to fixed point precision, this translation is associated with a calculation error, but it is crucial to keep this error below a certain threshold, namely the GuardTime Interval, which has been set to 1ms. If the time (in terms of ASN and 'clock ticks' from the last time slot) calculated by the Click element running on the PC differs less than 1 ms with the time measured at the 802.15.4e node of the BBR then the BBR is synchronized with the network.

We send time beacons every 10 seconds from the PC to the IEEE 802.15.4e mote via the serial link. The communication is triggered by a request packet from the IEEE 802.15.4e mote that is sent at the start of the time slot. The PC responds with its time beacon. The time beacon carries the current ASN and the number of 'clock ticks' since the start of the last time slot in the network. The 'clock ticks' number also takes into account the transmission time of the time beacon packet. The mote compares the time calculated in the network with the time measured by itself and adjust its time accordingly. The time calculated in the network refers to time translation from seconds to ASN and clock ticks plus the transmission time of the time beacon via serial. Once the adjustment has been done the node informs the PC about the adjustment. This step is only for measurement purposes and is optional during normal use.
Figure 5: Exchanging packets during time synchronization process in BBRs.

The request packet coming from the mote is 6 bytes long (including HDLC headers), while the time beacon packet is 19 bytes long (containing ASN number, number of 'clock ticks' since the last time slot and HDLC headers). Using a serial connection with a baud rate of 115200 it takes 1.7 ms for both packets to get transmitted.

For evaluating the synchronization accuracy, the calculated time at which the time beacon arrives at the mote and the measured time at which the mote received the time beacon are taken as reference time values. The order of packet exchanges is shown in Figure 5 together with the time reference.

In Figure 5 the time reference values histogram distribution calculated at the network side and measured by the mote itself are shown. Time beacons are sent every 10 seconds and no data packets are used during the measuring time. The mean values are 2.4 ms and 2.5 ms, for the time calculated in the network and by the mote itself, respectively. Due to the packet processing in the mote and inside the Click chain at the network side, the mean value is slightly larger than the transmission time of the packets via serial (2.4 ms > 1.7 ms).

The source clock of the mote itself is a crystal clock of 32 KHz with a clock drift of 10 ppm. Due to the clock drift the mote can desynchronize ±10 microseconds every 1 second with respect to the network. So the mote needs 100s to pass the GuardTime interval of 1 ms. Considering the delays in serial
Figure 6: Histogram of reference time values a) measured in mote and b) calculated in network. The mean values are 2.4 and 2.5 ms, respectively. The bin intervals are 0.1 ms.

Figure 7: Histogram of time difference between mote and network with mean of 0.28ms. Synchronization beacons are sent every 10 sec. The bin intervals are 0.1 ms.

communication and the packet processing time in Click, we take a security factor of 10 and send time beacons every 10 seconds. As such, every 10 seconds the node will resynchronize with the network.

In Figure 7, the time difference between the reference time values measured by the mote itself and the values calculated in the network are shown. The mean value is 0.28ms which is lower than the 1ms GuardTime interval. We also
performed measurements for the cases where the time beacons were sent every 6 second and 3 seconds, respectively. In these cases the mean time difference was even lower, being 0.17 and 0.067 ms, respectively.

The considered industrial environments (racked warehouse systems) have constant temperatures in the range of $16^\circ$-20$^\circ$ C \[27\]. This is to save products’ quality and there is not any case when temperature will be higher. Contrary, in refrigerated warehouses (mainly for food products or temperature sensitive products) temperature might be even lower than 0. Both mobile nodes and BBRs are attached to devices that do not produce or release any heat. The first ones are attached to shuttles while the later ones are attached to racking system structure. Thus, there will be no temperature impact on clock drifts of the mobile nodes. In cases when the temperature is variable and can be high, the only impact that can be expect is on the clock accuracy of mobile nodes. They have lower accuracy clocks \[26\] and need to be synchronized wireless. The BBRs employ an embedded PC that has much better clock accuracy \[28\] (1 GHz clock), and moreover, it is synchronized via back-end using PTP synchronization. In cases when mobile nodes operate in higher temperature than normal one, enhanced beacons need to be send more often to account for higher clock drifts at certain temperatures.
Figure 9: The packet latency during handover for traffic frequency of a) 3.33 Hz and b) 1 Hz. The red part shows packets that are received by both BBRs.

7.2. Handover Latency

In a network where all BBRs are fully time synchronized between each other the handover of mobile nodes should exhibit a low latency. To show that this is indeed the case with our architecture, we conducted a number of experiments with different traffic frequencies. For this we used the w-iLab.2 testbed, a wireless test bed equipped with 58 static nodes and 18 mobile nodes.

We used two static nodes with Zolertia Remotes rev B1 as BBRs and a mobile node which was roaming around. In Figure 8 the position of the BBRs is indicated with red circles while the trajectory of the mobile node has as starting point A and ending point B. The distance between the BBRs was 35m while the length of the trajectory was 52m. Both BBRs are connected to the backbone network where the Network Server runs the PTP server for network time synchronization. The transmit powers of the BBRs and the mobile node were 3dBm. In order to decrease the intermediate coverage zones we added a fixed attenuation of 20 dB to antenna ports of the BBRs. This resulted in a coverage zone of each of the BBRs of ∼25m.

We generated an 80 byte packet every 300ms and 1sec, respectively, from
the Network Server towards the mobile node. The RTT latency was measured as well as packet losses. At the same time the BBR table at the Network Server was monitored every second to check at what time the handover took place.

In Figure 9 the latency over time is shown. The packet frequency was 3.33Hz and 1Hz, respectively. As it can be seen, there is no packet loss when the handover happens. However, there were some losses (0.5% - 1%) during communication, but those were mostly due to serial communication between the BBR’s mote and the PC. The red part of the latency graph shows the latency of packets that were received by both BBRs in the intermediate coverage zone. The lowest latency is shown as the second packet is discarded by the network server.

For a frequency of 1Hz we see that the latency graph behaves as a saw tooth. This is a direct result of the time slot organization in our slot frames. In this case we used a slot frame containing 11 time slots, 3 of them being time slots for serial communication between the PC and the BBR mote, 1 shared time slot and two others for downlink and uplink, respectively. The remainder of the time slots were not active. For 2-way communication, the maximum RTT latency will occur when one has to wait one slot frame to perform the first transmission. With our configuration, this results in 165ms (11 times 15ms) plus processing and network latency. This value is equal to the deepness of the saw tooth. The same thing happens for the 3.33Hz traffic frequency if we zoom in on the graph.

When the BBRs are not time and schedule synchronized then handover latencies can be as high as tens of seconds. Such a case is shown in Figure 10. When the mobile node moves out of the coverage zone of the first BBR, it needs time to get synchronized with the new BBR. During that time, all communication is lost. The red part of the graph shows the latency of packets received by the second BBR, while the part without any packet shows the time with no connection for the mobile node.
Figure 10: The packet latency during handover for traffic frequency of 1 Hz when BBRs are not time synchronized.

7.3. Scheduling Impact on Latency and Losses

As we discussed in Section 5.4, the way how the nodes are scheduled will impact network scalability as well as communication latency. In that section we qualitatively discussed the impact of each of the proposed schemes, while in section 6 we gave the mathematical model to determine the upper bound RTT latency for upstream scheme 2. In this section we will quantify the impact in terms of RTT latency for each node by performing measurements in the test-bed setup.

In this configuration we only used a single BBR, since we only consider the communication latency and packet losses of each node in case when multiple mobile nodes are served by the same BBR. One of the limitations in this scenario is the serial communication between the Zolertia Remote and the PC. In the BBR’ schedule, apart from scheduled time slots for communication with mobile nodes, also time slots for serial communication with the PC need to be allocated.

Since we are using only one BBR and the BBR’s mote does not have memory to save more than a single 128 byte packet, we can only send one packet at a time from the PC to the BBR mote. This means that we can only send a single packet every slot frame. Consequently, the number of mobile nodes that we can employ in this test depends on the generated traffic frequency and the slot
Considering the scheduling case with a single transmit slot for each mobile node and assuming traffic generation by each node every 1s, we cannot serve more than 4 mobile nodes (i.e. 4 packets per second). In this case, we will need at least 11 time slots in the slot frame (4 for serial communication (PC to mote), 1 shared, 1 for downlink communication, 4 for uplink communication and at least 1 time slot that is off that will be used for serial communication (mote to PC)). Every unused time slot will be used for communication from mote to PC. Such a slot frame is repeated ∼6 times per second. If the number of nodes is increased, slot frame must be increased too, resulting in less repetitions per second which impacts the number of packets that can be sent per second. Having this in mind we decided to stick to 4 mobile nodes and kept the traffic frequency at 1Hz for each of them. When all 4 nodes are served by the same BBR then we expect that the upper bound RTT latency should not exceed $4 \times N_{TS} \times T_{Length}$ sec, as it was shown in equation \[1\].

We did tests for 300 seconds sending a packet of 80 bytes every second to each of the mobile nodes. The slot frame contained 13 time slots of 15 ms each. The slot frame organization of the BBR is shown in Figure 11. It should be mentioned that the uplink slots from mobile nodes to the BBR were negotiated between them.

In Table 1 statistics for the RTT latency and packet losses for each mobile node are given. It can be seen that the maximum latency does not exceed the threshold of $4 \times N_{TS} \times T_{Length}$ time. In this case $N_{TS} = 13$ and $T_{Length} = 15\text{ms}$. The best case in terms of latency is when the 2-way communication
Table 1: Statistics for RTT latency for scheduling case with single uplink time slot per mobile node.

<table>
<thead>
<tr>
<th></th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
<th>Node 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min (ms)</td>
<td>120.12</td>
<td>149.71</td>
<td>342.62</td>
<td>285.34</td>
</tr>
<tr>
<td>Max (ms)</td>
<td>780.61</td>
<td>780.51</td>
<td>781.05</td>
<td>782.01</td>
</tr>
<tr>
<td>Average (ms)</td>
<td>550.12</td>
<td>398.58</td>
<td>654.45</td>
<td>478.52</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>142.71</td>
<td>159.15</td>
<td>122.51</td>
<td>186.67</td>
</tr>
<tr>
<td>Losses (%)</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

happens within the same slot frame. For instance, for node 1 the minimal latency is 120ms, which is equal to 8 slot lengths, which is in line with the slot frame organization in Figure 11. The packet is transmitted in time slot 1 from the PC to the BBR mote, after which it is transmitted from the BBR node to the mobile node in time slot 5. The response is transmitted during time slot 7 while at time slot 8 the response is actually received by the PC making thus the RTT latency $\sim 8$ time slots length.

Another proposed scheduling approach uses shared slots for the nodes in the uplink. The statistics for such a case, when 4 mobile nodes are used to communicate with the server via the same BBR, are shown in Table 2. The slot frame of the BBR had 9 time slots in total with 4 time slots for serial communication, 1 shared time slot, 1 time slot for downlink and 1 shared time slot for uplink. Two times slots were off. We can see that compared to the previous case the average latency is lower. However, there is no determinism with respect to the highest possible latency that is achieved. Retransmissions due to collisions make the maximum latency to increase, as can be seen from the values in Table 2.

From both Tables 1 and 2 it can be seen that the RTT latency is bounded. The upper bound depends on the schedule organization and the number of end
nodes that need to be served in downlink by the same BBR at the same time. This brings determinism to the communication latency.

Regarding packet losses, in case of upstream scheme 2 (Table 1) they are mainly due to interference from other networks during measurements and not due to self interference. As our test-bed is not an RF shielded environment this is expected when the same frequency band (2.4 GHz) is also used by other networks in proximity (e.g IEEE 802.11 networks). In such a case all packets are transmitted in self-interference collision free time slot, but the impact of other networks still can not be alleviated. In case when all nodes will share the same uplink time slot then the main source of losses comes from self interference collision. This is shown by higher packet losses in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
<th>Node 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min (ms)</td>
<td>222.77</td>
<td>222.7</td>
<td>235.74</td>
<td>223.15</td>
</tr>
<tr>
<td>Max (ms)</td>
<td>981.58</td>
<td>1005.9</td>
<td>925.33</td>
<td>810.03</td>
</tr>
<tr>
<td>Average (ms)</td>
<td>423</td>
<td>469.87</td>
<td>511.95</td>
<td>361.13</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>144.47</td>
<td>134.92</td>
<td>122.43</td>
<td>105.65</td>
</tr>
<tr>
<td>Losses (%)</td>
<td>26</td>
<td>35</td>
<td>34</td>
<td>15</td>
</tr>
</tbody>
</table>

7.4. Performance in Real Industrial Environment

In order to validate our solution in real life, we also performed a performance test in an industrial environment with a dense racking structure. The racking structure was three stories high, with each story having a height of 3 meters. Every story contained a shuttle track, with 4 shuttles per track in total. The length of the track along which the shuttles moved, was 32.5 meters. The measurement track was chosen to be on the second story of the racking system. Two BBRs were used, the first one placed one story above the beginning of
the selected track and the second one another 10 meters away from the end of
the track under the selected track. There was no line of sight between BBRs
as well as between BBRs and the end node for any of the positions during the
measurements. The shuttle track is shown in Figure 12 and apart from its
metallic structure it was also partly filled with different food products.

We used a QR code scanner that was connected to the Zolertia end node
in order to generate data by scanning QR code tags that were attached to
the racking structure. The QR code scanner was connected via serial to an
embedded PC that runs a bridge towards the Zolertia remote. The QR codes
were attached to the racking structure with a spacing of 2.6 meters between
codes and the first code was placed at 3.3 meters from the start of the track
as it is shown in Figure 12. The end node was placed on the shuttle and was
transmitting information while the shuttle was moving along the track.

The maximal shuttle speed was 4 m/s with an acceleration of 2 m/s². Starting
from standstill at the beginning of the track, this maximal speed is
achieved after 2 sec and at a distance of 4 m. Running at maximal speed, the
scanner will scan a QR code every 0.65 s. In our case, only the first QR code
will be read at a slower shuttle speed than the maximal one, more specifically
at 3.63 m/s.

In Figure 13 the QR code IDs scanned over time are shown. The red dots
show the QR tag IDs that were received by both BBRs in the intermediate
zone. It is seen that the handover happens smoothly without missing any QR
code tag. While being in this intermediate zone where the handover takes place,
packets are temporarily received by both BBRs. During the experiment, only
the QR code tag with ID 7 was missed due to a problem with the scanner.
The actual time difference between two consecutive transmissions is ∼ 0.67 sec,
being ∼ 40 ms larger than the time difference between two consecutive scans.
This comes as a result of the time slots used for serial communication. As a
conclusion, this measurement campaign reveals that the setup is robust against
different speeds of shuttle. In this case the speed was changed between 0-4 m/s
and no negative impact on packet losses or latency was observed.
Figure 12: Shuttle track inside the racking structure where the measurements were done.

Figure 13: Performance under fast movement of 4 m/s speed. The red QR code points are received by both BBRs.

8. Conclusions

By adopting time synchronized based MAC schemes it has become possible to deploy WSNs that meet strict latency requirements and that can be used in industrial settings. However, their usage has been limited to statically deployed nodes.

This paper has introduced a real-life industrial use case from the logistics domain that requires both the determinism that can be achieved with IEEE
802.15.4e TSCH as well as support for mobility. As a solution, we propose a novel single-hop multi-gateway network architecture where all the gateways, called BBRs, are both time and schedule synchronized by means of a Virtual Grand Master residing at the Network Server. We have addressed the synchronization and scheduling challenges that come with this architecture and have shown that this architecture is indeed able to improve the handover latency and decrease the communication outage due to desynchronization.

In terms of synchronization, we have shown how the synchronization between the IEEE 802.15.4e BBR motes and the network is done via the serial link. We experimentally validated that our approach results in smooth handovers without any communication outage time, compared to unsynchronized solutions, where handovers take up to several seconds.

The Network Server also performs traffic management functions. It performs deduplication of traffic in the uplink direction, while selecting the best BBR for downlink communication. In addition to this, the use of TSCH provides flexibility in scheduling. We have presented different scheduling schemes, one of them using shared downlink time slots while negotiating the uplink time slots between mobile nodes and BBRs. With this scheduling scheme we keep the upper bound latency fixed, while having collision free time slots for uplink and downlink communication. In addition to this we give a mathematical evaluation for the worst case RTT latency for such a scheme.

As such, we may conclude that the proposed architecture is viable and able to deal with mobility while offering communication guarantees by means of the installed schedules. Of course, some capacity must be sacrificed in order to support seamless handovers. However, by further advancement of electronics and possibility of BBRs to listen simultaneously to multiple channels this capacity loss will be avoided. In addition, the proposed architecture deserves further research to assess scalability and to mitigate some of the limitations that come from the serial communication. The proposed concept can be applied in a broader context, as 802.15.4 has some inherent limitations. For instance, it would be worth exploring how the same principles can be extended to higher
bit rate radios such as Wi-Fi or to e.g. large-scale Ultra wide-band (UWB) localization networks.
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