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Samenvatting
Dutch summary

Onze zeeën en oceanen bevatten een enorme voorraad aan hernieuwbare energie.
Een belangrijke portie daarvan is golfenergie. Het is mogelijk om de golfbeweg-
ing om te zetten in bruikbare elektriciteit door golfenergieconvertoren (GEC) te
installeren. Deze proberen op een zo efficiënt mogelijke manier de energie uit de
waterdeeltjes om te zetten in mechanische energie. Een power take-off systeem
zorgt vervolgens dat die mechanische energie wordt omgezet naar elektriciteit.
Niettegenstaande er al onderzoek naar GEC’s loopt sinds de 18de eeuw, zijn er
vandaag nog nauwelijks commerciële GEC-projecten die stroom voor eindgebruik-
ers produceren. Dit is voornamelijk te wijten aan de hoge kostprijs per kilowattuur
voor de eindgebruiker. Om competitief te zijn in de huidige energiemarkt, moeten
GEC’s qua kostprijs minstens in de buurt komen van offshore wind turbines.

Er zijn twee hoofdredenen voor de huidige hoge Levelised Cost of Energy
(LCOE). Een enkele GEC produceert significant minder energie dan een enkele
windturbine. Om competitief te zijn, moeten er dus veel GEC’s bij elkaar geplaatst
worden in zogenaamde golfenergieconverterparken (GEC-parken). Naast een hogere
productiekost brengt dit ook meer logistieke problemen met zich mee zoals plaats-
ing en onderhoud. Ook worden GEC’s veel meer onderworpen aan verwoestende
stormen dan windturbines, die veilig boven het stormpeil gëınstalleerd worden.
GEC’s drijven op het water en worden tijdens stormen belaagd door krachtige
golven. Aangezien een GEC tijdens zijn levensduur verschillende stormen moet
kunnen trotseren, moeten ze zeer robuust ontworpen worden, wat de kostprijs niet
ten goede komt.

Er is dus duidelijk nood aan extra onderzoek om de kost van GEC’s te optimalis-
eren, in de hoop ze op lange termijn competitief in de hernieuwbare energiemarkt
te kunnen plaatsen. Dit doctoraat probeert een steentje bij te dragen aan deze
problematiek door het ontwikkelen van gekoppelde computermodellen. Het ene
model is bedoeld om het golfklimaat in en rond GEC-parken te simuleren; het an-
dere beoogt het gedetailleerd modelleren van GEC’s in krachtige golven, zonder
beroep te moeten doen op een supercomputer.

De eerste koppelingsmethode is ontwikkeld om golftransformaties doorheen een
golfenergieconvertorpark te kunnen modelleren. Als golven invallen op een golfen-
ergieconvertor, worden deze deels gereflecteerd en deels gediffracteerd waardoor ze
van richting veranderen. Daarenboven worden drijvende GEC’s geactiveerd door
de golven. Door hun eigen beweging genereren ze zelf ook golven, geradieerde
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golven. Deze golfinteracties binnen een GEC-park kunnen complexe vormen aan-
nemen en leiden tot lokale hot-spots (zones met hogere golfenergie) en wakes
(zones met lagere golfenergie). We noemen dit de near-field effecten. Het correct
modelleren van deze near-field effecten is belangrijk om tot een optimale layout
van het GEC-park te komen. Daarenboven is het belangrijk de invloed van deze
near-field effecten te kennen op verder gelegen GEC-parken, of eventueel zelfs de
kuststrook. Dit noemen we de far-field effecten. De ontwikkelde koppelingsmeth-
ode is in staat om zowel de near-field als far-field effecten te modelleren over
een willekeurige bathymetrie, door twee bestaande computermodellen aan elkaar
te koppelen: het linear golf-structuur ineractiemodel Nemoh, en de lineaire ver-
sie van het golfpropagatiemodel OceanWave3D. Eerst worden de invallende golven
berekend met OceanWave3D, zonder de aanwezigheid van GEC’s. Ter hoogte van
de GEC-locaties worden de invallende golfhoogte en de golfperiode geregistreerd.
Vervolgens worden de geradieerde en gediffracteerde golven in kleine zones ron-
dom de GEC’s berekend met Nemoh. Om dit te bekomen, dienen we de vorm
van de GEC te digitaliseren en op te delen in kleine panelen. Nemoh berekent de
kracht van het golfveld op elk van deze panelen aan de hand van de waterdruk,
om zo de reactie van de GEC op de golven te berekenen. In een aparte simulatie,
worden de geradieerde en gediffracteerde golven samen gepropageerd in Ocean-
Wave3D. Dit getransformeerd golfveld wordt opgeteld bij het originele invallend
golfveld om zo het totale golfveld te bekomen, waarin zowel de near-field effecten
als far-field effecten accuraat gesimuleerd worden. Deze superpositie methode is
toegestaan, aangezien in beide modellen met de lineaire golftheorie wordt gerekend.
De koppelingsmethode is gevalideerd door een diepgaande vergelijkingsstudie met
een ander golfpropagatiemodel (MILDwave) uit te voeren, en door resultaten van
het model te vergelijken met de experimentele dataset uit het WECwakes project.
Hieruit blijkt dat de koppelingsmethode kan gebruikt worden voor het modelleren
van GEC-parken, onderhevig aan lineaire golven.

Deze eerste koppelingsmethode is echter niet in staat om grote, krachtige gol-
ven en hun impact op GEC’s te simuleren. Hiervoor zijn niet-lineaire modellen
nodig. Een veelbelovende numerieke methode om niet-lineaire golfinteracties met
GEC’s te modelleren, is de Smoothed Particle Hydrodynamics (SPH) methode.
SPH is een meshvrije, lagrangiaanse numerieke methode. Dit betekent dat er geen
gestructureerd grid wordt gebruikt voor de berekeningen, maar een set numerieke
deeltjes, die hun fysieke eigenschappen met zich meedragen. Dit heeft als voordeel
dat SPH methodes uiterst geschikt zijn voor het modelleren van problemen met
complexe randvoorwaarden, zoals het complex vrij wateroppervlak van een niet-
lineaire golf. Het ontbreken van een grid resulteert in een sterk vereenvoudigde
modelimplementatie en mogelijkheid tot parallellisatie. Zo kan er gebruik gemaakt
worden van grafische processors (GPU) in plaats van klassieke centrale proces-
sors (CPU). Desondanks deze parallellisatie moeten miljoenen deeltjes gesimuleerd
worden om accurate resultaten te bekomen, waardoor SPH steeds computationeel
intensief is.

De tweede koppelingsmethode probeert het SPH-domein zo klein mogelijk te
houden om de rekentijd te minimaliseren. Dit betekent echter dat er accurate rand-
voorwaarden opgelegd moeten worden om de gewenste golven te simuleren in het
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SPH-domein. Dit wordt gerealiseerd door het SPH-model DualSPHysics met de
snelle niet-lineaire potentiaalsolver OceanWave3D te koppelen. OceanWave3D kan
de propagatie van niet-lineaire golven zeer snel uitrekenen over een lange afstand.
Binnen dit grote domein kan een klein SPH-domein ’genest’ worden. Ter hoogte
van de interface tussen de twee modellen worden de nodige orbitaalsnelheden en
verheffingen uitgewisseld om een naadloze overgang te verzekeren. De uitwissel-
ing van informatie tussen beide modellen gebeurt voor en na iedere tijdstap. Een
eerste versie van de koppelingsmethode maakt gebruik van dynamisch bewegende
randvoorwaarden ter hoogte van de OceanWave3D-DualSPHysics interface. Het
SPH-domein wordt zowel aan de golfgeneratiezijde als aan de golfabsorptiezijde
begrensd door een set randpartikels, waarover de gebruiker controle heeft. De
randpartikels bewegen door horizontale orbitaalsnelheden op te leggen, die berek-
end worden in het OceanWave3D-model. Dit resulteert in de generatie van een
golf in het SPH-domein, gelijk aan de golf uit het OceanWave3D-domein. Deze
propageert verder in het SPH-domein tot deze wordt geabsorbeerd door de rand-
partikels. In het SPH-domein wordt het vrij wateroppervlak geregistreerd. Deze
waarden worden teruggestuurd naar het OceanWave3D-domein, waar de originele
waarden overschreven worden. Zo wordt iedere golftransformatie uit het SPH-
domein ook voortgeplant in het OceanWave3D-domein. Als we dus een drijvende
GEC modelleren in het SPH-domein, zullen de gediffracteerde en geradieerde gol-
ven correct berekend worden in het SPH-domein, en zich verder voortplanten in
het grotere OceanWave3D-domein. De koppelingsmethode is gevalideerd door
een reeks niet-lineaire golven te simuleren en de verheffingen, orbitaalsnelheden en
drukken te vergelijken met theoretische resultaten. Ook worden twee experimentele
testen numeriek gemodelleerd met de koppelingsmethode. Eerst wordt een gefix-
eerde oscillerende waterkolom GEC gemodelleerd. Invallende golven propageren
tot in een gesloten kamer waardoor de lucht gecomprimeerd wordt. Bovenaan
zit een opening waardoor de lucht kan ontsnappen. Het gekoppelde model is in
staat de golfverheffing binnenin de kamer correct te voorspellen. Als tweede exper-
iment wordt een drijvende rechthoekige doos gesimuleerd. Het gekoppelde model
voorspelt de beweging van de doos correct in alle vrijheidsgraden.

Het gebruik van dynamische randpartikels ter hoogte van de OceanWave3D-
DualSPHysics interface heeft echter enkele nadelen. Door de natuurlijke drift in
niet-lineaire golven, wordt na een bepaalde simulatietijd de ruimte tussen de ver-
schillende randpartikels te groot waardoor de simulatie vroegtijdig kan afgebro-
ken worden. Dit fenomeen is het meest merkbaar bij sterk niet-lineaire golven.
Ook hebben dynamische randpartikels de onaangename eigenschap om niet-fysische
drukpieken te introduceren wanneer een vloeistofpartikel te dicht in de buurt komt
van een dynamisch randpartikel. Aangezien het gebruikte SPH-model veronder-
stelt dat vloeistoffen zwak samendrukbaar zijn, propageren deze drukpieken zich
doorheen de vloeistof, resulterend in een lagere nauwkeurigheid van het drukveld.

De nadelen van het gebruik van dynamische randpartikels worden aangepakt
door het gebruik van de recent gëıntroduceerde open randvoorwaarden. In plaats
van dynamische randpartikels kunnen zones met verschillende lagen bufferpartikels
gedefinieerd worden. Een bufferpartikel heeft enkele eigenschappen die het uiterst
geschikt maakt voor het genereren en absorberen van golven: als een bufferpartikel
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het SPH-domein verlaat, wordt het automatisch vernietigd, als het partikel vanuit
de bufferzone in de vloeistofzone terecht komt, wordt het automatisch omgezet in
een vloeistofpartikel. Dit betekent dat er hier geen problemen met drift kunnen
voorkomen. De gebruiker heeft de keuze om snelheden, verheffing en druk op te
leggen aan de bufferpartikels of kan er voor kiezen om die fysische eigenschap-
pen te laten extrapoleren uit het vloeistofdomein. Na een diepgaande studie is
geconcludeerd dat deze open randvoorwaarden met bufferzones kunnen toegepast
worden om nauwkeurig niet-lineaire golven te genereren en te absorberen. In de
generatiezone worden horizontale orbitaalsnelheden en de verheffing opgelegd; de
druk is hydrostatisch. In de absorptiezone worden eveneens de horizontale orbitaal-
snelheden opgelegd. Hier worden echter de verheffing en de druk geëxtrapoleerd
vanuit het vloeistofdomein. Ongewenste reflecties worden vermeden door correcties
op de orbitaalsnelheden toe te passen, gebaseerd op de ondiepwatertheorie. Dit re-
sulteert in zeer accurate golfgeneratie en absorptie in een SPH-domein dat slechts
één golflengte lang is. Deze methode levert een winst tot 400 % op de normale
rekentijd. Het SPH-model met open randvoorwaarden is gevalideerd door resul-
taten te vergelijken met theoretische oplossingen en met experimentele resultaten
uit de literatuur.

Ten slotte wordt een tweede versie van de OceanWave3D - DualSPHysics kop-
peling voorgesteld, waarbij de open randvoorwaarden worden toegepast. Dit resul-
teert in een stabiele koppeling, zonder drift, waarbij het drukveld significant minder
pieken vertoont. De finale koppeling wordt gedemonstreerd aan de hand van een
3D-model waarbij niet-lineaire golven inwerken op een dompende cylinder, waarbij
een deel van de golf de cylinder overtopt.

Tijdens de doctoraatsperiode werd fundamenteel onderzoek verricht naar kop-
pelingsmethodes om zowel de nauwkeurigheid als de rekentijd van numerieke mod-
ellen voor GEC’s en GEC-parken te optimaliseren. De methodes werden grondig
gevalideerd aan de hand van theoretische oplossingen, resultaten van andere nu-
merieke modellen of experimentele data. De nieuwe koppelingsmethodes bewijzen
performant te zijn en kunnen in een breed gamma ingenieursproblemen toegepast
worden. Naar de toekomst toe is er eveneens de mogelijkheid om de methoden uit
te breiden met meer functionaliteit.

xxii



Summary

The world’s oceans contain an enormous amount of renewable energy. A significant
portion of that energy is wave energy. It is possible to convert this wave energy into
usable electricity by deploying so-called Wave Energy Converters (WECs). WECs
try to capture the kinetic and potential energy within the wave and convert it to
mechanical energy. Subsequently, a Power Take-Off (PTO) system is installed to
convert this mechanical energy into grid-compliant electricity. Although research
into wave energy started in the 18th century, there are only a limited number of
commercially viable WEC projects, delivering electricity to end users. This is mainly
due to the high Levelised Cost of Energy (LCOE), which is still higher than other
renewable sources such as offshore wind.

There are two main reasons for the high LCOE. Firstly, a single WEC produces
significantly less energy than a single wind turbine. To be competitive, a lot of
WECs need to be placed together in a so-called WEC farm or WEC park. This
results in a higher production cost and logistical challenges such as deployment
and maintenance. Secondly, WECs are more exposed to severe storms than wind
turbines, which are installed safely above the storm surge. WECs are operating in
the water and are subjected to heavy wave impacts. During its lifetime, a WEC
needs to be able to survive a number of storms. They need to be designed robustly,
driving the LCOE even further upwards.

Clearly there is a need for extra research to optimise the LCOE for wave en-
ergy, to ensure a competitive position within the global renewable energy market.
This doctoral research attempts to contribute by developing new coupling method-
ologies for numerical modelling of wave energy converters. One type of coupling
methodology aims to model the wave climate in and around WEC farms; another
type is developed to accurately model WECs in a heavy wave climate, without the
requirement of large supercomputers.

The first coupling methodology is developed to model wave transformations
in and around wave energy converter farms. When an incident wave interacts
with a WEC, a part of the wave is reflected and a part is diffracted, causing the
wave to change direction. Additionally, there are WEC motions in reponse to the
incident wave, which generate radiated waves. These wave interactions inside a
WEC farm are a complex phenomenon, and lead to local hot-spots (regions with
higher wave energy) and wakes (regions with lower wave energy). These are the
so-called near-field effects, which need to be modelled accurately when studying
the optimal layout of the WECs inside a WEC farm. Additionally, it is important
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to know the impact of the near-field effects on WEC farms located further away,
or even the impact on a nearby coastline. These are called far-field effects. The
presented coupling methodology is capable of modelling both near-field and far-
field effects over a variable bathymetry, by coupling two existing numerical models:
the linear wave-structure interaction solver Nemoh, and a linear version of the fully
non-linear potential flow (FNPF) solver OceanWave3D. First, incident waves are
calculated with OceanWave3D, without the presence of any WECs. At the planned
WEC locations, the incident wave height and wave period are measured. Then,
the radiated and diffracted waves are calculated with Nemoh, in a restricted zone
around the WECs or WEC park. Nemoh requires the WEC shape to be meshed
into quadrilateral panels. It then calculates the wave forces on each panel based
on the wave pressure, resulting in the response of the WEC to the incident wave.
In a separate simulation, the radiated and diffracted waves are propagated into the
OceanWave3D domain. This perturbed wave field is superposed on the original in-
cident wave field to result in the total wavefield, containing both the accurate near-
field and far-field effects. Superposition is allowed, since both numerical models are
applying linear wave theory. The coupling methodology is validated by performing
a thorough comparison study with another wave propagation solver (MILDwave),
and by comparing results with experimental data obtained within the WECwakes
project. This proves that the coupling methodology can be used to model WEC
farms, as long as the wave conditions are linear.

However, this linear coupling methodology is not capable to model large, violent
waves and their impact on WECs. This can only be done by non-linear wave-
structure interaction solvers. A promising numerical method to study non-linear
wave-structure interactions are Smoothed Particle Hydrodynamics (SPH). It is a
meshless numerical method with a lagrangian frame of reference. This implies
that the physical quantities are not calculated on a structured grid or mesh, but
on a set of numerical particles, carrying the physical quantities along their path.
This has the advantage that SPH methods can be applied for modelling problems
with complex boundary conditions, such as the violent free surface of a non-linear
wave. The absence of a structured grid also results in a simplified model and easy
parallellisation. This allows for the use of a graphics processing unit (GPU) rather
than the more classical central processing units (CPU). Despite this parallellisation,
often millions of particles need to be simulated to reach accurate results, making
SPH methods computationally expensive.

The second coupling methodology aims at minimizing the necessary SPH do-
main for accurate wave propagation, resulting in minimal computation time. For
this to work, accurate boundary conditions are needed to generate and absorb the
required waves within the SPH domain. This is obtained by coupling the SPH
model DualSPHysics to the FNPF solver OceanWave3D. The latter can quickly
calculate the propagation of non-linear waves in large domains. Within this large
domain, a small SPH domain can be ’nested’. At the interface between both mod-
els, the necessary orbital velocities and surface elevations are exchanged to ensure
a smooth transition. The information exchange is done with the Message Passing
Interface (MPI) protocol and happens before and after every time step. A first
version of this non-linear coupling methodology uses dynamic boundary particles
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at the DualSPHysics-OceanWave3D interface. These particles are positioned at
both the wave generation side and the wave absorption side of the SPH domain,
and can be controlled by the user. The dynamic boundaries are move by impos-
ing horizontal orbital velocities, measured in the OceanWave3D domain, at the
interface location. This results in the generation of a non-linear wave in the SPH
domain, equal to the one generated in the OceanWave3D domain. The wave prop-
agates further into the SPH domain, only to be absorbed again by the second set
of dynamic boundary particles. The free surface elevation in the SPH domain is
measured and sent back to the OceanWave3D domain, where the original solution
is overwritten. Like this, all wave transformations occurring in the SPH domain
are also introduced and further propagated in the larger OceanWave3D domain.
By introducing a floating WEC inside the SPH domain, we can accurately sim-
ulate the non-linear diffraction and radiation, and propagate these perturbances
further into the OceanWave3D domain. The coupling methodology is validated
by simulating a number of non-linear waves and comparing the surface elevation,
orbital velocities and pressure to theoretical solutions. Also, comparison to two
experimental datasets is performed. First, a fixed oscillating water column WEC is
modelled. The incident waves propagated into a semi-submerged chamber, where
air is compressed and released through an opening on top. The coupled model cor-
rectly predicts the surface elevation inside the chamber. Secondly, a freely floating
rectangular box is simulated. All degrees of freedom are accurately predicted by
the coupled model.

The application of dynamic boundary particles at the OceanWave3D - Dual-
SPHysics interface has a couple of disadvantages. Due to the natural drift occurring
in non-linear waves, the different layers of dynamic boundary particles are separated
from each other after a certain amount of simulation time, resulting in a prema-
ture simulation ending. This phenomenon is most noticed with strongly non-linear
waves. Additionally, dynamic boundary particles have the tendency to introduce
local pressure peaks when the distance to a nearby fluid particle decreases signifi-
cantly. Since the applied SPH model is weakly compressible, these pressure peaks
propagate through the fluid, resulting in a lower accuracy of the pressure field.

The disadvantages of using dynamic boundary particles are mitigated by apply-
ing the recently introduced open boundaries. This allows the definition of zones
with several layers of buffer particles. A buffer particle has a number of proper-
ties, making it ideal to be used for wave generation and absorption: when a buffer
particle leaves the SPH domain, it is automatically removed from the simulation,
and when a buffer particle crosses the interface between the buffer zone and the
fluid domain, it is transformed into a fluid particle and a new buffer particle is
created. Vice versa, a fluid particle is transformed into a buffer particle when it
crosses the interface. Due to these properties, there are no drift issues with open
boundaries. The user has the ability to impose velocity, surface elevation and pres-
sure to the buffer particles, or to extrapolate these quantities from the fluid domain
using ghost nodes. A detailed study has proven that these open boundaries can be
used to accurately generate and absorb non-linear waves within an SPH domain,
measuring only one wave length. In the inlet buffer zone, horizontal orbital veloci-
ties and surface elevation are imposed, while the pressure is set to be hydrostatic.

xxv



In the outlet buffer zone, horizontal orbital velocities are imposed as well, but
surface elevation and pressure are extrapolated from the fluid domain. Unwanted
reflections are avoided by applying a velocity correction at the inlet and outlet,
based on shallow water theory. This wave generation and absorption method can
result in a computational speed-up of up to 400 % with respect to a classical wave
propagation simulation in DualSPHysics. The open boundary model is validated
by comparing simulation results with theoretical solutions and experimental data
found in literature.

A second version of the OceanWave3D-DualSPHysics coupling is presented,
now applying the open boundary formulation. This results in a stable coupling,
without drift problems, and with a stable pressure field without large pressure
peaks. This final coupling methodology is demonstrated with a 3D simulation of
non-linear waves interacting with and overtopping a heaving cylinder.

During the 4-year grant period, fundamental research was performed into cou-
pling methodologies to improve both the accuracy and computation time of nu-
merical models for WECs and WEC farms. The methods were thoroughly validated
using theoretical solutions, results from other numerical models and experimental
data. The newly developed coupling methodologies prove to have a high per-
formance, and can be applied in a wide scale of real engineering problems. In
future research, there is the possibility to even more extend the functionality of the
coupling methodologies.
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Chapter 1

Introduction

1.1 Background and Motivation

Global energy consumption is rising continuously. The growth of world population
combined with heavy industrialization of former third world countries are major
drivers of this phenomenon. In 2015 the world total primary energy supply was
about 13647 Mtoe (million tonnes of crude oil equivalent) of which more than 80%
are fossil fuels. Only 8.9% of the supply does not produce CO2, of which 4.9% is
nuclear (IEA, 2017). Although the European Union (EU) is working hard to reduce
polluting emissions, on a world scale, CO2 emissions are still rising significantly (see
Figure 1.1). This is due to the industrialisation of former third world countries,
as well as to the migration of polluting European plants towards cheap-labour
countries outside of the EU.

20152014 2016
2017

WORLD

EU

Figure 1.1: Scaled global CO2 emissions since 1990 (iea.org)

In order to reduce global warming two important energy transitions are nec-
essary: electrification and the introduction of more renewable energy sources (see
Figure 1.2). The former indicates the need to migrate from fossil power sources to
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2 1. Introduction

electrical power, for example electrical cars, electric heating. However, migrating
to a total energy market with mainly electrical power is not enough. It is primordial
that the source of electrical power mainly comes from renewable sources. In addi-
tion to those two transitions, there is improvement now possible regarding energy
efficiency.

Figure 1.2: Necessary energy transition to limit global warming (elia.be). RES = Re-
newable Energy Share.

All sources of energies, except geothermal and nuclear, are ultimately powered
by the sun (Abas et al., 2015). Much of that energy is stored as renewable energy
sources within our oceans, as tidal, osmotic, thermal and wave energy. Ocean
waves are efficient energy carriers transporting the sun’s energy over thousands of
miles. The heat of the sun creates pressure differences in the atmosphere, resulting
in wind. Winds blowing across a large area of water (fetch) for a certain period
transfer their energy into the water and create waves. This disturbance in the
free water surface travels with the direction of the wind and continues its journey
far beyond the wind swept area. Eventually the energy is dissipated when the
waves reach the shoreline and break. The total worldwide wave power reaching
ocean-facing shorelines is estimated at 2.1 TW (Gunn and Stock-Williams, 2012),
which is about 95% of the world’s electricity consumption. López et al. (2013)
reports an even higher estimation of 3.7 TW. However, these numbers need to be
interpreted with care. A large number of high wave energy zones are not suitable to
deploy Wave Energy Converters (WECs) due to innapropriately large water depths,
distance from the coast and limited accessibility. It is thus impossible for wave
energy to cover the full 95% of the world’s electricity need. However, in some
cases, it has the potential to be a viable alternative for other renewable energy
sources. Next to the power potential and transport efficiency, wave energy has
more attractive benefits:

• The energy density (2-3 kW/m2) is higher than that of wind (0.4-0.6 kW/m2)
and solar (0.1-0.2 kW/m2).
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• Electricity generation is possible up to 90% of the time.

• It has a good correlation between resource and demand, since around 44%
of the global population lives within 150 km of the coast (http://www.
oceansatlas.org).

However, wave energy also faces a number of challenges:

• Energy conversion stages are needed to convert the slowly oscillating motion
(around 0.1 Hz) to a high-frequency grid-compliant electricity output (50
Hz).

• Wave power levels fluctuate continuously, while the electricity on the grid
should be as smooth as possible, making energy storage systems necessary.

• Survivability in storm conditions is extremely important, but leads to expen-
sive designs, driving the total cost upwards.

• Long-term durability proves to be a challenge, since a lot of promising proto-
types have failed to operate for long periods of time, although the expected
lifetime should be at least 25 years.

• Wave energy has to compete with more mature technologies like offshore
wind where the investment is already done and new investors are more easily
attracted.

It is clear that wave energy is worth exploring as a viable renewable energy
resource. The devices which are used to extract this energy and convert it to elec-
tricity are called Wave Energy Converters (WECs). Over the years, a large number
of WECs have been researched, and more than one thousand concepts have been
patented (Pelc and Fujita, 2002). The European Marine Energy Center (EMEC,
www.emec.org.uk) lists 157 known WEC concepts, characterized by a wide vari-
ety in device location, size and working principle. Despite these numbers, only a
limited amount of developers reach a high technology readiness level (TRL). This
is mainly due to the complexity and higher cost when testing at sea, compared to
testing in tanks and flumes within a lab environment. Of the listed 157 concepts,
only 5% has reached TRL5, where a large scale (100 kW) grid connected prototype
is tested. Moreover, Pelc and Fujita (2002) report that Levelized Cost of Energy
(LCOE) estimates for offshore wave farms are around 22-25 pence/kWh, which
is significantly higher than other forms of renewable energy. The reality for wave
energy is that this LCOE needs to reduce significantly before it becomes commer-
cially viable. Within this manuscript, the research is focused on two fields where
LCOE reductions are possible:

• WEC farms: a necessity to make wave energy commercially viable is by
clustering a large amount of WECs together into a WEC farm. WEC farms
enable costs to be reduced due to combined power lines, smoothed output,
combined maintenance, etc.

http://www.oceansatlas.org
http://www.oceansatlas.org
www.emec.org.uk
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• Survivability: WEC designs need to resist heavy storms, leading to expensive
devices. Optimizing the design in storm conditions before construction and
deployment can significantly reduce costs.

Firstly, LCOE reductions are necessary by clustering WEC devices into farms
or parks. By deploying a large number of WECs at one location, a significant
amount of energy can be produced. However, by placing WECs into each other’s
vicinity, they will have an impact on each other and on the incoming waves. It is
important to note that within this research, only floating point-absorber WECs are
considered. A wave traveling towards a floating WEC will interact with it in three
ways (see Figure 1.3):

• Reflection: the incident wave will partly hit the WEC and reflect towards the
open sea.

• Diffraction: the incident wave will partly move around the WEC and change
direction.

• Radiation: the incident wave will interact with the WEC, inducing motions.
This WEC motion generates waves, radiating away from the floating WEC
in circular patterns.

Incident

DiffractedRa
diated

Reflected

Figure 1.3: Visual representation of incident, radiated and diffracted waves around an
array of 3 floating structures. The combination of these wave fields results in the total
wave field around the 3 floating structures.

These wave interactions close to the structures are called ”near-field” effects, while
the propagation of these waves further away from the structures are called ”far-
field” effects. The superposition of these phenomena results in a complex perturbed
wave field (Stratigaki et al., 2014b,a; Troch and Stratigaki, 2016). Simulating the
wave transformations within and around a WEC array is complex; it is difficult, or in
some cases impossible, to simulate both near-field and far-field effects using a single
numerical model, in a time and cost-efficient way in terms of computation time
and effort. This can be achieved by linear coupling of a wave-structure interaction
solver for the near-field effects and a wave propagation model for the far-field
effects, as illustrated in Figure 1.4.
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+

Perturbed
wave-structure interaction solver

Perturbed
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+

Figure 1.4: Visual representation of linear coupling methodology, where superposition is
applied to achieve the total wave field

Secondly, the development of WECs can benefit significantly by improving the
design in storm conditions. This is possible by performing research into the mo-
tions of the devices and forces acting on them during heavy seas and storm con-
ditions. Specifically, numerical simulations can be performed to find the optimal
WEC design in a cost-effective way. In recent years, computational power has
increased significantly, allowing to numerically model wave-structure interaction
with floating WECs. Specifically, Smoothed Particle Hydrodynamics (SPH, Mon-
aghan (1992)) has proven to be an excellent method to accurately model floating
objects within violent free surface flows (see Section 2.1 for the state-of-the-art).
However, before SPH models can be readily applied to solve real engineering prob-
lems with reasonable computation times of hours to days, some improvements
are needed, which are listed by the SPH community in the Grand Challenges
(spheric-sph.org/grand-challenges):

1. Convergence, consistency and stability

2. Boundary conditions

3. Adaptivity

4. Coupling to other models

5. Applicability to industry

Within this research, focus is mainly put on challenges 2 and 4, by applying open
boundaries and coupling the SPH model to a fully non-linear potential flow model.

1.2 Outline

The manuscript is outlined as follows. The background and motivation for the
research topic has been given in Chapter 1. In Chapter 2, the state-of-the-art
is given, knowledge gaps are identified and research objectives are presented. In
Chapter 3, the necessary theoretical background is supplied to fully understand all

spheric-sph.org/grand-challenges
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the applied numerical models. Chapter 4 presents the linear coupling methodology
between the fully nonlinear potential flow (FNPF) solver OceanWave3D and the
boundary element method (BEM) solver Nemoh. The methodology is explained in
detail, compared to a similar coupling with a mild-slope equation solver MILDwave
and compared to the WECwakes experimental dataset. Next, the 2-way non-linear
coupling methodology is presented in Chapter 5. There, moving boundaries are
applied on the interface between OceanWave3D and the SPH solver DualSPHysics.
Validation is done with theoretical solutions and experimental data. In Chapter
6, the coupling methodology is improved by applying open boundaries for wave
generation and absorption. The coupling implementation is improved as well, using
both socket programming as well as using MPI protocols. A short comparison of
the introduced methodologies and their applicability is given in Chapter 7. Finally,
concluding remarks and suggestions for further work are given in Chapter 8.

Additionally, Appendix A presents the software package openWEC, created by
the author of this manuscript. Appendix B presents the Stokes 5th Order Wave
Theory, while Appendix C provides the full OceanWave3D-MILDwave comparison
for the linear coupling methodology and Appendix D the comparison with the
WECwakes data. Finally, Appendix E presents all the code changes made to the
software packages, as well as the newly created code.



Chapter 2

Scientific State-Of-The-Art

Within this chapter, a concise overview is given of the state-of-the-art for numerical
modelling of WECs, available coupling methodologies, and wave generation and
absorption techniques in SPH. Additional literature review is included in every
chapter focusing on each particular research topic.

2.1 Numerical modelling of WECs and WEC farms

A thorough review of the state-of-the-art on available numerical models for WEC
and WEC array modelling is given in the book: Numerical modelling of wave energy
converters: state-of-the-art techniques for single devices and arrays edited by Folley
(2016a). This section provides a concise review of numerical modelling of WECs
and WEC farms, and is similar to the review presented in Devolder (2018).

Generally, a large number of numerical models exist to study the hydrodynamic
interactions between waves and WECs. The choice for a particular model is mostly
based on a trade-off between the accuracy of the results and the necessary computa-
tional time. Simple linear 1D WEC models are very fast and approximate the WEC
as a mass-spring-damper system, forced by linear waves. Complex models such as
computational fluid dynamics (CFD), to which SPH belongs, calculate the full 3-D
flow field around the WEC and are consequently very computationally expensive.
These models are thus specialised in studying the near-field effects. Additionally,
selecting a numerical model strongly depends on the physics which need to be sim-
ulated and resolved. For example, some models are aimed at calculating the power
absorption of a specific prototype, focusing on energy conversion and efficiency.
Here, calculating the capture width ratio is often performed as a measurement of
a device its performance and efficieny. It is the ratio of the mean absorbed power
by the device and the incident wave energy along the device’s width. It was for
example used to create a database of a large number of WEC concepts in Babarit
(2015). Alternatively, several models are applied to calculate the hydrodynamic
flow field around the WECs as well as the motion response of the WECs (near-field
zone) while other models are focussing on studying wave transformations around
WEC arrays at a larger distance (far-field zone) (Folley et al., 2012).

7
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The first numerical models were based on semi-analytical techniques and were
used for modelling basic WEC geometries, such as cylinders and spheres. The first
large body of research on point absorber WEC arrays was carried out by Budal
(1977), Evans (1980) and Falnes (1980). Here, the maximum power absorption
of the array is calculated using an analytical expression, called the point absorber
method. For this method to be applicable, it is necessary that the WEC’s diameter
is small compared to both the wave length and the inter-WEC distance. It is thus
assumed that there are now interactions between the WECs. All the available
semi-analytical techniques for WEC modelling are reviewed in Child (2016). At
that time (seventies and eighties), computational power was limited, limiting the
techniques to use linear theory. However, over the past decades, computational
power has increased significantly, enabling reduction of model assumptions and
resulting in the use of more complex WEC modelling methods. Despite this increase
in computational power, semi-analytical models are still used for preliminary design
studies of large WEC arrays and for array layout optimizations. Due to their
performance, they allow for a large set of configurations to be tested.

Still assuming linear potential flow theory, more advanced techniques were de-
veloped to model complex WEC geometries. Specifically, a panel method called
the Boundary Element Method (BEM) was developed in order to numerically cal-
culate hydrodynamic properties such as added mass, hydrodynamic damping, wave
diffraction, radiation and excitation forces. These coefficients are explained in de-
tail in Chapter 3. Examples of software packages are Aquaplus (Delhommeau,
1987), ANSYS Aqwa (2018), WAMIT (2016) and Nemoh (Babarit and Delhom-
meau, 2015). The latter has been used in the creation of openWEC, an open-source
WEC modelling tool created by the author of this manuscript, and further explained
in Appendix A. These models are applied to calculated the hydrodynamic response
of a WEC to an incident wave field in the frequency domain. An overview of these
frequency-domain models is given in Alves (2016). These models can also be used
to perform simulations of large WEC arrays because of increased available com-
putational power. In Balitsky et al. (2017b) an optimisation algorithm for WEC
array layouts was developed. Similarly, the power production of a heterogeneous
array of heaving bodies was optimized using a BEM solver in Bellew et al. (2009).
Comparison with experimental data and second-order models was performed in
Bellew and Stallard (2010). The floater response within an array was numerically
modeled and response amplitude operators (RAO) were compared to experimental
data in Thomas et al. (2008). A similar approach is used to model the optimal
configuration of a multi-body WEC line absorber system in Moreno (2015). Next
to frequency-domain modelling, also time-domain modelling is often applied (Ricci,
2016). In certain cases, it is necessary to study the motion of a WEC in the time
domain, for example when the effect of a realistic non-linear power take-off (PTO)
system or when the influence of mooring lines is studied. PTO control algorithms
and mooring forces are often non-linear. According to Folley et al. (2012), this
makes time-domain modelling very powerful, but compared to frequency domain
models, more computation time is required. Another modelling technique is the
use of probabilistic models, for example spectral-domain models. Here, a statistical
representation of the sea state is used and the WEC’s response is predicted by a
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transformation function (Folley, 2016b). A disadvantage of the time and spectral
domain models is that they are restricted to linear hydrodynamics and are only
valid for small amplitude waves and small motions of the WECs. Note that some
time domain models allow the implementation of weakly non-linear terms such as
non-linear buoyancy or viscous forces and non-linear PTO or mooring forces.

Due to the rapid increase of computational power more advanced, non-linear
models could be applied for WEC modelling. A thorough review of non-linear
methods used for WEC modelling can be consulted in Penalba et al. (2017). Here,
the focus is put mainly on fully non-linear potential flow (FNPF) models and com-
putational fluid dynamics (CFD) models, to which both mesh-based solvers such
as finite-volume (FV) methods and mesh-free solver such as smoothed particle
hydrodynamics (SPH) belong. FNPF models are more efficient in terms of compu-
tation time than CFD models. FNPF models assume an inviscid flow and are able
to model steep waves and large device motions for non-breaking wave conditions
(Fitzgerald, 2016). However, it is impossible for FNPF models to simulate phyiscal
processes such as overturning and breaking waves, wave slamming, air entrainment,
water exit or entry problems and turbulence. Furthermore, the inclusion of viscous
damping forces are important to predict realistic WEC motions, especially near
resonance (Li et al., 2012). Additionally, research is still lacking on the importance
of non-linear potential flow effects in relation to viscous flow effects, specifically for
prototype-scale WECs (Fitzgerald, 2016; Penalba et al., 2017). The WEC physics
are best reproduced using a non-linear viscous computational fluid dynamics solver.
An extensive review on CFD-based numerical wave tanks for high-fidelity numeri-
cal modelling of ocean wave energy systems is given in Windt et al. (2018). CFD
solves the Navier–Stokes equations, representing the hydrodynamics with a very
high accuracy. CFD is necessary to model complex physical processes for WEC
modelling, such as wave breaking, extreme wave conditions and wave-by-wave
control algorithms. In these conditions, and specifically close to resonance, viscous
and non-linear effects need to be captured by the numerical model. In addition,
turbulence modelling is necessary when flow separation and vortex shedding occur.
Turbulent flows can be modelled using several approaches. In a direct numerical
simulation (DNS), the model resolution is increased to resolve the turbulent flows.
In large eddy simulations (LES), only part of the vortices is resolved by the mesh,
while the other part is calculated by a turbulence model. In a Reynolds-averaged
Navier–Stokes (RANS) simulation, all turbulent effects are modelled and none are
resolved. For example, the drag coefficients on heaving point-absorbers were esti-
mated using a RANS model in Gu et al. (2018). In Wolgamot et al. (2015), the
use of CFD for WECs is reviewed and a comparison between CFD and experimen-
tal results has been performed for various studies, demonstrating the feasibility of
CFD simulations for wave energy applications. While array modelling in CFD is
very computationally expensive, it has been performed in Devolder (2018).

The above described CFD models are all mesh-based Eulerian solvers. How-
ever, Lagrangian mesh-less methods can be successfully applied for WEC modelling
as well. One of these methods is the Smoothed Particle Hydrodynamics (SPH)
method. Instead of grid cells, SPH uses particles which are moving inside the com-
putational domain and estimate physical properties as a weighted average of the
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neighboring particles (see Section 3.6 for a detailed theoretical background). The
Lagrangian reference frame of SPH makes it useful in solving problems with large
deformations and distorted free surfaces. The feasibility of using SPH for WEC
modelling is reported in Verbrugghe et al. (2017a). Floating bodies in waves have
been successfully studied in 2-D in Manenti et al. (2008). Monaghan et al. (2003)
and (2005) have shown that their SPH method conserves both linear and angular
momentum. Bouscasse et al. (2013a) has succesfully validated nonlinear water
wave interaction with floating bodies in SPH, comparing results with experimental
data from Hadžić et al. (2005), which include free-surface deformations due to the
motion (heave, surge and pitch) and presence of floating boxes. Canelas et al.
(2015) has performed several validations, analysing the buoyancy-driven motion
with solid objects which are larger than the smallest flow scales and have various
densities. This was done using DualSPHysics, an open-source code based on the
SPH methodology. Wave generation by a heaving cylinder and incident waves
interacting with a fixed cylinder were studied in Omidvar et al. (2012). 3-D prob-
lems of wave generation by a heaving cone and a floating body in waves undergoing
predominantly heave motion are investigated in Omidvar et al. (2013). Specific
modelling of WECs has been performed in Altomare et al. (2016b) and Chen et al.
(2014) while both fixed and floating Oscillating Water Columns (OWC) have been
modelled in Crespo et al. (2017) and (2018b).

2.2 Coupling methodologies for wave-structure in-
teraction solvers

In order to study both the near-field and far-field effects, different numerical models
can be merged into a coupled model. A coupled model uses the best features
of each individual model to accelerate the numerical simulation and improve the
total accuracy. Typically, a wave propagation model is coupled to a wave-structure
interaction solver. The first is applied to calculate the incident waves and propagate
the wave transformations in a large domain (far-field zone) at a low computational
cost. The latter is used to calculate the hydrodynamic flow field around a WEC
and its response in a relatively small domain (near-field zone) and is typically more
computationally expensive.

Weakly coupled models, where one model is run before the other (1-way in-
formation transfer), have been applied to connect a Boundary Element Method
(BEM) solver with a Volume-Of-Fluid (VOF) solver in Lachaume et al. (2003) and
Biausser et al. (2004). Similarly, a fully non-linear potential flow (FNPF) model has
been used to initialize a VOF model in Hildebrandt et al. (2013). A similar coupling
is realised in Janssen et al. (2010), where a particle-based Lattice-Boltzman model
is nested within the FNPF model. For linear simulation over variable bathymetry,
there have been studies coupling a wave propagation model (shallow water equa-
tions or potential flow theory) and a BEM wave-structure interaction solver. This
coupling methodology, applying a circular coupling zone, has been first introduced
by Stratigaki et al. (2014a) and Troch and Stratigaki (2016), and was adapted and
applied in Verbrugghe et al. (2017b). Recently, improvements have been made to
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optimize performance and accuracy, as demonstrated by Balitsky et al. (2017a) and
Verao Fernandez et al. (2017). Similar methodologies have been applied by Char-
rayre et al. (2014b) and Tomey-Bozo et al. (2016). The latter applies a rectangular
coupling zone rather than a circular one.

Strong coupling is also evident in the literature, for example BEM-level set
methods (Colicchio et al., 2006) and models where BEM is coupled to VOF (Kim
et al., 2010; Guo et al., 2012). Fully nonlinear potential flow theory solvers and
particle methods hybrid algorithms have also been tested with success, demon-
strated by Sriram et al. (2014). Recently, the creation of hybrid models with SPH
has also become popular, specifically with the adoption of Finite Volumes (FV).
In Marrone et al. (2016) and Altomare et al. (2016a) a weakly compressible SPH
formalism has been used, while incompressible SPH (ISPH) has been employed in
a previous study by Napoli et al. (2016), where a coupling with FV was realised.

Coupling SPH solvers to other models is one of the SPHERIC Grand Chal-
lenges (spheric-sph.org/grand-challenges). A general algorithm for one-
way coupling of SPH with an external solution has been proposed in Bouscasse
et al. (2013b). The interaction between the SPH solver and the external solution
is achieved through an interface region containing a ghost fluid, used to impose
any external boundary condition. In Fourtakas et al. (2018), A hybrid Eulerian-
Lagrangian incompressible SPH formulation is introduced, where two different SPH
formulations are coupled rather than two completely different solvers. The SPH
solver DualSPHyics has been coupled in Altomare et al. (2016a) and (2018a),
where a one-way coupling was realized with the wave propagation model SWASH.
A numerical wave flume has been created to simulate wave impact and run-up
on a breakwater. The first part of the numerical flume is simulated using the
faster SWASH model, while the wave impact and run-up are calculated using Du-
alSPHysics. Here, a one-way coupling is sufficient, since there is only interest in
the impact of waves on the breakwater. In Kassiotis et al. (2011), a similar ap-
proach has been adopted, where a 1D Boussinesq-type wave model is applied for
wave propagation in most of the spatial domain, and SPH computations focus on
the shoreline or close to off-shore structures, where a complex description of the
free-surface is required. In Narayanaswamy et al. (2010), the Boussinesq model
FUNWAVE was coupled to DualSPHysics, where the key development was the
definition of boundary conditions for both models in the overlap zone. A wave
generator in SPH moved according to the velocities from the adjacent Boussinesq
nodes. Similarly, an incompressible SPH solver has been coupled to a non-linear
potential flow solver QALE-FEM in Fourtakas et al. (2017). In Chicheportiche
et al. (2016), a one-way coupling between an potential Eulerian model and an
SPH solver is realised, applying a non-overlapping method using the unsteady
Bernoulli equation at the interface. In Chang et al. (2018), both a 1-D and 2-D
coupling between SPH and a shallow water equation (SWE) model was realised
to simulate open channel flows. These studies applied coupling to speed up the
simulation time by minimizing the computationally intensive SPH domain. Other
studies apply coupling to combine both the benefits of mesh-based and mesh-free
CFD methods. In Didier et al. (2013), the wave propagation model FLUINCO is
coupled to an SPH code, and validated with experimental data of wave impact on

spheric-sph.org/grand-challenges
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a porous breakwater. A hybrid multiphase OpenFOAM-SPH model is presented
in Kumar et al. (2015), where the SPH method is used on free surfaces or near
deformable boundaries whereas OpenFOAM is used for the larger fluid domain.
A similar coupling is used, where breaking waves are modelled with SPH and the
deeper wave kinematics are modelled with a FV method. This has been demon-
strated in Marrone et al. (2016) for a weakly-compressible SPH (WCSPH) solver
and in Napoli et al. (2016) for an incompressible SPH (ISPH) solver.

2.3 Wave generation and absorption in SPH

To date, in SPH modelling, two main approaches have been used (Altomare et al.,
2017):

• moving boundary generation;

• internal generation;

Internal wave generation with a non-reflective internal wavemaker algorithm has
been proposed by Lin and Liu (1999). Thre, the Boussinesq equations are used to
derive a momentum source term, which is added into an Incompressible SPH model
using the Lagrangian Navier–Stokes equations. The most common wave genera-
tion method in SPH is the moving boundary generation. This mechanism tries
to translate the mechanical wave generation techniques of experimental facilities
directly into the numerical model. A moving boundary is implemented as a nu-
merical wavemaker that generates and absorbs waves. Examples of this generation
method can be found in Didier and Neves (2012); Manenti et al. (2008); Meringolo
et al. (2015); Altomare et al. (2017). A 2-D numerical wave tank was presented
in Ni and Feng (2013). This wave tank was based on the open-source SPH-based
DualSPHysics model (Crespo et al., 2015). Source generation was applied and
wave absorption was performed using analytical relaxation approach. In this study,
instead of moving boundaries, water particles inside the source generation zone
move according to periodical velocities calculate with Stokes wave theory. How-
ever, only regular wave cases were validated using this approach. Neither irregular
waves nor second-order bound long waves were simulated. Additionally, this type of
wave generation technique has a higher computational cost than wave generation
with moving boundaries. This is due to the large number of water particles needed
in both the generation zone and the sponge layers (Ni et al., 2014). In Altomare
et al. (2018b), the relaxation zone method was successfully implemented into Dual-
SPHysics, acting as an internal wave maker and allowing coupling to other models
or analytical solutions. An absorbing wavemaker was implemented in the SPHysics
model (Gomez-Gesteira et al., 2012) by Wen et al. (2016). However, only linear
wave theory was applied to generate the waves and only regular wave tests were
considered. Omidvar et al. (2013) used an irregular wave generation based on the
linear wave theory to generate focused waves. Neither super nor subharmonic com-
ponents were considered in their approach. Recently, Ni et al. (2018) presented
a wave generation and absorption technique with non-reflective open boundaries,
very similar to the method introduced in this work. However, there are some key
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differences rendering the method described in this work more flexible than the one
introduced by Ni et al. (2018), which will be discussed in section 6.2.2.

In addition to wave generation, wave absorption is equally important in any
physical or numerical model within coastal engineering. Wave absorption is specif-
ically necessary to damp the wave energy and reduce the reflections generated by
the domain boundaries. This can be done using passive wave absorber systems,
which can be established by placing a gentle slope, porous material or screens in
front of the boundaries. Like this, a large amount of the incident wave energy can
be dissipated. Dimensions of passive wave absorption systems typically depend
on the specific wave conditions. An exponential wave damping zone was applied
in Lind et al. (2012). In DualSPHysics, a similar algorithm is implemented and
introduces a damping region in the fluid domain (Altomare et al., 2017). The nu-
merical algorithm is very similar to application of sponge areas or porous materials
in physical model tests.

Passive absorption is not sufficient when waves interact with structures; active
wave absorption system is then needed. In active absorption, the wave generation
method is corrected in order to remove the reflected waves present in the domain
and to damp the re-reflection phenomenon. With moving wave generators, such
as paddles and flaps, the corrected wavemaker displacement in function of time is
obtained by transforming the original wave signal, to which an appropriate filter is
applied. This filter can be a time-domain or frequency-domain filter. In literature,
there are differences noticeable in the type of feedback correction signal used. In
Schäffer and Klopman (2000); Altomare et al. (2017), the free-surface elevation at
the wavemaker is used, while free-surface elevation and/or orbital velocities at a
fixed position in the fluid domain were used by Frigaard and Christensen (1995). In
Salter (1981), forces acting on the wavemaker were measured and used to calculate
the correction signal. The active wave absorption algorithm developed in this work
applies velocity corrections to the wave generator and wave absorber, based on the
measured surface elevations within the fluid domain, and thus relates the most to
Schäffer and Klopman (2000) and Altomare et al. (2017).

2.4 Knowledge gaps

Based on the literature review, the following knowledge gaps can be identified:

• There is a lack of numerical tools to model both near-field and far-field effects
of floating WECs over variable bathymetry.

• No coupling has been performed yet between a BEM solver and a FNPF
solver.

• There are no SPH models which have been coupled to a FNPF solver using
moving boundaries at the interface.

• A 2-way coupling between SPH models and wave propagation models has
never been done.



14 2. Scientific State-Of-The-Art

• Open boundaries have not been applied yet to generate and absorb waves in
DualSPHysics.

• There are no SPH models which have been coupled to a FNPF solver using
open boundaries at the interface.

2.5 Objectives and methodology

In this work, fundamental research is performed to fill the knowledge gaps defined
in section 2.4. The connection between the identified gaps, the pursued objectives
and the applied methodology to achieve the objectives is illustrated in Figure 2.1.
The following objectives have been set to fill the knowledge gaps:

1. Development of a linear coupling methodology between a BEM solver and
FNPF solver;
A linear coupling methodology between the BEM solver Nemoh and the
FNPF solver OceanWave3D is developed. This allows to model linear wave-
structure interactions of WECs and WEC arrays and propagate the resulting
wave transformations over a large domain with variable bathymetry.

2. Development of a 2-way non-linear coupling between an SPH solver and a
FNPF solver;
A non-linear coupling methodology between the SPH solver DualSPHysics
and the FNPF solver OceanWave3D. The coupling is developed in two ver-
sions: one with moving boundaries and one with the recently introduced
open boundaries.

3. Wave generation and absorption in DualSPHysics with open boundaries;
The recently introduced open boundaries allow for flows to freely enter and
exit the DualSPHysics domain. In this work, these boundaries are applied to
generate, propagate and absorb waves using an inlet and outlet zone with
buffer particles, and impose a corrected velocity profile to those particles.

To achieve these objectives, both a linear and non-linear coupling methodol-
ogy are developed. First, a linear coupling between the BEM solver Nemoh and
the FNPF solver OceanWave3D is realised. Since linear theory is applicable, the
coupling can apply the superposition principle: the total wavefield around a WEC
array is obtained by superposing incident and perturbed wavefields. The incident
wavefield is propagated over a large OceanWave3D domain, with an optional vari-
able bathymetry. The perturbed wavefield can be calculated by Nemoh, in a small
domain around the WEC array, and propagated further in the large OceanWave3D
domain. Both resulting wavefields are summed to obtain the total wavefield. The
methodology is validated by comparing the results to an alternative wave propa-
gation model MILDwave and by comparing results to experimental data from the
WECwakes project. The non-linear coupling methodology cannot apply the super-
position principle, thus an online non-linear coupling is needed. The SPH solver
DualSPHysics is nested into the FNPF solver OceanWave3D. At the coupling in-
terfaces, surface elevations and orbital velocities are measured in OceanWave3D
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Figure 2.1: Flowchart of the identified knowledge gaps, pursued objectives and the applied
methodology to achieve them.
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and imposed on the SPH particles. In a first coupling version, moving boundaries
with dynamic boundary particles are used to transfer the orbital velocities. A sec-
ond version applies open boundaries where buffer particles are used to generate
and absorb the waves. However, the validity of using open boundaries for wave
generation and absorption in DualSPHysics is first studied. Validation is done with
theoretical solutions and experimental data. The DualSPHysics surface elevations
can be sent back to OceanWave3D, overwriting the original solution, resulting in
a 2-way coupling. Like this, wave transformations occurring in the DualSPHysics
domain can propagate further in the OceanWave3D domain. All coupling method-
ologies are validated with experimental data or theoretical solutions. A final 3D
coupling is demonstrated in a proof-of-concept where a comparison is made with
experimental tests performed in the large wave flume at Ghent University.



Chapter 3

Theoretical Background

In this chapter, a detailed theoretical background is provided for readers who are not
familiar with the topics discussed in this manuscript. It starts with an elementary
introduction of the linear wave theory, but gradually gets more complex explaining
the radiation problem, setting up the motion equation for floating bodies and
providing the theoretical background for the software packages used.

3.1 Introduction to water waves

The response of a WEC to specified sea states requires knowledge of the physics
of water waves. When people talk about waves, they mostly think about nice
sinusoidal movement of the water surface. Although similar patterns are found in
nature in the form of swell or regular waves, mostly the sea surface is characterised
by a chaotic three dimensional wave pattern, called irregular waves. The response
of the WEC will thus also be irregular and three-dimensional. It is challenging to
comprehend the full complexity of this time-varying surface. The irregularity of
waves can however be approximated through the superposition of multiple regular
wave layers, each with different wavelengths, amplitudes, wave periods, angles and
phases. In 2-D the surface elevation of the ocean can be described by equation
3.1. Figure 3.1 shows the principle for 3-D waves.

η(x, t) =
n∑
i=1

ai · sin (kix− ωt) (3.1)

Here, η is called the surface elevation, depending on the position x and time t.
The wave amplitude of component i is denoted ai, while ki is the wave number and
ω the wave frequency. Underneath the surface of the waves, the water particles
move along circular and elliptical paths. These orbital motions are the greatest
near the free surface and their motion is restricted towards the sea bottom. They
are very important in the interaction with floating and submerged bodies.

Once the wave theory is established, the response of the WEC can be studied

17
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Figure 3.1: Irregular waves superposition principle

by determining all acting and counteracting forces. The motion equation is then
derived as a classical spring-mass-damper system. Lastly it is investigated how the
energy absorption of a WEC can be optimised.

3.2 The Linear Wave Theory

3.2.1 Introduction

In the 19th century George B. Airy published the linear wave theory, a first-order
small-amplitude theory which up to this day is still used as a basis for many the-
ories in ocean and coastal engineering (Airy, 1841). It describes all characteristics
of a regular sinusoidal wave in a vertical two dimensional space-time coordinate
system. In what follows the theory will be discussed step by step, using the Coastal
Engineering Manual (of Engineers, 2002) as a guideline.

Ocean waves with periods ranging from 3 to 25 seconds are primarily wind-
generated. Other waves like tidal waves and internal waves are not within the
scope of this study. The linear wave theory aims at developing an understanding
of surface gravity wave mechanics through the examination of waves with constant
amplitudes and periods.

The Airy theory builds on a number of assumptions in order to obtain a first-
order mathematical expression. The theory proves to be very useful providing the
assumptions are not strongly violated:

• The fluid is homogeneous and incompressible (ρ is constant)

• Surface tension can be neglected

• The Coriolis effect can be neglected

• The pressure at the free surface is constant and uniform
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• The fluid is ideal or inviscid

• There is no interaction with other water motions, the flow is irrotational
(only normal forces, shear forces are neglected)

• The bed is a flat, fixed, impermeable boundary (the vertical velocity at the
bottom is zero)

• The wave amplitude is small in relation to the wavelength and the waveform
is invariant in time and space

• Waves are plane or long-crested (2-D)

3.2.2 Wave parameters

Waves are characterised by a number of parameters. Figure 3.2 illustrates the
different wave parameters. A regular wave is represented by the spatial variable x
,the temporal variable t or the combination of both, the phase θ = kx− ωt. The
value of θ varies between 0 and 2π.

Figure 3.2: Wave parameters

The characterisation of a linear wave is completed by the wave height H = 2a,
the wavelength L and the water depth d. The highest point of the wave is called
the crest, while the lowest point is the trough. The height of the crest above
the still water level (SWL) is the wave amplitude a. The time interval between
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two crest (or trough) passages is called the wave period T . The wave length L is
the distance between two wave crests if a snapshot of the moving wave is taken.
Other parameters can be deduced from these. the angular frequency ω is defined
as ω = 2π/T , the wave number is k = 2π/L, the wave celerity is C = L/T and
the wave steepness is ε = H/L.

3.2.3 Velocity Potential

Previously the assumption of irrotationality was made, neglecting all shear forces
on the water particles. This assumption allows introducing the velocity potential
φ(x, z, t), a scalar function of which its partial derivatives are the horizontal and
vertical particle velocities u and w (see equation 3.2 and 3.3).

u =
∂φ

∂x
(3.2)

w =
∂φ

∂z
(3.3)

Due to the inviscid and incompressible behaviour of the ideal fluid, the velocity
at each point will satisfy equation 3.4, the continuity equation. Replacing the
velocities with equations 3.2 and 3.3, the well known Laplace Equation in φ is
found (equation 3.5).

∂u

∂x
+
∂w

∂z
= 0 (3.4)

∂2φ

∂x2
+
∂2φ

∂z2
= 0 (3.5)

3.2.4 Boundary conditions

In order to solve the partial differential equation, boundary conditions need to be
defined. Firstly the bottom is considered impermeable, thus the vertical velocity
should be zero at all time (equation 3.6). Secondly a fluid particle at the free surface
should remain at the surface at all times. This kinematic boundary condition is
expressed in equation 3.7. Another boundary condition at the free surface dictates
that the pressure p at the surface must be equal to the atmospheric pressure,
which we assume to be constant. This dynamic boundary condition is formulated
in equation 3.8 and is derived from the Bernoulli Equation.

w(x, z = −d, t) =
∂φ

∂z
(x, z = −d, t) = 0 (3.6)
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∂η

∂t
+ u

∂η

∂x
= w (3.7)

p

ρ
+
∂φ

∂t
+

1

2
(u2 + w2) + gη = 0 (3.8)

No complete solution is known for this mathematical problem, although it can
be found for some special cases. Assuming the free surface elevation η(x, t) is
very small relative to the wavelength L, a solution can be found by linearizing the
equations through scaling and dimensional analysis.

3.2.5 Solutions of the Linear Wave Theory

The solution of the differential problem delivers the three core aspects of the linear
wave theory: the velocity potential φ, the free surface elevation η and the dispersion
relation. The latter describes the fixed relation between the wave frequency and
the wave number. From these three base equations all characteristics of the regular
wave can be deduced. Due to the asymptotic behaviour of hyperbolic functions,
simplifications are possible. Mostly the factor kd, with k the wave number and
d the water depth, is found inside the hyperbolic functions, which mean there
are alternate formulations available for deep (kd is large) and shallow (kd is small)
water, relative to the wavelength L. The most important deduced wave parameters
are listed in table 3.1.

φ(x, z, t) =
ag

ω

cosh(k(z + d))

cosh(kd)
cos(ωt− kx) (3.9)

η(x, t) = a sin(ωt− kx) (3.10)

ω2 = gk tanh(kd) (3.11)

The hyperbolic functions dictate the depth-related behaviour of the water par-
ticles. The motion of the particles is negligible deeper than half a wavelength under
the free surface. Also in deep water the particles describe circular motions, while
the trajectories become more and more elliptical. In shallow water the particle mo-
tion is not negligible at the bottom. The particle ellipses gradually flatten from the
free surface to the bottom, where a pure horizontal oscillating motion is retained
(see figure 3.3).
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Figure 3.3: Wave orbital motions
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Water depth

Quantity Symbol Deep Shallow Intermediate

kd ≥ π 0− π/10 π/10− π

Dispersion Relation ω
√
gk k

√
gk

√
gk tanh(kd)

Celerity C gT
2π

√
gd gT 2

2π tanh(kd)

Group Speed ratio n 1
2 1 1

2

(
1 + kd 1−tanh2(kd)

tanh(kd)

)
Horizontal velocity u(x, z, t) a gTL e

kz cos(θ)
√

g
da cos(θ) a gTL

cosh(k(z+d))
sinh(kd) cos(θ)

Vertical velocity w(x, z, t) a gTL e
kz sin(θ) gT

L a
z+d
d sin(θ) a gTL

sinh(k(z+d))
sinh(kd) sin(θ)

Horizontal excursion ξ(x, z, t) −aekz sin(θ) 1
kda sin(θ) −a cosh(k(z+d))

sinh(kd) sin(θ)

Vertical excursion ζ(x, z, t) aekz cos(θ) z+d
d a cos(θ) a sinh(k(z+d))

sinh(kd) cos(θ)

Pressure oscillation p(x, z, t) pga ekz cos(θ) pga cos(θ) pga cosh(k(z+d))
cosh(kd) cos(θ)

Table 3.1: Linear Wave Theory quantities
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3.2.6 Wave Energy

An important quantity to be studied is the amount of wave energy transported
within a wave. The total energy of the wave system is calculated by taking the
sum of the potential energy Ep and kinetic energy Ek. The latter is the energy
carried by the moving water particles, while the first originates from the part of
the fluid mass above the SWL, the wave crest. The kinetic energy is calculated in
equation 3.12, while the potential energy is formulated as equation 3.13. According
to the Airy theory the potential equals the kinetic energy and their sum is equation
3.14. The total energy per unit surface area, the specific energy or energy density,
is shown in equation 3.15.

Ēk =

∫ x+L

x

∫ η

−d
ρ
u2 + w2

2
dz dx =

1

16
ρgH2L (3.12)

Ēp =

∫ x+L

x

ρg

[
(η + d)2

2
− d2

2

]
dx =

1

16
ρgH2L (3.13)

E =
1

8
ρgH2L (3.14)

Ē =
E

L
=

1

8
ρgH2 (3.15)

The wave energy flux is the rate of energy transport in the direction of wave
propagation. It is calculated across a vertical plan perpendicular to the direction
of wave direction and integrated over the entire depth. Equation 3.16 describes
the energy flux and shows that wave energy is transported with the group velocity
rather than the phase velocity.

P̄ =
1

T

∫ t+r

t

∫ η

−d
p u dz dt = ĒnC = ĒCg (3.16)

3.3 Free-floating body

A body freely floating on the ocean waves has 6 degrees of freedom: 3 transla-
tions and 3 rotations (see figure 3.4). Some bodies are restricted to one or more
degrees of freedom. For example, the point-absorber WEC described in Chapter
4 of this PhD is restricted to the heaving motion. However for this theoretical
background all degrees of freedom are used. The displacement is formulated by a
six-dimensional vector ξ while the velocities are presented by the vector v.

As with linear wave theory, a velocity potential is needed. The function not only
has to satisfy the boundary conditions for a regular wave, also an extra boundary
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condition is required at the interface between the free floating body and the water
as well as a boundary at infinity. To obtain these conditions the problem is split up
in 2 sub problems. The radiation problem describes the forced motion of a body in
originally still water. The diffraction problem studies the forces on a fixed body in
a regular wave field (see figure 3.5). The steps followed in this section are mainly
based on the work of De Backer (2009).

Figure 3.4: 6 degrees of freedom of a free floating body

Figure 3.5: Radiation (left) and Diffraction (right) sub problems

3.3.1 Radiation Problem

The first sub problem assumes an initial still water level. A sinusoidal motion is
then forced on the free floating body. This motion will radiate waves resulting in

a flow described by the radiation potential function φR. In equation 3.17 φ
(1)
i is

the potential per unit displacement amplitude in mode i.

φR =

6∑
i=1

ξiφ
(1)
i (3.17)

The radiation potential must satisfy the previous boundary conditions and the
boundary conditions at the water-body interface. The vector n is a unit vector with
direction normal to the ξ vector. Secondly a radiation condition at infinity must
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be satisfied, called the ’far field radiation condition’. It expresses the conservation
of energy principle in equation 3.19. Here Rb is the distance to the body and Cf
is a constant. The conservation principle is expressed through dividing by

√
Rb .

∂φi
∂n

= vini (3.18)

φi = jCf
ejkRb

√
Rb

for Rb → ∞ (3.19)

3.3.2 Diffraction problem

Secondly the device is fixed in all degrees of freedom within a regular wave field.
Waves hitting the body will be diffracted and a flow is induced described by the
diffraction potential φD. This diffraction potential must fulfill the laplace equation
(3.5), the boundary condition on the bottom (3.6) and the ones on the free surface
(3.7 and 3.8). An extra boundary condition is necessary on the water-body interface
Sb. There the continuity of the incident (φI) and diffracted potential must be
satisfied leading to equation 3.20.

∂φD
∂n

= −∂φI
∂n

on Sb (3.20)

The same far-field boundary condition (equation 3.19) as in the radiation prob-
lem applies here. Thus only the boundary condition at the body surface differs from
the boundary conditions of the radiation potential. Here the body has a predefined
velocity normal to the body surface.

3.3.3 Forces and pressure

Now that the radiation and diffraction potential functions are defined together with
their boundary conditions, they can be combined into a total velocity potential φ.
Assuming all three functions are harmonic with a frequency ω, φ can be expressed
as in equation 3.21. The hat symbols indicate the complex nature of the amplitude
of the velocity potential and body displacement vector.

φ = φI + φR + φD

= Re

[(
6∑
i=1

ξ̂iφ̂i + φ̂I + φ̂D

)
ejωt

]
(3.21)

Using the Bernoulli equation, the pressure can be obtained from the total
velocity potential. For this we assume the reference (atmospheric) pressure to be
p0 = 0 .

p = −ρ∂φ
∂t
− ρgz

= −ρRe

[
jω

(
6∑
i=1

ξ̂iφ̂i + φ̂I + φ̂D

)
ejωt

]
− ρgz

(3.22)
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By integrating the pressure acting on the body surface Sb , the hydrodynamic
forces Fh and moments Mh can be found. In equations 3.23 and 3.24 n is the
normal vector and r is the position vector. The total force vector is described as
F .

Fh =

∫∫
Sb

pn dS (3.23)

Mh =

∫∫
Sb

p(r× n) dS (3.24)

In equation 3.22 the integration over Sb of the three terms inside the brackets
is now discussed. The force resulting from integration of the first term is called the
radiation Force Frad . It consists of a part proportional to the body’s acceleration
and of a part proportional to the velocity. The first is multiplied by the constant
maji , called the added mass/inertia and the latter one is multiplied by the constant
bhydji , called the hydrodynamic damping coefficient. The index i denotes the
direction of oscillation and j is the direction of the force acting upon the body.

Frad,j =

6∑
i=1

−maji

d2ξi
dt2
− bhydji

dξi
dt

(3.25)

Integrating the second term results in the force contained by the incident wave
potential. This force is called the Froude-Krylov force. It is the force acting
on the body as if the body itself does not disturb the wave field. Integration of
the third term results in the diffraction force. Mostly the sum of the Froude-
Krylov force and the diffraction force is referred to as the exciting force Fex .
Lastly integrating the last term (outside the brackets) of equation 3.22 and sub-
tracting gravity forces results in the hydrostatic restoring force Fres .

Setting up the motion equation always starts with the Newtonś second law
of motion. It dictates that the force acting on a body is proportional to thre rate
of change of momentum. It means that in order to change the state of motion
of an object, there has to be an internal or external force acting on the body (see
equation 3.26).

m · a =
∑

F (3.26)

Applying the second law of motion to the free floating body results in:

6∑
i=1

[
(mji +maji)

d2ξi
dt2

+ bhydji
dξi
dt

+ cjiξi

]
= F̂exj

ejωt (3.27)

If all degrees of freedom are considered, then mji , maji , bhydji and cji are
all 6 × 6 matrices housing the coefficients for their specific degree of freedom.
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Equation 3.27 is a set of coupled differential equations. This set simplifies to a
single differential equation when only one degree of freedom is chosen. In the next
section the solution of the motion equation is discussed for the heaving motion of
a floating body.

3.4 Solving the Point-absorber Motion Equation

In this section the motion equation for the heaving motion of a point-absorber
WEC is solved. First the system is assumed to be a classic spring-mass-damper
system with an external harmonic force. In this way the dynamic behaviour of the
body itself is studied. Secondly the hydrodynamic forces are added and the total
response of a point-absorber WEC to a harmonic exciting force is studied.

(m+ma)
d2z

dt2
+ bhyd

dz

dt
+ cz = Fex · ejωt (3.28)

3.4.1 Spring-mass-damper system

First a classic forced spring-mass-damper system is studied. The external force is
harmonic with amplitude FA and frequency ω (see figure 3.6).

Figure 3.6: Classic forced mass-spring-damper system

The system is solved for its complementary function which arises solely due to
the system itself (no external force applied). The equation of motion simplifies to:

m
d2z

dt2
+ b

dz

dt
+ cz = 0 (3.29)

It is easily seen that the solution to this partial differential equation is of the
form a · eλt . Substituting this into equation 3.29 results in a simple quadratic
equation in λ.(

mλ2 + bλ+ c
)
· aeλt = 0

mλ2 + bλ+ c = 0
(3.30)
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The solution to equation 3.30 is given in equation 3.30 and depends on the
value of b2 − 4cm. Depending on its sign the roots will either be real or complex.
If the value is zero the system is critically damped. In this state the system returns
to its equilibrium position in the fastest manner without any oscillations.

λ1,2 =
−b±

√
b2 − 4cm

2m
(3.31)

The roots can be rewritten into equation 3.34 with the introduction of two
widely used variables: the natural frequency ωn and the damping ratio ζ.

ωn =

√
c

m
(3.32)

ζ =
b

2mωn
(3.33)

λ1,2 = −ζωn ± ωn
√
ζ2 − 1 (3.34)

The damping behaviour of the system now depends on the value of ζ2 − 1.
Three different states are defined and visualised in figure 3.7.

Figure 3.7: Damping modes of an unforced mass-spring-damper system

• 0 < ζ < 1 : The roots of the equation are a pair of complex conjugates. The
response of the system is sinusoidal with an exponential decaying amplitude.
The system is underdamped.

• ζ > 1 : The roots of the equation are a pair of real numbers. Their are
no complex variables, thus the response is non-oscillatory with exponential
decay. The system is overdamped.
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• ζ = 1 : There is one real solution to the problem. The system is critically
damped and returns to its equilibrium in the fastest way without oscillating.

The heaving motion of a point-absorber WEC is a typical example of an under-
damped system. In this mode the body makes oscillations around its equilibrium
position with exponentially decreasing amplitudes. The roots in equation 3.34 are
substituted in the general solution a · eλt, resulting in equation 3.35. For this the
damped natural frequency is introduced, calculated as ωd =

√
1− ζ2 · ωn. Using

the Euler identity, equation 3.35 can be rewritten in a more simplified form.

z(t) = e−ζωnt ·
(
a1e

iωdt + a2e
−iωdt

)
(3.35)

z(t) = A · e−ζωnt · sin (ωdt+ φ) (3.36)

In equation 3.36 A and φ are constants, depending on the initial conditions of
the system. The initial position and the initial velocity are needed to determine
both constants. The first one is easily found by setting t = 0 in equation 3.36. For
the latter the equation must be derived to t and then t = 0 should be substituted.
The constants are then found as:

A =

√
ω2
dx

2
0 + (v0 + ζωnx0)2

ω2
d

(3.37)

φ = tan−1

(
ωdx0

v0 + ζωnx0

)
(3.38)

Now the complementary function is known, the external force can be applied.
The reaction of the system solely due to the applied force is called the particular
solution. The total solution is then found as a superposition of the complementary
function and particular solution.

Due to the fact that the external force has a sinusoidal profile and the system
described is a linear system, the response will also be a steady-state sinusoidal
motion. The particular solution is thus of the form:

z(t) = zA · sin (ωt+ ε) (3.39)

Here zA is the amplitude of the steady-state motion and ε is the phase shift
relative to the applied force. By substituting equation 3.39 into the main motion
equation, the two constants can be calculated.

zA =
FA

[(c−mω2)2 + (bω)2]
1/2

(3.40)

tan ε =
−bω

c−mω2
(3.41)

The total response of a spring-mass-damper system to a sinusoidal exciting force
is finally calculated as the sum of the complementary function and the particular
solution:

z(t) = A · e−ζωnt · sin (ωdt+ φ) + zA · sin (ωt+ ε) (3.42)
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3.4.2 Point-absorber motion equation

Although the dynamic behaviour of a point-absorber WEC shows large resem-
blances with a classic spring-mass-damper system, it is a little bit more complex.
An important difference is the introduction of the damping force Fdamp, the PTO
force applied to absorb the energy, and the tuning force Ftun, an invested force
to perform phase-control on the device. The complete motion equation is given in
equation 3.43.

m
d2z

dt2
= Fex + Frad + Fres + Fdamp + Ftun (3.43)

The exciting wave force is given by Fex. The radiation force has already been
discussed in section 3.3.1. It is characterised by a part proportional to the acceler-
ation and a part proportional to the velocity. In the first term the parameter ma

is called the added mass, while bhyd is the hydrodynamic damping coefficient.

Frad = −ma(ω)
d2z

dt2
− bhyd(ω)

dz

dt
(3.44)

Fres is the hydrostatic restoring force. It is the vector sum of the upward
Archimedes force Farch and the downward gravity pull Fg . The force is propor-
tional to the position of the buoy. The hydrostatic behaviour can be represented
by a spring constant c, the hydrostatic restoring coefficient. It is expressed as
c = ρgAw, with Aw the waterline area of the heaving body.

Fres = Farch − Fg = ρgV (t)−mg = −cz (3.45)

The damping force is the force applied by the PTO to absorb the wave energy.
The force is proportional to the body’s velocity and is characterised by the external
damping coefficient bPTO. The force is assumed linear although in practice it
mostly is not. The same applies for the tuning force, which is proportional to the
acceleration and can be seen as a supplementary mass (see equation 3.46). It is a
force which requires reinvestment of the energy. However due to the supplementary
mass, the natural frequency of the system is manipulated to bring it closer to the
frequency ωw of the incoming wave train (see equation 3.47). In this way the
response of the body can be maximised through the resonance principle.

Ftun = mPTO
d2z

dt2
(3.46)

ωn =

√
c

m+ma +mPTO
≈ ωw (3.47)

Having defined all force terms adding to the inertia of the device, the total
motion equation can be rewritten as follows (visual representation in figure 3.8):
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Figure 3.8: Point-absorber WEC system diagram

(m+ma(ω)+mPTO)
d2z(t)

dt2
+(bhyd(ω)+bPTO)

dz(t)

dt
+cz(t) = Fex(ω, t) (3.48)

An important remark to make is the frequency dependency of the hydrody-
namic damping coefficient and the added mass. Both of these parameters can be
calculated using BEM solvers such as Wamit (2016) and Nemoh (Babarit and Del-
hommeau, 2015). The parameters bPTO and mPTO are controllable and can be
optimised for every incoming wave train. Although maximum response is desired,
extra restrictions will be introduced to avoid unrealistic motion of the buoy (for
example submerging of the buoy, too high cable velocity, ...).

The steady state solution of equation 3.48 has already been determined (see
equation 3.39: z = zA sin (ωt+ ε) ). This time the amplitude zA and phase angle
ε are given by:

zA(ω) =
Fex,A√

[c− (m+mPTO +ma(ω)) · ω2]
2

+ [(bhyd(ω) + bPTO)ω]
2

(3.49)

ε = φex − tan−1

(
(bhyd(ω) + bPTO)ω

c− (m+ma(ω) +mPTO)ω2

)
(3.50)

3.5 BEM solver Nemoh

The linear wave-structure interaction solver used in this research is the open-source
software package Nemoh, developed at Ecole Centrale de Nantes (Babarit and
Delhommeau, 2015). The current Version v2.03 is based on linear potential flow
theory and thus makes the following assumptions:
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1. The fluid is inviscid;

2. The fluid is incompressible ;

3. The flow is irrotational;

4. The wave amplitude is small w.r.t. the wavelength;

5. The amplitude of the body motion is small w.r.t. its dimension;

6. The sea bottom is flat;

The flow is described by a velocity potential φ, as a function of time and space.
The flow field ~ν is expressed as the gradient of the velocity potential:

~ν = ∇φ (3.51)

Combining Equation (3.51) with Assumption 2 leads to the well-known Laplace
equation:

∆φ = 0 (3.52)

This equation is valid in the entire fluid domain, denoted Ω. The whole velocity
potential problem becomes then a linear Boundary Value Problem (BVP), visually
represented in Figure 3.9. The boundary conditions are given in the set of Equation
(3.53).

∂φ(M)
∂z = ω2

g φ(M) ∀M ∈ ∂ΩF
∂φ(M)
∂z = 0 ∀M ∈ ∂Ωh

∂φ(M)
∂z = f(M) ∀M ∈ ∂ΩB

√
R(∂φ(M)

∂R − im0)(φ− φ0)→ 0 R→ 0

(3.53)

Here, M(x, y, z) is a given point in the fluid domain, f(M) is a scalar function,
m0 is the wave number solution of the dispersion relation and φ0 is the incident
wave potential at infinity. The boundary conditions are expressed over the different
boundary surfaces, where the indices stand for:

• F : fluid domain boundary

• h: sea bed boundary

• B: floating body boundary

• i: interface of floating body with the free surface

This 3-D problem can be transformed into the 2-D problem of a source dis-
tribution on the body surface using Green’s second identity and the appropriate
Green function (Delhommeau, 1987, 1989). The mathematical problem is then dis-
cretized using a constant panel method, leading to a linear matrix problem whose
coefficients are the influence coefficients. The BVP is numerically solved in the
frequency domain; leading to the full flow field underneath the body. From the
flow field, several other quantities are calculated:
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Figure 3.9: Linear boundary value problem, numerically solved in Nemoh. (Figure
adapted from Babarit and Delhommeau (2015))

• The hydrodynamic coefficients: added mass mA and hydrodynamic damping
bhyd;

• The pressure field p on the body surface and the Froude–Krylov forces FFK ;

• Far-field diffracted and radiated velocity potential in the form of Kochin
functions;

• Near-field diffracted and radiated surface elevation |D| exp(iφD) and |R| exp(iφR);

These quantities are necessary for the coupling with each of the wave propa-
gation models, which are discussed in the next section.

3.6 SPH solver DualSPHysics

Within this work, the software used for the detailed non-linear modelling of the
wave-structure interactions is DualSPHysics (Crespo et al., 2015). It applies the
Smoothed Particle Hydrodynamics (SPH) formulation, a mesh-less method that
interprets a continuous fluid as a set of discrete elements, named particles. This
section, which is strongly based on the DualSPHysics User Guide v4.2 (Crespo
et al., 2018a), explains the theory behind the SPH method and some of the algo-
rithms available within DualSPHysics.

Within SPH, the physical properties of a particle a, determined by the Navier–
Stokes equations, can be calculated by interpolation of the values of the nearest
neighbouring particles. The contribution of the neighbouring particles is weighted,
based on their distance to particle a, using a Kernel function with a characteristic
length h (see Figure 3.10). When a particle is at a distance larger than s · h away



3.6. SPH solver DualSPHysics 35

from particle a, the interaction can be neglected. The parameter s depends on the
choice of the Kernel and is set to be equal to 2 in this work.

W(ra-rb,h)

s·h

a

b

Figure 3.10: Visualisation of Kernel function W with smoothing length h

Fundamentally, any function F (r), defined in r’, is estimated by integral ap-
proximation:

F (r) =

∫
F (r’)W (r− r’, h)dr (3.54)

In order to solve equation 3.54 numerically, discretisation is necessary. In its discrete
form, the integral approximation transforms into an interpolation at a given location
(or particle a) and a summation over all the particles within the region of compact
support of the kernel:

F (ra) ≈
∑
b

F (rb)W (ra − rb, h)∆vb (3.55)

Here, ∆vb is the volume of the neighbouring particle b. If ∆vb = mb/ρb, with m
and ρ being the mass and density of particle b, then equation 3.55 becomes:

F (ra) ≈
∑
b

F (rb)
mb

ρb
W (ra − rb, h) (3.56)

The choice of the smoothing kernel has a large influence on the performance of the
SPH model. The kernel is expressed as a function of the non-dimensional distance
between particles q = r/h. Here, r is the distance between a certain particle a and
a particle b, while h is the smoothing length, controlling the area around particle
a in which neighbouring particles are considered. In this research, a Quintic kernel
is applied (Wendland, 1995) with an influence domain of 2h (s = 2), defined as:

W (r, h) = αD

(
1− q

2

)4

(2q + 1) 0 ≤ q ≤ 2 (3.57)

Here, αD is equal to 7/4πh2 (2-D).
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3.6.1 Governing equations

The governing equations in SPH are the Navier–Stokes equations, of which the
momentum equation is expressed as follows:

dv

dt
= −1

g
∇P + g + Γ (3.58)

Where g is the gravitational acceleration and Γ are dissipative terms. In its SPH
formulation, the momentum conservation is expressed as:

dva
dt

= −
∑
b

mb

(
Pb
ρ2
b

+
Pa
ρ2
a

+ Πab

)
∇aWab + g (3.59)

In equation 3.59, Pk is the pressure of particle k, while ρk is the density. The
viscosity term Πab is based on the artificial viscosity scheme, as proposed by Mon-
aghan (1992). It is a common method used in SPH to introduce viscosity, mainly
due to its simplicity. It is defined as:

Πab =


−αcabµab

ρab
vab · rab < 0

0 vab · rab > 0
(3.60)

With ρab = 0.5(ρa + ρb), rab = ra − rb and vab = va − vb, in which rk is the
particle position and vk the velocity. cab is the mean speed of sound and α is a
coefficient that needs to be set by the user to ensure a proper dissipation. In this
research, the value of α is set to 0.01, based on Altomare et al. (2015a), where
wave propagation and wave loadings on coastal structures were studied.

This research applies a weakly-compressible SPH formulation (WCSPH). This
means that the mass of every particle is kept constant, while only their density
fluctuates. These fluctuations are calculated by solving the continuity equation,
expressing the conservation of mass. In SPH formulation, this is defined by:

dρa
dt

=
∑
b

mbvab · ∇aWab (3.61)

Using a weighted summation of the mass terms would result in a density decrease
in the interface between fluids, near the free surface and close to the boundaries.
For this reason, a time differential is used, as suggested in Monaghan (1992).

One of the main reasons of large computation times in compressible SPH mod-
els is the necessity for a very small time step due to the inclusion of the speed
of sound. However, the compressibility can be adapted by artificially setting the
speed of sound to a lower value, resulting in a reasonable time step. This en-
ables the use of an equation of state to determine the pressure of the fluid. This
method is considerably faster than solving the Poisson’s equation, appearing in an
incompressible approach. According to Monaghan (1994) and Batchelor (2000),
the relationship between density and pressure follows Tait’s equation of state; a
small density oscillation will lead to large pressure variations:

P = B

[(
ρ

ρ0

)γ
− 1

]
(3.62)
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Here, B is related to the compressibility of the fluid, while ρ0 is the reference
density, which is set to 1000 kg/m3 in this research. The parameter γ is the
polytrophic constant, ranging between 1 and 7. The maximum limit for the density
is set for B = c2ρ0/γ, with c the speed of sound. Consequently, the choice of
B is of high importance, since it determines the value of the speed of sound.
As mentioned before, the speed of sound can be artificially lowered to ensure a
reasonable time step (Monaghan, 1994). However it is advised to keep the speed
of sound at least 10 times faster than the maximum expected flow velocity.

The time integration of the equations can be performed using a Verlet scheme
or a two-stage Symplectic method. The latter is time reversible in the absence of
friction or viscous effects (Leimkuhler et al., 1996). In this work, both schemes
are applied, where the explicit second-order Symplectic scheme has an accuracy
in time of O(∆t2) and involves a predictor and corrector stage. An explicit time
integration scheme is applied, depending on the CFL number, the force terms and
the viscous diffusion term. This enables use of a variable time step ∆t, calculated
according to Monaghan and Kos (1999).

3.6.2 Initial inter-particle distance

The initial inter-particle distance, dp , is the grid size that is initially used in SPH
to distribute each particle within the computational domain at the start of the
simulation, at t = t0. As soon as the calculation starts, the fluid particles can
move freely. However, the selected dp determines the mass of the particle and
the total amount of fluid and boundary particles, thus being an expression of the
model resolution. In this work, convergence studies are carried out to analyze the
influence of the model resolution on the results.

dp

Figure 3.11: Visualisation of the inter-particle distance dp at start time t = t0.

3.6.3 Delta-SPH formulation

The state equation mentioned in Section 3.6.1 describes a very stiff density field.
Unfortunately, this can lead to high-frequency low-amplitude oscillations in the
density scalar field (Molteni and Colagrossi, 2009). This effect is enlarged by the
natural disordering of the lagrangian particles. In order to mitigate these pressure
fluctuations, DualSPHysics allows the user to apply a delta-SPH formulation. This
is performed by adding a diffusive term to the continuity equation 3.61, which was
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originally introduced by Molteni and Colagrossi (2009):

dρa
dt

=
∑
b

mbvab · ∇aWab + 2δΦhc0
∑
b

(ρb − ρa)
rab · ∇aWab

r2
ab

mb

ρb
(3.63)

Here, δΦ is the free parameter which needs to be selected appropriately. Physically,
the delta-SPH formulation can be defined as adding the Laplacian of the density
field to the continuity equation. The influence of this added term in the continuity
equation has been carefully studied by Antuono et al. (2012). There, the con-
vergence of the operators was analysed by decomposing the Laplacian operator,
together with a linear stability analysis to investigate the influence of δΦ. Within
the fluid domain bulk, equation 3.63 represents an exact diffusive term. How-
ever, close to open boundaries such as the free surface, the behaviour changes.
There, the kernel is truncated (there are no particles sampled outside of an open
boundary), which results in a net first-order contribution (Antuono et al., 2012).
Consequently, a net force is applied to the particles. For non-hydrostatic situations,
this force is not considered relevant, since the magnitude is negligible with respect
to any other involved forces. Antuono et al. (2012) did propose corrections to this
effect, but they require a large computational cost since the correction involves the
solution of a renormalization problem for the density gradient. Within this work,
the recommended delta-SPH (δΦ) coefficient of 0.1 (Crespo et al., 2015) is applied.

3.6.4 Floating Objects

In this work, DualSPHysics will be used to model floating WECs in non-linear
wave conditions. Within SPH, the motion of a floating object is determined by
calculating the interaction forces between fluid particles and floating boundary
particles. By summing up all calculated force contributions, the accelerations,
velocities and consequently the translations and rotations of the floating object
can be determined. The floating body is assumed to be rigid, and the net force on
each floating boundary particle is computed as a weighted sum of the surrounding
fluid particles, based on the selected kernel function W and the smoothing length
h. A floating boundary particle k thus experiences a force per unit mass described
by:

fk =
∑

a∈WPs

fka (3.64)

Here, fka is the force per unit mass exerted by the fluid particle a within the kernel
W on the boundary particle k. This force is found by applying Newton’s law:

mkfka = −mafak (3.65)

For the calculation of the motions of the floating body, the standard equations of
rigid body dynamics can be applied:

M
dv

dt
=

∑
k∈BPs

mkfk (3.66)

I
dΩ

dt
=

∑
k∈BPs

mk (rk −R0)× fk (3.67)
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Here, M is the total mass of the floating object, while I is the moment of inertia,
v the translational velocity, Ω the rotational velocity and R0 the center of mass.
Time integration of equations 3.66 and 3.67 is applied to predict the values of v
and Ω for the beginning of the next time step. Every boundary particle in the
floating body consequently has a velocity given by:

uk = v + Ω× (rk −R0) (3.68)

All boundary particles within the floating body are finally moved by time integration
of Equation 3.68.

3.6.5 Practical implementation

As described above, solving the SPH formulation of the Navier–Stokes equations
requires a lot of computation time. This is due to the compressibility of the fluid,
requiring a small time step, and the number of neighbouring particles within the
kernel. Consequently, powerful computing hardware is necessary to perform SPH
modelling.

Table 3.2: Computing power employed for the present research

CPU GPU

Brand Intel Nvidia

Type i7 6700 GTX 1070

Cores 4 1920

Memory 32 GB 8 GB

Clock Speed 3.4 GHz 1.5 GHz

DualSPHysics, the software applied in this research was originally written in For-
tran and only available to compute on Central Processing Units (CPUs) (SPHysics).
However, in recent years Graphics Processing Units (GPUs) have appeared as a low-
cost alternative to accelerate numerical models. GPUs are specifically designed to
manage large amounts of data. Their computing power has developed to be much
larger and faster than conventional CPUs in certain cases. Since SPH solvers have
an algorithmic structure, very open to parallelism, the computing power of GPUs
can be also applied to SPH methods. DualSPHyiscs is created specifically with
GPUs in mind, giving the user the choice to calculate on either a CUDA-enabled
GPU or a CPU. Several optimizations was implemented to obtain the maximum
performance in both architectures (Doḿınguez et al., 2013). Within the present
research, both the CPU and GPU version of DualSPHysics are used to run the
two-way coupled wave propagation model. In Table 3.2, the specific hardware is
detailed.
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3.7 Wave Propagation

3.7.1 OceanWave3D

Throughout this research, the wave propagation model OceanWave3D was used
extensively for generating and propagating incident waves over a fixed or variable
bathymetry. OceanWave3D is an open-source, fully non-linear potential flow solver
(Engsig-Karup et al., 2009, 2013). It is aimed at closing the performance gap be-
tween traditional Boussinesq-type models and volume-based solvers such as the
fully non-linear potential flow model, and enables fast (near) real-time hydrody-
namics calculations. Within this research, it has been used both in its linear mode
and its fully non-linear mode. The following section explains the physics behind
the software, and is a summary of the full mathematical background, described in
Engsig-Karup et al. (2009).

3.7.1.1 Governing Equations

The fully non-linear potential flow problem for waves on a fluid of variable depth
is applied to calculate the free surface elevations on a 3-D grid. As typical for
potential flow problems, kinematic and dynamic boundary conditions govern the
evolution of the free surface:

∂tη = −∇η · ∇φ̃+ w̃(1 +∇η · ∇η) (3.69)

∂tφ̃ = −gη − 1

2

(
∇φ̃ · ∇φ̃− w̃2(1 +∇η · ∇η)

)
(3.70)

These are defined in function of the free surface quantities φ̃ = φ(x, y, η, t) and
w̃ = ∂z φ|z=η. The Laplace equation needs to be solved in the fluid domain in
order to find w̃ and develop equations 3.69 and 3.70 in time. For this, it is required
that φ̃ and η are known, together with the kinematic bottom boundary condition:

φ = φ̃, z = η (3.71)

∇2φ+ ∂zzφ = 0, −h ≤ z < η (3.72)

∂zφ+∇h · ∇φ = 0, z = −h (3.73)

There is no flow allowed through solid boundaries. This means the flow field needs
to be parallel to those boundaries, which implies that the velocity potential φ must
obey a no-normal flow condition:

n · (∇, ∂z)φ = 0, (x, z) ∈ ∂Ω (3.74)

Here, n = (nx, ny, nz) is a normal vector, pointing outward from the structural
boundary surfaces ∂Ω. The version of OceanWave3D used in this work, assumes
all solid boundaries to be vertical and aligned with the x- or y-direction, with the
exception of the fluid bottom.

Due to the oscillatory nature of waves, the free surface boundary is time-
dependent and moves with a position, unknown in advance. Therefore, a conve-
nient transformation of the vertical coordinate is applied, mapping the free surface
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solution to a time-invariant domain. This is done by using a non-conformal σ-
coordinate transformation:

σ ≡ z + h(x)

η(x, t) + h(x)
≡ z + h(x)

d(x, t)
(3.75)

In the transformed domain, the Laplace problem evolves to:

Φ = φ̃, σ = 1 (3.76)

∇2Φ +∇2σ(∂σΦ) + 2∇σ · ∇(∂σΦ)+

(∇σ · ∇σ + (∂σ)2)∂σσΦ = 0, 0 ≤ σ < 1 (3.77)

(∂zσ +∇h · ∇σ)(∂σΦ) +∇h · ∇Φ = 0, σ = 0 (3.78)

Here, Φ(x, σ, t) = φ(x, z, t). All of the non-linear coefficients can be calculated
from the known bottom positions and free surface.

In the σ-coordinates, the no-normal flow condition at the structural boundaries
is written as:

n · (∇, ∂zσ∂σ)φ = 0, (x, σ) ∈ ∂Ω (3.79)

Starting from the solution for the wave potential Φ in the σ-domain, the real
physical flow variables u and w in the (x, z)-domain can be obtained using the
chain rule:

u(x, z) = ∇φ(x, z) = ∇Φ(x, σ) +∇σ∂σΦ(x, σ) (3.80)

w(x, z) = ∂zφ(x, z) = ∂σΦ(x, σ)∂zσ (3.81)

The continuous problem is discretized using a method of lines approach. The
time-integration of the free-surface conditions is performed using a classical explicit
four-stage, fourth-order Runge-Kutta scheme. Spatial derivatives are replaced by
their discrete versions using the high-order finite difference method and non-linear
terms are treated by direct product approximations at the collocation points. At the
structural boundaries of the domain, i.e. at the bottom and wall sides, Neumann
conditions are imposed.

3.7.2 MILDwave

In simulating the far-field effects, the wave propagation model MILDwave is em-
ployed (Troch, 1998; Troch and Stratigaki, 2016). MILDwave, developed at the
Coastal Engineering Research Group of Ghent University, Belgium, is a phase-
resolving model based on the depth-integrated mild-slope Equations (3.82) and
(3.83) by Radder and Dingemans (1985). This particular model has been used
also in modelling WEC arrays in a number of recent studies (Troch and Stratigaki,
2016; Beels, 2009; Beels et al., 2008, 2010, 2011; Stratigaki et al., 2014a).
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3.7.2.1 Governing Equations

The depth-integrated mild-slope Equations (3.82) and (3.83) by Radder and Dinge-
mans (1985) are solved, which describe the transformation of linear irregular waves
with a narrow frequency band over a mildly varying bathymetry (bed steepness up
to 1/3):

∂η

∂t
= Bφ−∇ · (A∇φ) (3.82)

∂φ

∂t
= −gη (3.83)

Here, η and φ are, respectively, the surface elevation and the velocity potential
at the free water surface, g is the gravitational acceleration and the values of B
and A are calculated as:

B =
ω2 − k2 · C · Cg

g
(3.84)

A =
C · Cg
g

(3.85)

with C the phase velocity and Cg the group velocity for a wave with wave
number k and angular frequency ω.

A finite difference scheme on a two-step space-centered, time-staggered com-
putational grid is used to discretize and solve equations 3.82 and 3.83. The domain
is uniformly divided in grid cells with dimensions ∆x and ∆y and central differences
are used for spatial as well as time derivatives. Both η and φ are calculated in the
center of each grid cell at different time levels, (n+ 1

2 )∆t and (n+ 1)∆t, respec-
tively, leading to the following discretized equations (Brorsen and Helm-Petersen,
1999):

n
n+ 1

2
i,j

∼= n
n− 1

2
i,j +Bi,jφ

n
i,j∆t

− Ai+1,j −Ai−1,j

2∆x

φni+1,j − φni−1,j

2∆x
∆t

−Ai,j
φni−1,j − 2φni,j + φni+1,j

(∆x)2
∆t

− Ai,j+1 −Ai,j−1

2∆y

φni,j+1 − φni,j+1

2∆y
∆t

−Ai,j
φni,j−1 − 2φni,j + φni,j+1

(∆y)2
∆t

(3.86)

Internal wave generation techniques are used in combination with absorbing
sponge layers at the open boundaries. Waves are generated at an offshore boundary
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using the source term addition method, adding an additional surface elevation η∗

to the calculated value on a wave generation line for each time step. The wave
generation line can be straight, an arc or a circle. The numerical absorption of the
waves in sponge layers is obtained by multiplying the calculated surface elevations
on each new time step with an absorption function S(b) that has a value of 1 at
the start of the sponge layer and smoothly decreases till a value of 0 at the end. 2
absorption functions are available in MILDwave:

S1(b) =

√
1− (

b

Bs
)2 (3.87)

S2(b) =
1

2

(
1 + cos

(
π
b

Bs

))
(3.88)

with Bs the length of the sponge layer and b the distance from the outside boundary,
both expressed in number of grid cells.





Chapter 4

Linear Coupling Methodology

In Chapter 2, a number of knowledge gaps were introduced, one of them being
the lack of numerical tools to model both near-field and far-field effects of float-
ing WECs and WEC arrays over variable bathymetry. In this fourth chapter of
the thesis, a linear coupling methodology is introduced to perform fast numerical
simulations of floating WECs or WEC farms. With the development of a linear
methodology, the superposition principle is applied to simulate a total wave field
in large domains. The research presented is based on the following articles:

originally published as:
Verbrugghe, T., Stratigaki, V., Troch, P., Rabussier, R. and Kortenhaus, A. (2017).
A comparison study of a generic coupling methodology for modeling wake effects
of wave energy converter arrays. ENERGIES, 10:11. doi:10.3390/en10111697.

Verbrugghe, Tim, Peter Troch, Andreas Kortenhaus, Vicky Stratigaki, and AP
Engsig-Karup. 2016. “Development of a Numerical Modelling Tool for Combined
Near Field and Far Field Wave Transformations Using a Coupling of Potential Flow
Solvers.” In 2nd International Conference on Renewable Energies Offshore, 61-68.

4.1 Introduction

The success of the WEC technology strongly depends on its economic competitive-
ness and efficiency with regard to other renewable energy resources, like wind and
solar energy. To achieve competitive WEC technologies, a large number of devices
is needed in a park or farm configuration, composed of WEC arrays (Troch et al.,
2010). Deploying a large number of WECs in the sea has a significant impact on
the propagation of the incident waves, through the WEC array (Stratigaki et al.,
2014b). Due to the interaction of the WECs with the incident waves, the following
wave field physical processes, called “near-field effects”, take place:

• Reflection: the incident wave encounters the WEC. A part of its energy is
absorbed by the WEC; a part is transmitted past the WEC; and the remaining
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part is reflected, back to the open sea, with a smaller wave height and a
different phase.

• Diffraction: the waves undergo a change in direction as they pass around
the WEC, as a result of the lateral yield of momentum flux, resulting in a
concentric pattern, superimposed on the incident waves.

• Radiation: as a response to the incident wave field, a WEC that is not fixed
and has at least one degree of freedom will be put in motion, resulting in the
creation of radiated waves.

The combination of the above physical phenomena results in a complex total
wave field (see Figure 4.1, conveniently duplicated from Figure 1.3). At specific
locations, the superposition of the waves leads to a higher energy content, called
“hot spots”. In other locations, mostly in the lee of the WEC, there are wake
effects, leading to a lower energy content. Consequently, it is important to have an
understanding of the location of hot spots and wakes in order to efficiently position
a large number of WECs in an array layout. Moreover, this complex near-field wave
field will propagate further outwards and have an effect on the far-field wave field,
the so-called “far-field effects”. It has been shown that the maximum absorbed
energy of point-absorbers is directly linked to the interaction of the radiated wave
field with the incident wave field (Todalshaug, 2013). Although this study mainly
focuses on wave interactions with heaving point-absorber WECs, the described
modeling methodology is applicable to any floating/fixed offshore structure/device.

Incident

DiffractedRa
diated

Reflected

Figure 4.1: Visual representation of incident, reflected, radiated and diffracted waves
around an array of three floating structures. The combination of these wave fields results
in the total wave field around the three floating structures.

The research presented in this chapter focuses on the numerical modelling of
wave-structure and wave-wave interactions within closely-spaced clusters of floating
or fixed structures. Currently, there is no numerical model readily available to
perform fast simulations of wave propagation in a large domain, over variable
bathymetry, through closely-spaced structures; a choice has to be made between
the use of accurate wave-structure interaction models with limited domain sizes
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and large domain wave propagation models, which lack the ability of accurately
modeling complex wave fields. This research aims at overcoming these limitations
by combining a wave-structure interaction solver and a wave propagation model
to simulate wave propagation through closely-spaced clusters of floating or fixed
structures, such as WECs or floating wind turbines.

Next, an overview of the numerical modelling of WEC arrays is given. Many
different models exist and are based on various theoretical or applied approaches.
Previous work (Wolgamot et al., 2015; Folley et al., 2012; Folley, 2016a) has given
an interesting overview of the different types of numerical models, and these studies
concluded that all models have specific advantages and disadvantages and often
result in making a decision between either computational speed or accuracy. In
addition, the modeling can be performed in the frequency domain or the time
domain. The first is typically known for fast computation times, but often leads
to overestimation of absorbed power (Rahmati and Aggidis, 2016). The latter is
necessary when combined wave-structure and wave-wave interaction are studied.

First, the wave-structure interaction models in the near-field are discussed. The
most commonly-used models are the Boundary Element Method (BEM) potential
flow solvers (for example Aquaplus (Delhommeau, 1987), ANSYS Aqwa (Aqwa,
2018), WAMIT (Hill, 2018), Nemoh (Babarit and Delhommeau, 2015)). These
calculate the frequency-dependent hydrodynamic properties of a single or multiple
WEC devices. These tools allow one to study the near-field effects such as radiation
and diffraction for a linear, regular incident wave over a flat sea bottom. Secondly,
due to a better description of the related physics as presented in Yu and Li (2013),
the use of codes resolving the Navier–Stokes equations (for example Computational
Fluid Dynamics (CFD) models (Agamloh et al., 2008; Finnegan and Goggins, 2012;
Devolder et al., 2016; Mccallum, 2017) and Smoothed Particle Hydrodynamics
(SPH) (Crespo et al., 2015; Omidvar et al., 2012; Manenti et al., 2008; Omidvar
et al., 2013)) for modelling WECs is growing nowadays. The governing equations
are solved in the time domain; this means the physical variables do not have to be
constant per frequency, but can vary in a non-linear manner over time (for example
slack-lined mooring forces, non-linear PTO forces). The BEM and the Navier–
Stokes-based solvers will be hereafter referred to as “wave-structure interaction
solvers”.

The second group of numerical modelling tools focuses on wave propagation
models, mainly applied to study far-field effects. Within these, a WEC or floating
device is represented in a simplified way, for example by a porous structure that
extracts a specific quantity of wave power from the incoming waves. The simulated
WEC exhibits a specific amount of reflection, transmission and absorption of the
incident waves. Firstly, there are the spectral propagation models. They consider
a complete WEC array as a spatially-uniform energy sink (Millar et al., 2007;
Alexandre et al., 2009; Carballo and Iglesias, 2013). Often, these models are used
to study the impact of a WEC farm on the coastal wave climate. The downsides
of these type of models are the omission of the wave interactions in between WEC
devices and the parametrized power absorption by the WEC. The most important
drawback is the inaccurate representation of wave diffraction by the WECs. The
whole WEC array is approximated as one giant structure absorbing a part of the
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incident wave energy. Secondly, there are time domain wave propagation models;
a distinction can be made between wave propagation models based on mild-slope
equations (Troch et al., 2010; Charrayre et al., 2014a; Stratigaki et al., 2014a;
Troch and Stratigaki, 2016) and Boussinesq-type or FNPF models (Venugopal and
Smith, 2007; Engsig-Karup et al., 2009; Verbrugghe et al., 2016).

All of the above-mentioned models suffer from a common problem: they can-
not be used to model both near-field interactions and far-field effects, as recently
reviewed in Folley et al. (2012); Li et al. (2012). Models based on the Boundary
Element Method (BEM) approach of potential flow theory or on the approach of
Navier–Stokes equations suffer from a high computational cost, when simulating
power absorption and the wave field alteration due to large WEC arrays. Simu-
lation domains of non-constant water depth are prohibitive, which results also in
restrictions on the number of the simulated WECs (typically less than 10 WECs).
However, in order to investigate far-field effects, for example to study coastal im-
pact, much larger computational domains are required.

On the other hand, the approach of wave propagation models enables simula-
tion of these far-field effects. Large WEC arrays installed in large domains (several
tens of kilometers) are modelled at a reasonable computational cost. As a re-
sult, the changes in wave field and the associated environmental impacts can be
studied at the regional scale. However, the WECs are approximated up to now
by using parametrized energy sinks and empirically tuned energy absorption coef-
ficients. This method only partially addresses the underlying physics, which may
lead to erroneous model conclusions. Moreover, when it comes to the modelling
of oscillating WECs, the radiated wave field induced by the WEC’s motion is not
considered in wave propagation models such as in Vidal et al. (2007); Mendes et al.
(2008); Le Crom et al. (2008).

The present research focuses on introducing a generic coupling methodology,
combining the near-field accuracy of wave-structure interaction models with time-
efficient far-field wave propagation models. An application of this methodology
has resulted in two “in-house” developed modelling tools; both of them combining
the BEM wave-structure interaction model, Nemoh, with a fast wave propagation
model. The first tool uses a depth-averaged mild-slope equation model called
MILDwave (Troch, 1998; Troch and Stratigaki, 2016), while the second one is a 3-
D, fully-non-linear potential flow solver called OceanWave3D (Engsig-Karup et al.,
2009). The latter model has the extra advantage of being able to calculate non-
depth averaged wave kinematics. Near-field effects such as radiation and diffraction
are calculated by the BEM solver, and the interaction with the incident waves and
further propagation in the far-field over variable bathymetry are handled by the
wave propagation model.

In Section 4.2 of this chapter, the coupling methodology is introduced. Next,
the methodology is applied to a wave-structure interaction solver and two wave
propagation models, to model the near-field and far-field effects in and around a
WEC array, as presented in Section 4.3. A sensitivity analysis on the grid size and
coupling radius is given in Section 4.4. In Section 4.5, the results of the numerical
models are compared to each other, covering a wide spectrum of wave conditions
and WEC array layouts. In addition, the OceanWave3D-Nemoh model is compared
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to an experimental dataset. The results of the present study are discussed in Section
4.6 together with the concluding remarks.

4.2 Coupling Methodology

A numerical coupling methodology for predicting the wave field around devices or
structures (single or in a park layout) is presented and is inspired by the work of
Stratigaki et al. (2014a); Troch and Stratigaki (2016), where an internal circular
wave generation boundary around floating structures was applied to pass informa-
tion from WAMIT (Hill, 2018) to MILDwave and propagate the waves within the
wave propagation domain. The present coupling methodology has been developed
to combine:

1. the advantages of the approach of wave-structure interaction solvers, which
accurately formulate and efficiently resolve the physical processes in wave
energy absorption and floating structures;

2. and the benefits of the approach of wave propagation models, which effi-
ciently resolve the propagation and transformation of waves over large dis-
tances, including bathymetric variability and wave transformation processes
when approaching the coastline.

4.2.1 General Concept

The goal of the coupling methodology is to predict the total wave field, by su-
perposing the perturbed (reflected + diffracted + radiated) wave field and the
incident wave field. For the perturbed waves, a frequency domain wave-structure
interaction solver is used within a restricted zone around the floating or fixed de-
vices. The propagation and transformation of the incident waves in a large domain
is calculated by employing a wave propagation model. The coupling methodology
is applicable to both floating and fixed offshore devices. However, in this research,
the focus is put on floating devices or structures, which is the most complex and
computationally demanding case. The general concept is sketched in Figure 4.2.

+

Perturbed
wave-structure interaction solver

Perturbed
wave propagation model

Incident
wave propagation model

+

Figure 4.2: General concept of the coupling methodology between the numerical models.
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The main coupling mechanism is a superposition of two separate simulations:
one for the perturbed wave field and another for the incident wave field. The per-
turbed wave field is a combination of the radiation and diffraction (including wave
reflection) and is calculated during a first run in the frequency domain by the wave-
structure interaction solver, within a restricted zone around the device/structure,
indicated by the dashed circle in Figure 4.2. Note that this zone can be used either
around a single device/structure or around a cluster of devices/structures. Within
the wave propagation model, the perturbed field is propagated outwards from the
center of the domain. In a separate run, the incident waves are propagated over
the entire domain in the wave propagation model. It is only after both runs have
finished that the wave fields are superposed to result in the total wave field. This
superposition principle is possible, since the linear wave theory is applicable.

4.2.2 Calculating the Perturbed Wave Field

The perturbed wave field is the superposition of the radiated and diffracted field
and is calculated in two steps. First, a frequency domain simulation is performed
in the wave-structure interaction domain with a flat bathymetry; here, we use a
linear BEM solver, where the static and dynamic pressure are integrated over the
floating body resulting in radiation and diffraction forces. These quantities depend
on the body shape, the degrees of freedom, the wave period and the local water
depth. Many different body shapes are possible, ranging from axisymmetric shapes
to WEC devices, barges, ships and offshore platforms.

The wave-structure interaction calculation results in the complex, frequency-
dependent radiated and diffracted wave fields (including the wave reflection), which
are calculated on a rectangular grid. This grid is chosen to be smaller and finer
than the wave propagation grid, which offers higher accuracy.

In the next step, the diffracted and radiated waves, as calculated in the previous
step, are propagated in the wave propagation model with varying bathymetry.
Specifically, they are imposed on a circular wave generation zone and are propagated
towards the outside of the domain. At this point, it is to be noted that this internal
wave propagation zone should not necessarily be circular and can be otherwise
defined. In order to impose the perturbed wave field in the wave propagation
model, it is necessary to transform both the radiated and diffracted wave field to
the time domain within that coupling zone:

ηR(x, y, t) =

nb∑
j=1

Re{A · (−iω) · |RAOj | · exp(iφRAOj )

· |Rj | · exp(iφRj
) exp(−iωt)}

(4.1)

ηD(x, y, t) = Re{A · |D| · exp(iφD) exp(−iωt)} (4.2)

Within Equations (4.1) and (4.2), ηR is the radiated wave field in the time
domain. This is a summation of the radiated wave field for each device/structure
in the array. ηD is the diffracted wave field for the complete array. A is the wave
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amplitude. |RAOj | is the amplitude of the complex response amplitude operator
for the corresponding device/structure j, defined by Equation (4.3) (Babarit et al.,
2013), while φRAOj

is the phase angle. |Rj | is the amplitude of the complex
radiated wave field for device/structure j and a specific frequency, coming directly
from the wave-structure interaction model, while φRj is the phase angle. |D| is the
amplitude of the diffracted wave field, while φD is the phase angle. The parameters
calculated with the BEM solver are indicated with bold font.

RAOj =
Fex,j

−(mj + ma,j +mPTO)ω2 + iω(bhyd,j + bPTO) + (cj + cPTO)
(4.3)

In Equation (4.3), Fex,j is the complex wave excitation force, Mj the mass
of device/structure j, mA,j the added mass, bhyd,j the hydrodynamic damping
coefficient and cj the hydrostatic stiffness. The effect of a linear Power Take-Off
(PTO) system on the radiated wave field is taken into account by adding external
mass mPTO, damping bPTO or spring coefficient cPTO. The parameters calculated
with the BEM solver are indicated with bold font.

The perturbed (radiation + diffracted) wave field is propagated using the wave
propagation model from within a circular zone around the device/structure (see
Figure 4.3). The circular area (light gray gradient) is a wave generation zone
defined by a radius Rc, termed as the “coupling radius”. Within that circular zone,
the surface elevation is imposed, so waves are forced to propagate away from the
device/structure. At the interface between the wave generation zone and the wave
propagation domain, the waves are released and propagate across the domain.
From that point onwards, the governing wave propagation equations take over and
take into account the (variable) bathymetry. At the left and right side of the wave
propagation domain, wave absorbing boundary conditions such as relaxation zones
or sponge layers are applied (dark gray zones).

Wave Propagation Domain
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Wave-Structure 
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Figure 4.3: Scheme for introducing information from the wave-structure interaction solver
to the wave propagation model. Gray gradient zones are generation zones, and dark gray
zones are absorption zones.
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4.2.3 Calculating the Incident Wave Field

The incident wave field is directly calculated in the time domain within the wave
propagation model. However, special attention is needed for the phase angle of
the incident wave. It is important that at the center of the circular coupling zone,
the phase angle is always equal to −ωt. This is necessary since the perturbed wave
field is coming from the frequency domain, where the phase is referenced with
respect to the center of the device/structure. This phase matching is ensured by
calculating the phase angle in the incident wave run, at the center of the coupling
zone, and subtracting this value from the perturbed wave field phase angle. The
numerical setup is illustrated in Figure 4.4. The wave propagation models are able
to simulate shoaling and refraction of incident waves over complex bathymetries.
In the case of mild-slope equation models, the slopes need to remain within a
gradient of 1/3, while Boussinesq-type models and fully non-linear potential flow
models can handle any type of bathymetry, however with a certain pre-processing
and numerical instability cost (Stratigaki et al., 2011). At the left, boundary
conditions of the generation of regular linear waves are applied:

ηI(x, y, t) = Re{A · exp(−i(ωt− k(x cos θ − y sin θ)))} (4.4)

In Equation (4.4), ηI is the incident surface elevation, A is the wave amplitude,
ω is the wave frequency (in rad/s), k is the wave number and θ is the wave
direction. Waves propagate towards the right side, where the waves are absorbed by
a relaxation boundary condition or a sponge layer. The top and bottom boundaries
can be reflective (no-flux boundary condition) or absorbing, depending on the
selected wave propagation model. When reflective boundaries are applied, it is
advised to extend the wave propagation domain, perpendicular to the incident
wave direction.
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Figure 4.4: Scheme for propagation of incident waves in the wave propagation model.
The gray gradient zone is a wave generation zone, and the dark gray zone is a wave
absorption zone. No structure/device is present.
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In the case of irregular incident waves, the superposition principle can be ap-
plied. A linear, irregular wave can be represented as a sum of a finite number of
regular wave components, each with a characteristic wave height and wave period
derived from the wave spectrum. In order to avoid local attenuation of the surface
elevation ηI , each regular wave component should be shifted with a random phase
angle φi:

ηI =
n∑
i=1

Re{Ai · exp(−i(ωt− k(x cos θ − y sin θ)− φi))} (4.5)

Modelling the wave propagation of irregular waves through a closely-spaced
cluster of floating/fixed offshore devices requires performing multiple coupled sim-
ulations with regular waves, each shifted with a random phase angle, and finally
superposing all individual regular wave fields.

4.2.4 Implementation

The implementation of the coupling methodology into OceanWave3D (OW3D)
and Nemoh is illustrated in Figure 4.5. Here, it is shown that the incident run
and radiation/diffraction run are separate processes, each containing their own
input variables. The incident run depends on the selected wave height, period,
(variable) bathymetry and the computational OW3D grid. The incident waves are
simulated in the time domain, resulting in the incident wave field over the selected
bathymetry. The radiation/diffraction run only depends on the wave period, since
the results are calculated for a wave height of 1 m, and scaled afterwards depend-
ing on the incident wave height. Other input variables are the shape of the WEC,
the local water depth and a second computational grid, concentrated around the
WEC device. The radiated and diffracted surface elevations are calculated in the
frequency domain, resulting in a complex wavefield containing the amplitude and
phase. These wavefields are scaled with the incident wave amplitude and con-
verted to the time domain, as defined with equations 4.1 and 4.2. Next, they are
superposed to the incident wave field, resulting in the total wavefield in the time
domain.

4.3 Application of the Coupling Methodology

In this section, the coupling methodology, described in Section 4.2, will be demon-
strated for predicting WEC array effects. Moreover, it will be demonstrated for two
different wave propagation models: MILDwave and OceanWave3D.The results ob-
tained by the coupling methodology implemented in these two wave propagation
models will be compared to each other and to experimental data, obtained within
the WECwakes research project.
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Figure 4.5: Scheme for implementation of linear coupling algorithm
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4.3.1 Wave-Structure Interaction Model

The wave-structure interaction solver used in this research is the open-source soft-
ware package Nemoh, developed at Ecole Centrale de Nantes by Babarit and Del-
hommeau (2015). The current Version v2.03 is based on linear potential flow
theory, of which the details have been discussed in Section 3.5.

4.3.2 Wave Propagation Models

The second part of the coupling methodology is the wave propagation model.
This model propagates the incident waves and predicts their interaction with the
diffracted and radiated waves as predicted by Nemoh. For this, two separate soft-
ware packages are applied: MILDwave, a 2-D model based on mild-slope equa-
tions, and OceanWave3D, a 3-D model based on fully non-linear potential flow
equations. We will denote the coupled models as the MILDwave-Nemoh model
and the OceanWave3D-Nemoh model, respectively.

4.3.2.1 MILDwave

In simulating the far-field effects, the wave propagation model MILDwave is em-
ployed (Troch, 1998; Troch and Stratigaki, 2016). MILDwave, developed at the
Coastal Engineering Research Group of Ghent University, Belgium, is a phase-
resolving model based on the depth-integrated mild-slope equations by Radder
and Dingemans (Radder and Dingemans, 1985) (see Section 3.7.2). This particu-
lar model has been used also in modelling WEC arrays in a number of recent studies
(Troch and Stratigaki, 2016; Beels, 2009; Beels et al., 2008, 2010, 2011; Strati-
gaki et al., 2014a). The mild-slope Equations (3.82) and (3.83) are solved using a
finite difference scheme that consists of a two-step space-centered, time-staggered
computational grid, as detailed in Brorsen and Helm-Petersen (1999).

4.3.2.2 OceanWave3D

The second applied wave propagation model is called OceanWave3D. The software
is open-source and applies a fully-non-linear potential flow solver (Engsig-Karup
et al., 2009, 2013). It is aimed at closing the performance gap between traditional
Boussinesq-type models and volume-based solvers and enables fast (near) real-
time hydrodynamics calculations. The fully-non-linear potential flow problem for
waves on a fluid of variable depth is applied to find the free surface elevations on
a 3-D grid, with vertical sigma layers. This allows for the prediction of velocity
profiles, in contrast to MILDwave, which only supports depth-averaged velocities.
When applying the coupling method to OceanWave3D, the non-linear effects are
omitted. Consequently, the linear superposition method can be applied and the
total transformed wave field can be created by summation of the independent
surface elevations and potentials. A detailed theoretical background can be found
in Section 3.7.1.
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4.3.3 Experimental Dataset

In 2013, as part of the WECwakes research project funded by the EU FP7 HY-
DRALAB IV program, experiments have been conducted in the Shallow Water
Wave Basin of the Danish Hydraulic Institute (DHI) in Hørsholm, Denmark (Strati-
gaki et al., 2014b). A large number of tests was performed on large arrays of point
absorber-type WECs (up to 25 units, see Figure 4.6). The research performed
within the WECwakes project focuses on generic heaving WECs, intended for val-
idation purposes of numerical models.

Figure 4.6: Plan view of the WECwakes experimental arrangement in the DHI wave basin
and 5×5-WEC rectilinear array. Grid at 1.0-m increments, wave gauge arrangement (x)
and WEC positions (•) are indicated. The hatched region along the x-axis at the bottom
of the figure denotes the extent of the wave paddles, while at the opposite end, the wave
absorbing beach is shown. At the sides, plywood guide walls are used.

A range of WEC array geometric configurations and wave conditions have been
tested. Each WEC unit is composed of a buoy, designed to heave along a vertical
shaft only, and can thus be modeled as a single degree of freedom system (see
Figure 4.7). The WEC consists of a cylindrical body and a spherical bottom. The
diameter is 0.3150 m, while the draft is 0.3232 m. The water depth is fixed at
0.7000 m. Energy absorption through the WECs’ PTO system, is modelled by
realizing energy dissipation through friction-based damping of the WECs’ heave
motion. Wave gauges are used to measure the wave field within and around the
arrays. Displacement meters are mounted on each WEC unit for the measurement
of the heave displacement. The wave-induced surge force is measured on five
WECs along the central line of the array.
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D=0.3150m

T=0.3232m

Hb=0.6000m

d=0.7000m

WEC body

WEC PTO System

Figure 4.7: Sketch of the WECwakes WEC unit. D is the WEC diameter; d is the water
depth; T is the draft of the WEC; while Hb is the total height of the device.

The experimental setup of 25 individual WEC units in an array layout, placed
in the large wave tank, is at present the largest setup of its kind, studying the
important impacts on power absorption and wave conditions of WEC array effects.
Most importantly, the WECwakes database is comprehensive and is applicable not
only to WEC arrays, but also to floating structures/platforms, stationary cylinders
under wave action, etc., for understanding of, for example wave impact on the
cylinders and wave field modifications around them. The WECwakes database is
accessible to the research community as specified under the HYDRALAB rules.

4.3.4 Test Program

4.3.4.1 Comparison between Wave Propagation Models Using the Cou-
pling Methodology

The first objective of this research is to compare the results obtained by the appli-
cation of the introduced coupling methodology to both wave propagation models.
For this reason, a test program based on long-crested regular and irregular waves is
set up, as presented in Table 4.1. The WEC-WEC distance LW−W is fixed at 3D
with D the diameter of the WEC. A cylindrical device is chosen with D = 20 m
and a draft of T = 5 m. The following characteristics are varied during the tests:

• Wave type: regular (REG) and irregular waves (IRR)

• Water depth d: deep and transitional water

• Number of WECs: ranging from one to five

• Array geometrical layout: several configurations

• Bathymetry: fixed bottom; two beach profiles (Beach1, Beach2); one sea
bottom
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Table 4.1: Test program for the comparison of the coupling methodology. (H = Wave Height, T = Wave Period, d = Water Depth, LW−W =
WEC-WEC distance)

Test Number # Wave Type H (m) T (s) d (m) Layout LW−W (m)

1 REG 0.5 8 50 • -

2 REG 0.5 8 25 • -

3 REG 0.5 8 25 3D

4 REG 0.5 8 25 3D

5 REG 0.5 8 25 3D

6 REG 0.5 8 25 3D

7 REG 0.5 8 Beach1 3D

8 REG 0.5 8 Beach2 3D

9 REG 0.5 8 Sea Bottom 3D

10 IRR 0.5 8 Sea Bottom 3D
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Tests 3 to 10 are performed with multiple WECs. It is important to mention
that the coupling methodology is applied by coupling the complete array of WECs,
instead of coupling each WEC individually. Tests 7 to 9 and 10 are performed
with varying bathymetry. Test 7 refers to wave propagation over a gradual beach
slope (Beach1) with a gradient of 1/12 going from 50 m depth to 25 m over a
length of 300 m. The bathymetry of Test 8 (Beach2) consists of two consecutive
beach slopes with a gradient of around 1/10 with water depths from 50 m to 25 m
to 1 m. Finally, Tests 9 and 10 are based on a sea bottom bathymetry with an
average depth of 37 m. All bottom profiles are illustrated in Figure 4.8.

Beach1 Beach2 Sea Bottom

LxLx/5Lx/4 3Lx/83Lx/8

1/12 1/10

1/10

-50

-25

-50

-25

-1

-37

Figure 4.8: Varying bathymetry profiles as used in the numerical simulations. Lx is the
wave propagation domain length.

The accuracy of the results will be assessed by calculating the KD value, over
a specific time window ∆t, as defined in Equation (4.6). It is the ratio of the
numerically-calculated disturbed wave height Hs,d to the incident wave height
Hi,d. The surface elevation η is squared and summed up over all n time steps
within the time window ∆t. It is multiplied with the relative time step, which is
the ration of the time step dt to the time window ∆t: dt

∆t and a factor of eight.
From this value, the square root is taken and finally divided by the incident wave
height Hi (for regular waves) or significant wave height Hs,i (for irregular waves).

KD =
Hs,d

Hs,i
=

√
8 · (

∑n
i η

2
i ) · dt∆t

Hs,i
(4.6)

The KD value summarizes the wave interactions during the entire simulation
duration in one value per grid cell. When KD > 1, it indicates a local increase
of wave height or “hot spot”, while a value KD < 1 indicates a local decrease of
wave height or “wake”.

Within the comparison study, results from both wave propagation models are
compared with each other. Additionally, the results are compared to a pure BEM
solution where possible (regular waves with constant water depth). The accuracy
of the models is estimated based on the following outputs:

• Contour plots of the KD values throughout the entire domain

• Line cross-sections of the KD values along the wave direction
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• Contour plots of the relative differences between the results obtained by the
wave propagation models

• Calculation of relative KD error values

the numerical domain measures 1200 m long and 1800 m wide, with a 300 m-
long wave generation zone and a 300 m-long wave absorption boundary. The grid
size is set to dx = 5.0 m, which corresponds to the suggested value of L/20, as
explained in Section 4.4.1. The time step is set to dt = 0.4 s, and the coupling
radius is Rc = 10dx = 50m (see Section 4.4.2).

4.3.4.2 Comparison to Experimental Data

The WECwakes experiments consisted of 591 tests in total. Out of these tests,
one geometrical array configuration is selected for a detailed comparison with the
results of the coupling methodology. Additionally, 12 more test cases are studied,
of which the results can be found in Appendix D. There are two sets of regular
incident wave conditions with wave height H = 0.074 m and wave period T ,
either 1.18 s (close to the resonance period TR of the device) or 1.26 s. These
wave conditions, combined with a constant water depth of d = 0.7 m, result
in non-linear Stokes second order waves. Although the numerical model is only
valid for linear waves, the incident waves are only weakly non-linear. The wave
propagation model OceanWave3D will be run in non-linear mode, in contrast to
what was advised in Section 4.3.2.2, to ensure maximum accuracy of incident
waves. Superposing the weakly non-linear incident and perturbed waves will lead
to an error smaller than 0.1% on the wave trough in comparison to linear wave
theory, justifying the application of the superposition principle. The comparison
is performed for a configuration of nine WEC units, arranged in a 3 × 3 layout
(see Figure 4.9). The WEC units have an equal spacing of five WEC diameters
5D = 1.575 m.

The DHI wave basin has a wave generation width of 22 m, while the waves
propagate over a length of 25 m. Side walls are installed in the basin to guide the
incident waves and reflect the perturbed waves. This is mainly done to simplify the
comparison to numerical models, where it is difficult to absorb waves from different
directions.

Each WEC unit is equipped with a friction-based PTO system. The effect of
this PTO is included in the simulations by adding an external numerical damping
term bPTO to the RAO, as previously demonstrated in Equation (4.3). In order to
identify the correct value for this added damping, the RAO is calculated for several
values of bPTO. When the peak of the RAO curve is located exactly on the natural
frequency ωR = 2π/TR = 5.32 rad/s, the external damping is considered correct.
As illustrated in Figure 4.10, the correct value of bPTO lies between 20 and 25
kg/s. Further iterations lead to a value of bPTO = 23.5 kg/s.

The comparison of the results is based on the surface elevation, registered by
19 resistive wave gauges, distributed over the domain as illustrated in Figure 4.9.
For each wave gauge, the surface elevation is compared to the signal obtained by
the numerical model. The location of the wave gauges is not perfectly aligned
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Figure 4.9: Setup of both the experimental and computational domain; WEC array layout
(•) and wave gauge distribution (×) used for the comparison with experimental tests. The
code numbers of the used wave gauges are also shown, together with their zone name.
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Figure 4.10: Iterative method to identify the correct external damping coefficient.
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Table 4.2: Sensitivity analysis on grid size dx.

Test a b c d e

dx L/40 L/30 L/20 L/10 L/5

with the computational grid, so results are interpolated. The accuracy of the
numerical model is quantified by calculating the normalized RMSE between the
surface elevation of the numerical model and the experimental data:

RMSEa =

√
1
n

∑n
i=1(ηn,i − ηe,i)2

H/2
(4.7)

Additionally, the domain shown in Figure 4.9, measures 30 m long and 22 m
wide, with a 2.5 m-long wave generation zone and a 5 m-long wave absorption
boundary. The grid size is set to dx = 0.1 m, which corresponds to the suggested
value of L/20, as explained in Section 4.4.1. The time step is set to dt = 0.05 s,
and the coupling radius is Rc = 10dx = 1m (see Section 4.4.2).

4.4 Sensitivity Analysis

Before diving into the comparison study, a good base setup is required for the
numerical simulations. The aim is to apply both numerical models on the same
computational grid. This grid should be chosen carefully to ensure converging
results, whilst maintaining an acceptable computational time. For this reason, a
sensitivity analysis is performed based on two grid characteristics. The first is the
grid spacing dx in the x-direction. In this study, dx = dy, where dy is the grid
spacing in the y-direction. The spacing has a direct impact on the computational
time and the resolution of the output files. Here, the objective is to have the
coarsest grid leading to a converged result, in order to minimize the computational
time. The second characteristic is the coupling radius Rc. Ideally, this zone is kept
as small as possible, in order to retain a large zone for the wave interactions in the
wave propagation model.

4.4.1 Grid Spacing

First, a sensitivity analysis is performed based on the grid spacing of the wave
propagation model. The computational grid consists of square cells with size dx =
dy. This size is varied, based on the wave length L of the incident waves, in order
to achieve a convergent solution (see Figure 4.11). The largest grid size resulting
in an accurate solution will be selected. The accuracy is determined by comparing
the solution of the coupling methodology (applied to OceanWave3D) to a single
BEM solution. The grid spacing dx is varied from L/40 to L/5, as denoted in
Table 4.2.

The sensitivity analysis is performed using the case of “Test 1” from Table 4.1.
The KD value is calculated over a longitudinal section going through the center
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dx

L

Figure 4.11: Illustration of grid size sensitivity analysis (here, dx = L/10).

of the domain. The results are illustrated in Figure 4.12. Here, all five different
grid spacings are plotted together with the BEM frequency domain result. In front
of the device, there is a clear zone where wave reflection is observed. In the lee
of the device, there is a wake that gradually disappears along the x-axis. At the
beginning and at the end of the domain, there are wave relaxation zones where all
energy is absorbed.
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Figure 4.12: Sensitivity analysis for grid spacing, dx. Results from the coupling method-
ology applied to OceanWave3D, showing KD results along a longitudinal section in the
middle of the domain. A coupling radius Rc = 10dx was applied.

In Figure 4.12, it is difficult to assess the convergence of the results. For
this reason, two regions of interest are enlarged for more detailed comparison. It
becomes immediately clear that the grid spacings equal to L/5 and L/10 are too
coarse. The peaks of the wave reflection are not reproduced, and the wake region
is not accurately defined. The three finest resolutions (L/20, L/30, L/40) are all
within a 0.5% difference between each other. In order to better quantify the results,
the L2 error norm is calculated, assuming the Nemoh solution is the correct one.
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This error is defined as:

L2 =

√√√√ n∑
i=1

|KD,O −KD,O|2 (4.8)

With KD,O the OceanWave3D dimensionless amplitude and KD,O the one calcu-
lated by Nemoh. The errors are summarized in Table 4.3. It is clear that the rate
of convergence is sublinear. However, it is seen that the result is converged for a
grid spacing dx = L/20. This value will be used within this study, since it also
leads to reasonable computational time of around 30 min.

Table 4.3: L2 error norm for different grid sizes dx.

dx L/5 L/10 L/20 L/30 L/40

L2 0.96 0.41 0.39 0.41 0.4

4.4.2 Coupling Radius

For the second sensitivity analysis, the value of the coupling radius Rc is varied.
Around the WEC device/array, a circular coupling zone is defined. Within this zone,
the surface elevation values are forced into the wave propagation model, as resulted
from the BEM simulation. The smaller this coupling zone is, the more space is
available to freely propagate the waves and interact with other wave components.
In order to identify the ideal coupling radius, the coupled model is run several
times using each time a different coupling radius (see Figure 4.13). The results are
compared to a solution obtained with the BEM model on the same computational
grid. The coupling radius Rc is varied from 3 to 20 dx (see Table 4.4).

dx

5dx 10dx

Rcouple

x

y

Figure 4.13: Illustration of coupling radius Rc sensitivity analysis. The WEC is illustrated
as a solid black circle.
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Table 4.4: Sensitivity analysis on coupling radius Rc.

Test i ii iii iv v

Rc 3 dx 5 dx 10 dx 15 dx 20 dx

The sensitivity analysis is again performed using “Test 1” from Table 4.1. The
KD value is calculated over a longitudinal section going through the center of the
WEC. The results are illustrated in Figure 4.14. Here, all five different radii are
plotted together with the frequency domain result.

In the figure, it is difficult to assess the convergence of the results. For this
reason, the same two regions as in Figure 4.12 are enlarged in more detail. The
results obtained for all tested coupling radii are close to each other, but in the
enlarged zone to the right, it is immediately clear that the coupling radii equal to
three dx and five dx are too small to provide a sufficiently accurate result. The
KD value of those radii differs from the one with the largest coupling radius up
to 5%. The three largest coupling radii all indicate the same converged result.
For the completion of the test program, a coupling radius equal to 10 dx will be
retained. In combination with the selected grid size of dx = L/20, this leads to a
coupling radius of L/2.

X [m] 12000 600

0

1.5

KD [-]

3dx
5dx
10dx
15dx
20dx
BEM

W

E

C

Relaxation zone Relaxation zone

Figure 4.14: Sensitivity analysis for coupling radius, Rc. Results from coupling method-
ology applied to OceanWave3D, showing KD results along a longitudinal section in the
middle of the domain.
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4.5 Validation

4.5.1 Comparison of Numerical Models

In this section, the results of the comparison study between MILDwave and Ocean-
Wave3D, using the coupling methodology, are discussed. For each test described
in Table 4.1, the KD results are compared. An extensive comparison will be per-
formed for Test 1, while the results of the remaining tests will be condensed in
RMSE values.

4.5.1.1 Test 1

As defined in Table 4.1, “Test 1” consists of simulating the wave field around one
single WEC in deep water. Each simulation is run for 150 s, allowing the wave
field to completely develop a steady state. Firstly, the KD values for both the
MILDwave-Nemoh coupled models and the OceanWave3D-Nemoh coupled models
are illustrated in Figure 4.15. Qualitatively, both figures correspond very well. The
coupling zone is masked out (see central white area) since the implementation
technique for each coupled model is slightly different. In front of the coupling zone,
a clear reflection pattern with higher KD values is observed, while in the lee of the
coupling zone there is a wake with reduced KD values.

KD [-]

X [m]X [m]

100 100

S1

S2

S1

S2

Y [m]

Figure 4.15: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.

A closer look is taken at two longitudinal sections in Figure 4.16. Section S1 is
crossing the domain center, while Section S2 is taken at a location of y = 100 m.
Again, the coupling zone is masked out for Section S1. Since Test 1 is performed
with regular, linear waves over a constant water depth, the KD results can be
compared to the Nemoh solution, as well. Both coupled models MILDwave-Nemoh
and OceanWave3D-Nemoh achieve a very good correspondence with the Nemoh
result and are very close to each other.
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Figure 4.16: KD results along the two longitudinal sections indicated in Figure 4.15 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.

In Figure 4.17, the relative KD differences, (KD,1−KD,2)/KD,1× 100%, be-
tween the MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh models are quan-
tified. Three plots show the difference between MILDwave-Nemoh and Nemoh,
OceanWave3D-Nemoh and Nemoh and MILDwave-Nemoh and OceanWave3D-
Nemoh, respectively. The MILDwave-Nemoh model maximally differs 5% from the
Nemoh result in the reflection zone in front of the WEC. This relative difference
with Nemoh remains below 2% for the OceanWave3D-Nemoh model. Comparing
both coupled models to each other results in a maximum KD difference of 5%,
very locally in the diffraction zone.
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Figure 4.17: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.

As a final quantification of the comparison between the coupled models MILDwave-
Nemoh, OceanWave3D-Nemoh and the wave-structure interaction solver Nemoh,
one RMSE value can be calculated for the whole domain, based on the KD results.
This is obtained by calculating the RMSE for each grid cell and averaging the re-
sult over the whole domain. For Test 1 from Table 4.1, this results in an error of
RMSE = 1.7% for the MILDwave-Nemoh coupled model compared to Nemoh, an
error RMSE = 1.0% for OceanWave3D-Nemoh compared to Nemoh and RMSE
= 1.7% comparing both coupled wave propagation models MILDwave-Nemoh and
OceanWave3D-Nemoh.
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4.5.1.2 Comparison Summary

For each test of Table 4.1, the same comparison method is applied as the one pre-
sented in Section 4.5.1.1. However, for practical simplicity reasons, the remaining
tests are summarized by calculating one RMSE value over the whole domain. For
the tests performed with a flat bottom, there are three RMSE values: an error
value comparing the MILDwave-Nemoh coupled model to Nemoh, one compar-
ing the OceanWave3D-Nemoh model with Nemoh and an error value comparing
both coupled models MILDwave-Nemoh and OceanWave3D-Nemoh. In the tests
performed with a variable bathymetry, only the wave propagation models can be
directly compared, since Nemoh is not applicable there. The summary for Tests 1
to 10 of Table 4.1 is given in Figure 4.18. It is clear that the coupling methodology
succeeds in accurately propagating a total wave field, according to linear wave the-
ory. For Tests 1 to 6, a direct comparison with Nemoh can be made since there is
a flat bottom. Error values of KD remain below 3%. When looking in more detail,
it is clear that the largest errors are occurring at the border of the coupling zone.
However, at a distance of only a couple of grid cells, the results are excellent. Due
to the comparison with Nemoh, it can be concluded that the coupling method-
ology is able to extend the domain limitations of the wave-structure interaction
model and accurately propagate a complex wave field over a larger domain. An
assumption is then made that the accuracy of the wave field will remain high with
variable bathymetries. The simulations with variable bathymetry show a very good
agreement between MILDwave-Nemoh and OceanWave3D-Nemoh, as well, with
RMSE values remaining below 5%. The simulation with irregular waves is the least
accurate. The choice of which wave propagation model to use is easily made based
on the following guideline. Since MILDwave calculates significantly faster, the only
reasons to apply OceanWave3D are when: the bathymetry has slopes larger than
1/3 and there is a need for calculating velocity profiles or simulations with weakly
non-linear waves. If these conditions or requirements are not applicable, then the
use of MILDwave-Nemoh is strongly recommended, as this robust model provides
quick and accurate results.
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Figure 4.18: RMSE values for whole domain between coupled wave propagation models
MILDwave-Nemoh and OceanWave3D-Nemoh and the wave-structure interaction solver
Nemoh.
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4.5.2 Comparison to the Experimental Dataset

The comparison of the KD results obtained with the OceanWave3D-Nemoh model
with the experimental WECwakes data is performed based on the surface elevations
at the 19 selected wave gauges, shown in Figure 4.9. First, the results for the test
with a wave period of 1.18 s are discussed and, then, the results for the test with
a wave period of 1.26 s.

4.5.2.1 Regular Waves with Wave Period T = 1.18 s

The first tested waves have a wave period of T = 1.18 s, which is close to the
natural period TR of the WEC. In Figure 4.19, the surface elevations within a
selected time window of the simulation are illustrated. All signals are displayed
at the same scale. Overall, there is a good agreement with the experimental
data. In some locations (for example Wave Gauges (WG) 6, 9, 12, 13, 28, 29), the
experimental surface elevation has some clear non-linear behavior, which is logically
not reproduced in the numerical results. These non-linearities possibly originate
from both viscous effects, as well as non-linear wave radiation, as discussed in
Mccallum (2017). When the spherical bottom part of the WEC device is partly
emerging above the free surface, the wave radiation becomes non-linear. The
superposition of this non-linear radiated wave with the quasi-linear wave results in
a non-linear combined wave. Since the WEC devices are heaving in resonance, this
phenomenon is strongly present. A quantitative comparison between the data will
be given in Section 4.5.2.3.

4.5.2.2 Regular Wave with Wave Period T = 1.26 s

The second wave has a period of T = 1.26 s. In Figure 4.20, the surface elevations
within a selected time window of the simulation are illustrated. Again, there is a
good agreement with the experimental data. In some locations (for example WG
4, 6, 8), the experimental surface elevation has some clear non-linear behavior (see
Section 4.5.2.1), which is logically not reproduced in the numerical results. How-
ever, in general, the surface elevation looks more linear than in the first test. This
can be due to the incident wave period, which is outside the natural period TR
of the WEC. A more quantitative comparison between the data will be given in
Section 4.5.2.3.

4.5.2.3 Comparison Summary

The error between the numerical and experimental data is expressed as RMSE
values and maximum error values. In Figure 4.21, the error on the surface elevation
for each wave gauge of Figure 4.9 is given for both test cases of T = 1.18 s and
T = 1.26 s, respectively. At the top of the figure, the location zone of the
wave gauges is given. On average, the surface elevation differs 10% from the
experimental data, with slightly better results for the first test (T = 1.18 s).
The RMSE error values range from 4% to 17% while the maximum errors range
from 11% to 34%. The wave gauges in the front and upper zone have the best
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OceanWave3D-Nemoh
Experimental

Figure 4.19: Comparison of the wave signal between the OceanWave3D-Nemoh model
and the experimental data for all 19 wave gauges in the experimental dataset for incident
waves with period T = 1.18 s. The WG number (see Figure 4.9) is indicated at the left
of each wave signal.
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OceanWave3D-Nemoh
Experimental

Figure 4.20: Comparison of the wave signal between the OceanWave3D-Nemoh model
and the experimental data for all 19 wave gauges in the experimental dataset for incident
waves with period T = 1.26 s. The WG number (see Figure 4.9) is indicated at the left
of each wave signal.
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correspondence with the experimental data (9% error), while the center zone has
the largest error (12% error). Caution is necessary with interpreting these results,
since the experimental data are inherently non-linear. The incident wave is a weakly
non-linear Stokes second order wave. Additionally, the applied PTO system is a
linear damper in theory, but behaves more like a non-linear Coulomb damper in
practice. Nevertheless, this is the only dataset available for large WEC arrays, and
the conditions are close enough to linear. While the comparison of this particular
test gives a good agreement, this is not the case for all WECwakes tests. 12 more
test cases have been studied, some with very good agreement, others with lesser
agreement. All these additional test results can be explored in Appendix D.
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Figure 4.21: Comparison of RMSE and maximum error values for T = 1.18 s and
T = 1.26 s for all 19 wave gauges of Figure 4.9 in the experimental dataset.

4.6 Conclusions

In this chapter, a generic coupling methodology is introduced to perform numer-
ical modelling of (closely-spaced) offshore floating or fixed structures. By com-
bining the accurate near-field wave-structure interaction solver with fast far-field
wave propagation models, it is possible to model regular and irregular waves prop-
agating through offshore device clusters over a variable bathymetry. This was
demonstrated by employing two different wave propagation models, MILDwave
and OceanWave3D, to model wave propagation through floating wave energy con-
verter arrays. The numerical comparison proved that both MILDwave-Nemoh and
OceanWave3D-Nemoh are capable of providing accurate surface elevations for a
range of different test cases. In general, it is advised to apply MILDwave-Nemoh,
since it calculates reasonably faster. However, OceanWave3D-Nemoh can be ap-
plied for bathymetries with steep slopes, for the calculation of non-depth averaged
3D simulations and weakly non-linear simulations. This development fills the first
two identified knowledge gaps of Section 2.4.

The introduced coupling methodology has limitations, as well. Firstly, since the
methodology uses the superposition principle for obtaining a total wave field, only
linear waves conditions lead to correct results. However, applying the methodology
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to weakly non-linear wave conditions only introduces a small error, as demonstrated
in Section 4.5.2. Secondly, within the coupling zone, the solution is coming solely
from the wave-structure interaction solver. It is thus necessary to have a flat
bottom within that zone. Thirdly, typical BEM wave-structure interaction solvers
are limited to a maximum number of fixed or floating bodies (for example Nemoh
allows up to 25 bodies). However, in practice, they are sufficient for typical device
farm applications. This limitation can be solved by applying a different type of
wave-structure interaction solver. Fourthly, the coupling methodology does not
allow direct simulation of irregular waves. Only a summation of several regular
waves can be applied, which leads to an increase of the computational time.

In conclusion, despite some limitations, the coupling methodology has proven
to be a valuable tool that is applicable in the following fields:

• Far-field simulations of fixed/floating offshore devices, such as assessment
of coastal impact, with significant higher accuracy than previously applied
spectral methods;

• Generic wave-wave and wave-structure interactions;

• Assessing energy production of large WEC arrays;

• Assessing wave propagation through large floating or fixed structure arrays,
for example floating wind farms;

• Optimization of floating or fixed structure array layout, based on the local
wave climate and bathymetry.

Continuation of this work, improving the linear coupling methodology and op-
timizing it for irregular short-crested waves is done in-house, as detailed in Ve-
rao Fernandez et al. (2018).





Chapter 5

Non-Linear Coupling
Methodology with Moving
Boundaries

In this fifth chapter of the thesis, a non-linear coupling methodology is introduced
to perform accurate numerical simulations of wave-structure interactions of for
example floating WECs. The non-linear wave structure interaction solver Dual-
SPHysics is coupled to the wave propagation solver OceanWave3D in a 2-way
method. The research presented is based on the following articles:

originally published as:
Verbrugghe, T., Dom̀ınguez, J. M., Crespo, A. J. C., Altomare, C., Stratigaki,
V., Troch, P. and Kortenhaus, A. (2018). Coupling methodology for smoothed
particle hydrodynamics modelling of non-linear wave-structure interactions.
Coastal Engineering, 138:184–198. 10.1016/j.coastaleng.2018.04.021.

Verbrugghe, Tim, Brecht Devolder, J.M. Dom̀ınguez, Andreas Kortenhaus, and
Peter Troch. 2017. “Feasibility Study of Applying SPH in a Coupled Simulation
Tool for Wave Energy Converter Arrays.” In Proceedings of the 12th Wave and
Tidal Energy Conference, 679-689.

Verbrugghe, Tim, Andreas Kortenhaus, Peter Troch, and JM Dom̀ınguez. 2017.
“A Non-linear 2-way Coupling Between DualSPHysics and a Wave Propagation
Model.” In Proceedings of Spheric2017, 1-7.

5.1 Introduction

The previous Chapter introduced in a linear coupling methodology, capable of simu-
lating near-field and far-field effects around WEC arrays, over a variable bathymetry.
This methodology is useful for linear and even weakly non-linear wave conditions,
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corresponding to the operating conditions of a WEC array. However, often more
severe sea states are occurring at these offshore locations, with strongly non-linear
waves acting on the WEC devices. Studying the response of floating WECs or any
floating structure in strongly non-linear wave conditions is not possible with the
formerly introduced linear coupling methodology. Hence, this chapter introduces a
non-linear coupling methodology, allowing simulations of non-linear wave structure
interactions.

During the past decades, construction of offshore and nearshore structures has
seen a steady increase. Next to traditional oil platforms, offshore and nearshore
areas are suited for the installation of fixed and floating wind turbines, artificial
islands, tidal turbines and wave energy converters. These structures, fixed or float-
ing, have a significant influence on the local wave field. Within coastal engineering
it is of great interest to be able to accurately identify the near-field and far-field
wave transformations influenced by these structures. The superposition of these
phenomena results in a complex perturbed wave field (Stratigaki et al., 2014b,a;
Troch and Stratigaki, 2016). Simulating the wave transformations within and
around a WEC array is complex; it is difficult, or in some cases impossible, to
simulate both near-field and far-field effects using a single numerical model, in a
time and cost-efficient way in terms of computation time and effort. This can
be achieved by coupling of a wave-structure interaction solver for the near-field
effects and a wave propagation model for the far-field effects. This strategy is well
documented in literature, for weak and strong coupling methods (see Section 2.2).

In this research, focus is put on coupling of a fully non-linear 3-D potential flow
solver (OceanWave3D (Engsig-Karup et al., 2009)) with a weakly-compressible
SPH (WCSPH) wave-structure interaction solver DualSPHysics (Crespo et al.,
2015). The objective is to simulate wave impacts on floating and fixed structures
in real sea and storm conditions, characterized by irregular, 3-D waves with the
occurrence of non-linear effects. The coupling is performed in a two-way manner,
allowing the disturbed wave field around the structure to be propagated towards
the far-field. The coupled model allows for simulation of offshore structures in
higher order irregular waves and more extreme wave conditions. This coupling
methodology has been developed to combine:

1. the advantages of the approach of wave-structure interaction solvers based on
smoothed particle hydrodynamics, which accurately formulate and efficiently
resolve the physical processes, specifically for quantification of wave forces
(Altomare et al., 2015a).

2. the benefits of the approach of wave propagation models, which resolve the
propagation and transformation of waves over large distances, with a fast
computation time, including bathymetric variability over the domain and
wave transformation processes when approaching the coastline.

Smoothed particle hydrodynamics are a flexible Lagrangian and mesh-less tech-
nique for Computational Fluid Dynamics (CFD). The Lagrangian reference frame
of SPH makes it useful in solving problems with large deformations and distorted
free surfaces. In comparison with other numerical methods, the SPH formulation
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is simple and robust (Monaghan, 2005). SPH has been successfully applied to a
number of free-surface problems that involve wave breaking and splashing (Mon-
aghan and Kos, 1999; Dalrymple and Rogers, 2006). The impact between a rigid
body and water has been studied in Monaghan et al. (2003). A fixed cylinder in a
wave train and forced motion of cylinders generating waves is mentioned in Omid-
var et al. (2012), while floating bodies in waves have been successfully studied in
2-D (Manenti et al., 2008). The feasibility of applying SPH for modelling of wave
energy converters has been studied in Verbrugghe et al. (2017a). 3-D problems of
wave generation by a heaving cone and a floating body in waves undergoing pre-
dominantly heave motion are investigated in Omidvar et al. (2013). The latter has
also indicated that there is a computational benefit of calculating with a variable
particle mass distribution.
Coupling SPH solvers to other models is one of the SPHERIC Grand Challenges
(spheric-sph.org/grand-challenges). A general algorithm for one-way cou-
pling of SPH with an external solution has been proposed in Bouscasse et al.
(2013b). The interaction between the SPH solver and the external solution is
achieved through an interface region containing a ghost fluid, used to impose
any external boundary condition. In Fourtakas et al. (2018), A hybrid Eulerian-
Lagrangian incompressible SPH formulation is introduced, where two different SPH
formulations are coupled rather than two completely different solvers. The SPH
solver DualSPHyics has been coupled in Altomare et al. (2016a), where a one-way
coupling was realized with the wave propagation model SWASH. A numerical wave
flume has been created to simulate wave impact and run-up on a breakwater. The
first part of the numerical flume is simulated using the faster SWASH model, while
the wave impact and run-up are calculated using DualSPHysics. Here, a one-way
coupling is sufficient, since there is only interest in the impact of waves on the
breakwater. In Kassiotis et al. (2011), a similar approach has been adopted, where
a 1D Boussinesq-type wave model is applied for wave propagation in most of the
spatial domain, and SPH computations focus on the shoreline or close to off-shore
structures, where a complex description of the free-surface is required. Similarly, an
incompressible SPH solver has been coupled to a non-linear potential flow solver
QALE-FEM in Fourtakas et al. (2017). In Chicheportiche et al. (2016), a one-
way coupling between an potential Eulerian model and an SPH solver is realised,
applying a non-overlapping method using the unsteady Bernoulli equation at the
interface. These studies applied coupling to speed up the simulation time by mini-
mizing the computationally intensive SPH domain. Other studies apply coupling to
combine both the benefits of mesh-based and mesh-free CFD methods. In Didier
et al. (2013), the wave propagation model FLUINCO is coupled to an SPH code,
and validated with experimental data of wave impact on a porous breakwater. A
hybrid multiphase OpenFOAM-SPH model is presented in Kumar et al. (2015),
where the SPH method is used on free surfaces or near deformable boundaries
whereas OpenFOAM is used for the larger fluid domain. A similar coupling is used,
where breaking waves are modelled with SPH and the deeper wave kinematics are
modelled with a Finite volume method. This has been demonstrated in Marrone
et al. (2016) for a weakly-compressible SPH (WCSPH) solver and in Napoli et al.
(2016) for an incompressible SPH (ISPH) solver.

spheric-sph.org/grand-challenges
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In the present research, the main reasons for developing coupling is to save com-
putation time and to achieve fully non-linear wave generation. Compared to all
the coupling methodologies described above, the coupling methodology presented
herein differentiates itself based on the following novel features:

• The coupling methodology contains two coupling interfaces: one ’upwave’
of the SPH domain and one ’downwave’ of the SPH domain;

• The individual models are coupled at every time step using a Message Passing
Interface (MPI) implementation;

• The coupling information is shared between the coupled models based on a
two-way principle;

The SPH solver receives detailed information on the wave kinematics from the wave
propagation model, while the transformed surface elevations (reflection, diffraction
and radiation) resulting from the wave-structure interaction are transferred back to
the wave propagation model. This is necessary for two reasons. Firstly, the interest
is to study the motions of offshore and near-shore floating structures. Extending the
SPH domain until the coastline, would lead to an unnecessarily large computational
cost. For this, boundary conditions are needed upwave and in the lee of the floating
structure. A two-way coupling ensures the most accurate implementation of these
boundary conditions. Secondly, apart from the floater motions, the main interest is
to study the effects of the floating structures on the wave field and the propagation
of that disturbed wave field further away from the device. For this reason a two-
way coupling where the surface elevation is coupled back to the wave propagation
model, is mandatory.

In Section 5.3 of this chapter, the principles of the coupling methodology are
presented. A detailed description of the models, employed to demonstrate the pro-
posed coupling, is provided, followed by an explanation of the coupling algorithm.
Next, the results of a number of tests performed with the coupling methodology
are discussed in Section 5.5. The focus is put on simulations of linear and non-
linear waves, as well as comparing simulation results to those obtained from two
experimental datasets. Finally, concluding remarks are made in Section 5.8.

5.2 DualSPHysics as WEC modelling tool

Before presenting the coupling methodology, it is necessary to check if SPH and
specifically DualSPHysics are capable of reproducing the perturbed wavefield around
a WEC. For this reason, a feasibility study is performed, where a number of ba-
sic test cases are simulated to check the applicability of DualSPHysics to model
floating WECs. First, the radiated waves of a heaving cylindrical body are studied.
Next, the diffraction pattern around the same body is discussed. Then, the free
decay of a heaving sideways cylinder is compared to results from literature. Finally,
results from the response of a heaving WEC are compared to experimental data.
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5.2.1 Wave radiation

5.2.1.1 Methodology

The set-up of the radiation test is illustrated in Fig. 5.1. A flat, cylindrical body is
forced with a heaving motion in the center of a circular water tank. The sidewalls
are sloped to absorb radiated waves and avoid reflection. The specific parameters
for the model of radiated waves of a heaving cylindrical body are given in Table
5.1.

WEC

d

Dbasin

DWEC

drWEC

α

Figure 5.1: Set-up of numerical radiation test.

Table 5.1: Radiation test parameters

Parameter Symbol Value

WEC diameter DWEC 10 m

WEC draft drWEC 1 m

Basin Diameter, bottom Dbasin 20 m

Slope, side walls α 23◦

Water depth d 4 m

Heave amplitude A 0.5 m

Heave period T 5 s

Particle size dp 10/5 cm

Simulation time tsim 10 s

The conditions are selected in order to make sure the radiated waves are as
close to linear as possible. The flat cylindrical shape is specifically selected to have
a large radiating potential. According to Nemoh, the radiated waves should have a
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maximum amplitude of around 0.2m. The recommendation is to have at least 4-5
fluid particles per wave amplitude (Altomare et al., 2015a; Padova et al., 2014),
hence the particle size of 0.05m. For comparison purposes, a coarser model with
dp = 0.1m is also run. In order to have perfect linear waves with this amplitude,
the water depth should be at least 15m. This would lead to an amount of fluid
particles the GPU memory can not handle. For this reason the radiated waves are
just outside the linear range (stokes 2nd order). However, the 2nd order effects
will remain small justifying the comparison with a linear potential flow solver. This
set-up results in a domain with 23.4 million particles, calculating on a GTX1070
GPU with 1920 CUDA R© cores for 42h.

In order to check the accuracy of the radiated waves, a comparison is made
with a boundary element method (BEM) solver, called Nemoh. The solver treats
the boundary value problem in the frequency domain; leading to the full flow field
underneath the body. From this flow field several other quantities are calculated:

• The hydrodynamic coefficients: added mass and hydrodynamic damping;

• The pressure field on the body surface and the Froude-Krylov forces;

• Far field diffracted and radiated velocity potential in the form of Kochin
functions;

• Near field diffracted and radiated surface elevation in a complex form.

Here, the last quantity is used for the comparison, from which the instantaneous
radiated field can be calculated with equation 5.1:

ηrad(t) = Re
{
A · (−iω) · |RAO| eiϕRAO · |R| · eiϕRe−iωt

}
(5.1)

with A the heave amplitude, RAO the response amplitude operator, ω the
angular frequency and R the complex radiated wave field coming from Nemoh.

5.2.1.2 Results

The forcing of radiated waves is compared to a linear solution obtained by Nemoh.
The surface elevation is compared in the time domain at two locations: one is 3 m
away from the edge of the cylinder, while the other is close at 0.1 m. Secondly the
free surface elevation is compared at a fixed time step of 4.5 s, in function of the
distance from the cylinder.

5.2.1.2a Comparison at 3 m The comparison between the linear Nemoh re-
sults and the SPH results for two different dp values is illustrated in Fig. 5.2. It
is clear that the overall shape of the radiated wave is similar to the linear solution.
However, there are some differences noticeable. The coarse model overestimates
the wave trough, which can be explained by the limited accuracy due to a particle
size of dp = 0.1 m. The finer SPH model coincides more with the linear solution.
There is a slight asymmetry to the wave profile, which can be explained by shallow
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Figure 5.2: Comparison of free surface elevation at ∆r = 3.0 m

water principles where the wave crest is propagating faster than the wave trough.
Important is to notice that the amplitude of the radiated wave is within 5% of the
Nemoh solution. Applying a finer resolution could lead to more accurate results
but computational power was insufficient for this case. Additionally, Rogers and
Dalrymple (2008) have shown that comparing non-linear SPH to linear solutions
strongly benefits from removing the nonlinear terms.
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Figure 5.3: Comparison of free surface elevation at ∆r = 0.1 m

5.2.1.2b Comparison at 0.1 m Looking at the radiated field closer to the
heaving cylinder, the comparison is illustrated in Fig. 5.3. A similar conclusion can
be made as with the comparison further away from the cylinder. Overall there is a
good correspondence between the linear solution and the SPH solution, with better
results for the finer particle size. Here, the wave trough of the fine SPH solution is
slightly higher than the linear solution. However, the difference is smaller than one
particle size dp. Alternatively, the difference can be explained by the occurrence of
second order effects due to the shallow water depth.
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Figure 5.4: Comparison of radiated free surface elevation at t = 4.5 s

5.2.1.2c Comparison at 4.5 s Lastly, a comparison is made at a fixed time
step, where the wave profile is studied for all 3 models. The time step is selected
based on the occurrence of a wave crest directly next to the heaving cylinder. In
Fig. 5.4, it is clear that the finer SPH solution corresponds significantly better to
the linear Nemoh solution. There are some fluctuations around the linear solution,
but all are smaller than 0.03 m, which is well below the particle size.

5.2.1.2d Conclusion DualSPHysics is capable of modelling wave radiation caused
by a heaving WEC. Selection of a fine particle size leads to an accurate solution,
where the variations with respect to a linear solution remain below 0.6dp.

5.2.2 Wave diffraction

5.2.2.1 Methodology

The set-up of the diffraction test is illustrated in Fig. 5.5. The WECwakes buoy, a
cylindrical body with spherical bottom, introduced in Section 4.3.3, is kept station-
ary. A wave paddle generates regular waves coming from the left boundary, hitting
the stationary WEC. Waves are reflected back to the paddle and diffracted to the
sides of the domain. The right part has an upwards slope, in order to avoid reflec-
tion at the end of the flume. The side walls are modelled with a so-called periodic
boundary condition, implicating that there is a symmetry around the x-axis. In this
manner, there is no reflection coming from the side walls. The specific parameters
for the model of diffracted waves around a fixed WEC are given in Table 5.2.

Again, the results are compared to a BEM solution coming from Nemoh. The
instantaneous diffracted field and incident wave field can be calculated with the
equations 4.2 and 4.4 from Chapter 4.

5.2.2.2 Results

Incident waves are hitting a fixed WEC device and are diffracted and reflected. The
free surface elevation is compared in the time domain to a linear solution obtained
by Nemoh at two locations: one is 1 m in front of the WEC device, while the other
is 1 m behind it. Secondly, the free surface elevation is compared at a fixed time
step of 14 s, as a function of the distance of the numerical wave flume.
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Figure 5.5: Set-up of numerical diffraction test.

Table 5.2: Diffraction test parameters

Parameter Symbol Value

WEC diameter DWEC 0.315 m

WEC draft drWEC 0.3232 m

Basin Length Lbasin 12 m

Basin Width Wbasin 4 m

Slope, beach α 20◦

Water depth d 1 m

Wave Height H 0.2 m

Wave Period T 2.0 s

Particle size dp 0.02 m

Simulation time tsim 15 s

5.2.2.2a Comparison at 1 m in front of the WEC The comparison between
the linear Nemoh results and the SPH result is illustrated in Fig. 5.6. It is clear
that the agreement of the diffracted wave is similar to the linear solution. However,
the wave crest of the SPH solution is 7% higher than the Nemoh solution. The
difference is smaller than the particle size dp = 0.02 m. In front of the WEC, slight
reflection is expected. Analysis of the SPH results leads to a result of 5% reflection
immediately in front of the device, which is close to the 3%, predicted by Nemoh.

5.2.2.2b Comparison at 1 m behind the WEC Looking at the diffracted
field behind the fixed WEC device, the comparison is illustrated in Fig. 5.7. A
similar conclusion can be made as with the comparison in front of the WEC device.
Overall there is a good agreement between the linear solution and the SPH solution.
Again, all differences are smaller than one particle size dp. Behind the WEC, a



84 5. Non-Linear Coupling Methodology with Moving Boundaries

Nemoh SPH

Time [s]

et
a 

[m
]

-0.10

0.11

0 8

Figure 5.6: Comparison of free surface elevation at ∆r = −1.0 m (in front of the WEC)

reduction of wave amplitude is expected. Analysis of the SPH results leads to a
result of 10% wave reduction immediately behind the device, while Nemoh predicts
a reduction of 6%.
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Figure 5.7: Comparison of free surface elevation at ∆r = 1.0 m (behind the WEC)

5.2.2.2c Comparison at 14 s Lastly, a comparison is made at a fixed time
step, where the wave profile is studied for both SPH and Nemoh. The time step is
selected based on the occurrence of a wave trough in front of the WEC and a crest
directly behind the WEC. In Fig. 5.8, it is clear that the SPH solution corresponds
to the linear Nemoh solution with variations smaller than dp, at a certain distance
from the WEC. There are larger errors close to the WEC, exceeding the particle
size dp.

5.2.2.2d Conclusion DualSPHysics is capable of modelling wave diffraction
around a fixed WEC. In front and behind the device, at some distance, the vari-
ations with respect to a linear solution remain below 0.8dp. Close to the device,
variations are larger up to a maximum difference of 2.5dp. However, the real wa-
ter surface close to a fixed device is characterized by non-linear effects like wave
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Figure 5.8: Comparison of diffracted free surface elevation at t = 14 s

run-up, viscosity and turbulence. In this aspect, the linear Nemoh solution will be
less accurate than the SPH model.

5.2.3 Comparison with experimental results: free decay

5.2.3.1 Methodology

In this section a free-decay test is performed and compared to experimental data. A
free-decay test is a simple experiment allowing to discover the resonance period of
a device and the hydrodynamic damping. These parameters strongly depend on the
mass of the device, the water surface area and the shape. The experimental data
originates from Ito (2018) and has previously been used to validate an OpenFOAM
CFD model in Simscale (2018). Since the floating device is a long cylinder, lying
on its side, the 3−D experiment can be simplified to a 2−D numerical simulation.
The heaving cylinder has a diameter of 0.1524 m. The device is positioned in a
wave flume with a length of 4 m and a water depth of 1.2446 m. The device
is pushed down over a distance of 0.0254 m and released. The decay motion is
registered with a linear variable differential transformer (LVDT). In the numerical
model, at the flume boundaries, a periodic boundary condition is applied to avoid
reflection of the radiated waves. The SPH simulation is performed at 3 different
particle sizes. The specific parameters used in the SPH model are given in Table
5.3.

WEC

LBasin

DWEC
d

q0

Figure 5.9: Set-up of numerical decay test.
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Table 5.3: Free-decay test parameters

Parameter Symbol Value

WEC diameter DWEC 0.1524 m

WEC draft drWEC 0.0762 m

Initial deflection q0 −0.0254 m

Basin Length Lbasin 4 m

Water depth d 1.2446 m

Particle size dp 1/0.5/0.25mm

Simulation time tsim 2.5 s

5.2.3.2 Results

The decay motion is simulated with the SPH model at three different particles sizes:
dp = 0.001 m, dp = 0.0005 m and dp = 0.00025 m as illustrated in Fig. 5.10.
Both axes are normalized, in order to compare directly to the results of Simscale
(2018). The y-axis is normalized by dividing with the initial position z0, while the
x-asis is the normalized time, defined as t ∗

√
g/r with t the real time, r the WEC

radius and g the gravitational acceleration. The coarse SPH model already has a
good correlation with the experimental data, but there is some discrepancy at the
extremes. However, going to a medium or fine particle size drastically improves the
correspondence to the experiment: variations for the coarse size are around 2dp
while the finer sizes have variations lower than 1dp. The fine SPH simulation is
only marginally better than the medium simulation: variations remain just below
1dp. In practice, the medium grid size would be used, since it results in a 4 times
faster computation time.

5.2.4 Comparison with experimental results: regular waves

5.2.4.1 Methodology

In addition to the free-decay test, a test in regular waves is performed. The regular
wave train has a wave height of 0.04 m and a wave period of 1.6 s. The purpose
of this test is to verify that the device’s response to incident waves is accurate.
The wave flume and WEC device are the same as described in Devolder et al.
(2016). The WEC device is restricted to the heave motion by a vertical rod with
a square cross section. The WEC is guided over the rod by teflon bearings. In the
numerical simulation, the WEC is restricted to the heave motion by setting the
linear accelerations in the X-direction to zero as well as all rotational accelerations.
The simulation is performed in 2−D, since there is no interest here in diffracted
wave patterns.
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Figure 5.10: Comparison of decay motion of a heaving cylinder.
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Figure 5.11: Set-up of regular wave response test.

5.2.4.2 Results

The heaving motion of the WEC is compared to the experimental results in Fig.
5.12. The results shows the WEC is heaving with a slightly larger amplitude in the
SPH model (up to 15%) as in the experimental data. This can be explained by
the extra friction caused in the experiment by the Teflon bearings on the vertical
shaft.

The perturbed wave field, a combination of incident, radiated and diffracted
waves is compared to the experiment on 4 locations (Fig. 5.11), as illustrated in
Fig. 5.13. The wave generation in the experiment is characterised by a gradual
build-up. In the numerical experiment, the full wave height is reached reasonably
fast to minimize the simulation time. Consequently, there is a bad agreement at
the beginning of the simulation. The first comparison is at 3 m in front of the
wave paddle, where the incident wave is compared. Here, it is seen that in both the
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Table 5.4: Regular wave test parameters

Parameter Symbol Value

WEC diameter DWEC 0.315 m

WEC draft drWEC 0.3232 m

Basin Length Lbasin 10 m

Basin Width Wbasin 1 m

Slope, beach α 11◦

Water depth d 0.7 m

Wave height H 0.04 m

Wave period T 1.6 s

Particle size dp 0.001 m

Simulation time tsim 25 s

SPH model and the experiment there is a good agreement of the surface elevation.
The second graph shows the surface elevation at x = 4.6 m, or 0.35 m in front of
the floating WEC. Here, the results are almost identical between the SPH model
and the experimental data, proving that the WEC device in both the experiment
and the model are excited by the same wave.

The third measuring point is at x = 6.25 m, or 1.35 m behind the WEC device.
Here, there is a significant difference of up to 50% between the SPH model and the
experimental data. In the SPH simulation, there is a significant decrease in wave
amplitude of 45% behind the WEC, while this is not the case in the experiments.
Additionally, there is a clear asymmetry in the wave signal. This can be an effect
of performing the simulation in 2-D. Finally, the surface elevation is compared at
x4 = 7.8 m, where the wave amplitude of the SPH model is still smaller than the
experimental data, but the effect is much less pronounced (only 30% difference vs.
50% at location 3).

From this study, it can be concluded that SPH is a viable method to model
the basic linear wave transformations within WEC modelling. However, due to
the high computational effort, it should mostly be applied in situations where non-
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Figure 5.12: Comparison of the heaving motion of the WEC, positioned at x = 4.95 m.
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Figure 5.13: Comparison of the perturbed wavefield at several locations: x1 = 3.0 m,
x2 = 4.6 m, x3 = 6.25 m, x4 = 7.8 m

linear effects are important, such as shallow water, extreme waves or even breaking
waves.

5.3 Coupling Methodology

5.3.1 Generic Description

The ideal strategy for a 3-D coupling methodology can be realised as illustrated
in Figure 5.14. It is inspired by the work by Troch and Stratigaki (2016) who
first presented coupling between the wave propagation model MILDwave (Troch,
1998) and the BEM wave-structure interaction solver WAMIT (Hill, 2018), using
an internal circular wave generation boundary around floating structures to pass
information from WAMIT to MILDwave and propagate the waves within the wave
propagation domain. In the present work, a large wave propagation domain is
set up for propagating fully non-linear, short-crested 3-D waves. Within the large
domain, a number of fixed or floating structures is installed. The wave-structure
interactions of each of these structures is modelled within a circular zone, closely
spaced around the structure with a custom designed interface for exchanging in-
formation between the two models. Within the circular zone, the interaction of
the floating structure with the incident waves is calculated, resulting in a com-
bination of diffracted and radiated waves. Within the wave propagation domain,
these diffracted and radiated waves can propagate further away from the floating



90 5. Non-Linear Coupling Methodology with Moving Boundaries

structure. Although this generic description suggests a 3-D coupling methodol-
ogy, the proposed coupling methodology has only been applied here in 2-D, and
is validated with 2-D test cases. For the application of the coupling methodology,
the wave propagation model OceanWave3D is coupled to the SPH wave-structure
interaction solver DualSPHysics.

A A'

section AA'

wave-structure interaction
solver domain (DualSPHysics)

wave propagation
domain (OceanWave3D)

structures

coupling 
interface

or

incident waves

Figure 5.14: Plan view (top) and longitudinal section along section AA’(bottom), illus-
trating the proposed coupling principle. Circular wave-structure interaction zones (SPH)
with a fixed or floating structure in the center are coupled to a wave propagation model.
Information is transferred at the interfaces upwave and in the lee of the structure.

5.3.2 SPH solver DualSPHysics

The theoretical background of the applied wave-structure interaction solver, Du-
alSPHysics, has been detailed in Chapter 3. Specific for this chapter, the focus is
put on applying moving boundaries at the coupling interface.

5.3.2.1 Boundary conditions

Within this research, the boundary conditions in the SPH model are described
by a set of particles that are considered separate from the fluid particles. The
method is called Dynamic Boundary Conditions (DBC), and is available within the
DualSPHysics software. These boundary conditions are presented and validated in
Crespo et al. (2007). The boundary particles have the same properties as the fluid
particles, but they do not move according to the forces exerted on them. They
remain either in a fixed position or move according to a prescribed motion. When
a fluid particle approaches a boundary and the distance between the boundary
particles and the fluid particles becomes smaller than twice the smoothing length
h, the density of the affected boundary particles increases, resulting in a pressure
increase. In turn, this results in a repulsive force being exerted on the fluid particle
due to the pressure term in the momentum equation. Stability of this method
relies on the length of time step taken being suitably short in order to handle the
highest present velocity of any fluid particles currently interacting with boundary
particles and it is therefore an important issue when considering how the variable
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time step is calculated. Validations with dam-break flows and sloshing tanks have
been published with good results and also comparing these boundary conditions
with other approaches (Doḿınguez et al., 2015). In addition, DBC have also been
shown to be suitable to reproduce complex geometries in Altomare et al. (2014)
and can be used for wave generation, as shown in Altomare et al. (2017).

5.3.3 Coupling methodology

5.3.3.1 Principle of the coupling methodology

As mentioned before, SPH simulations are computationally demanding. Conse-
quently, the computational domain size in an SPH model is often limited to a zone
closely spaced around the area of interest. However, for accurate wave propagation,
there is a spatial need for wave generation and wave absorption, around 3−4 wave-
lengths long. This leads to a significant increase in water particles, and thus higher
computation times. Wave generation techniques available in DualSPHysics are first
and second order wave generation by using piston-type or flap-type wave paddles
(Altomare et al., 2017). This wave generation method requires a certain wave prop-
agation length before the full kinematics and surface elevation are developed. By
coupling DualSPHysics to the fully non-linear potential flow solver OceanWave3D,
the objective is to simulate higher-order irregular short-crested waves in a domain
which is as small as possible.

In an attempt to treat both the problem of computational effort and the problem
of wave generation, a 2-D coupling methodology as illustrated in Figure 5.15 is
developed. Although both OceanWave3D and DualSPHysics can be run in 3-D,
currently only a 2-D coupling has been implemented, which is described here.
A numerical wave flume is created where waves are propagated within a two-
way coupled model. In the large wave propagation domain, fully non-linear waves
are generated by a 2-D implementation of OceanWave3D. This model calculates
both the surface elevation and horizontal and vertical wave kinematics over a
varying bathymetry. The fully non-linear potential flow equations are solved over
a rectangular grid, which is split up in vertical layers. Waves are generated at the
left side and absorbed at the right side, by using relaxation zones as described in
Engsig-Karup et al. (2009); Larsen and Dancy (1983).

OceanWave3D is coupled to DualSPHysics v4 by implementing two internal
coupling interfaces within the OceanWave3D domain: one for SPH wave generation
(interface 1 in Figure 5.15) and one for SPH wave absorption (interface 2 in Figure
5.15). At the interfaces, the horizontal orbital velocities are registered at every
time step and sent to the DualSPHysics simulation. Here, the orbital velocities
are imposed on the dynamic boundary conditions. These are implemented as a
stack of rectangular moving boundary blocks, with a height equal to the particle
size, dp. The dynamic boundary particles are generating waves at the left side,
and absorbing waves at the right side. The horizontal position of every moving
boundary block can be calculated at every time step, by integrating the horizontal
orbital velocity profile using Equation 5.2:

xb,i+1 = xb,i + ui ·∆t (5.2)
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Figure 5.15: Principle of 2-D coupling between OceanWave3D and DualSPHysics around a structure under wave action. The top part shows
the complete domain in OceanWave3D. The bottom part illustrates the DualSPHysics zone.
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Figure 5.16: Sketch of ’relaxation zones’ providing a smooth transition between the
OceanWave3D domain and the DualSPHysics domain.

Both models are running simultaneously, albeit DualSPHysics with a signifi-
cantly smaller time step. At the end of each OceanWave3D time step, ∆tOW3D,
both models are synchronised. DualSPHysics transfers information back to Ocean-
Wave3D, specifically surface elevation information. To ensure a smooth transition
between the DualSPHysics free surface and the OceanWave3D free surface, a ’re-
laxation function’ is applied (see Figure 5.16). The applied function frel is the
same as is applied within OceanWave3D’s generation and ’absorption relaxation’
zones and is given in Equation 5.3, with L the length of the zone.

frel =

(
x− x0

L

)3.5

(5.3)

5.3.3.2 Coupling implementation

The implementation of the coupling methodology consists of 4 coupling elements
(see Figure 5.17):

1. Python Main Script

2. OceanWave3D process

3. Python Interface

4. DualSPHysics process

The first element is the Python main script. it is a preprocessor, used to
configure the coupled simulation. It creates input files for both DualSPHysics
and OceanWave3D, based on the user input. It launches the parallel execution of
DualSPHysics, OceanWave3D and the Python communication script. OpenMPI is
used to interconnect these three processes. It applies the widespread MPI standard,
implemented by all platforms (here, Fortran, C++ and Python are connected),
minimizes the necessary changes in the code, and allows the distributed execution
of programs.
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The second element is the wave propagation model (OceanWave3D process);
it generates and propagates the waves in a large domain. It provides the velocity
data for the coupling interface and receives the surface elevation information from
DualSPHysics.

The third element is the Python Interface: a communication process, which
takes care of the communication between the DualSPHysics process and the Ocean-
Wave3D process. Although a direct communication between these processes is
possible with MPI, the use of a dedicated Python process is justified because of
the following reasons:

• Each model uses a different coding language, so a high-level language like
Python simplifies the coupling tasks.

• Both models are in constant evolution with regular source code updates. It
is thus beneficial to minimize the necessary changes in the models.

• Using Python as the communicator allows to easily monitor intermediate
results and find errors in the transferred data.

The fourth element is the DualSPHysics process, where the wave-structure
interaction is simulated in a small domain. It applies the velocity information from
OceanWave3D to generate and absorb the waves, while sending back the surface
elevation information.

OceanWave3D

Interface

Main Script

Figure 5.17: Program scheme of 2-D coupling between Oceanwave3D and DualSPHysics.
Three processes are initiated and connected via an OpenMPI implementation.

5.3.3.3 Code Alterations

The coupling implementation from Figure 5.17 requires source code changes in
OceanWave3D, DualSPHysics and the creation of Python scripts. This section
summarizes the code alterations for each software package.

5.3.3.3a OceanWave3D Code Changes In order to enable an online two-way
coupling with OceanWave3D, a number of code changes need to be made. The
following files were adapted to allow the coupling methodology to work:
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1. Input file OW3D.inp;
An extra line was added to the input file, indicating coupling should be
applied, and specifying the coordinates of the coupling zone.

2. file globalvariables.f90;
Global variables are created for the coupling file, coupling zone coordinates
and indices and the received SPH free surface.

3. file ReadinputFileParameters.f90;
The extra line added to the input file is read into its corresponding global
variables, to be used by the coupling routine.

4. file OceanWave3DTakeATimeStep.f90;
At every time step, the coupling routine is called, after a check if coupling is
enabled.

5. file CoupleRoutine.f90;
This subroutine initializes the MPI communication, calculates the indices for
the coupling interface locations and calculates the horizontal orbital velocities
from the wave potential. It sends the velocities and the surface elevation to
the Python script, and receives the filtered SPH surface elevation, which it
uses to overwrite the original surface elevations.

5.3.3.3b Python Code Python is used to connect the different coupling pieces
together. Although a direct coupling between OceanWave3D and DualSPHysics
is technically possible, using Python as an intermediate station allows for a much
higher flexibility and allows the user to perform easy accuracy checks and simplifies
the debugging process. The following files have been developed:

1. main file main MPI.py;
This file loads in the set-up parameters, writes away the input files for Ocean-
Wave3D and DualSPHysics, and executes the simulations. For a two-way
simulation, an MPI-run is started where the OceanWave3D simulation is as-
signed to the first process, the script run 2way.py is assigned to the second
process and DualSPHysics is assigned to the third process.

2. communication file run 2way.py;
this file manages the two-way communication between OceanWave3D, Python
and DualSPHysics, using the MPI protocol. Several MPI commands are is-
sued to receive and send data from and to OceanWave3D and DualSPHysics.

3. functions file functions.py;
This file contains functions for interpolating the orbital velocities in the sigma
coordinates to the moving SPH boundary blocks, functions to apply the
relaxation and functions to create the necessary input files and to post-
process the results.
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5.3.3.3c DualSPHysics Code Changes A number of code changes and ad-
ditions are performed on the DualSPHysics source code. The following files were
altered:

1. main files JSphGpuSingle.cpp and JSphCpuSingle.cpp;
This is the main simulation file for a GPU or CPU run. Here, the MPI
communication with Python is performed. The MPI connection is initialized
at the start of the simulation and terminated after the final time step. During
the time-stepping, the moving boundary positions received from Python are
stored in arrays and sent to the function RunMotion(), while the free surface
elevation is calculated and sent back to Python. For the CPU code, in the
function FtCalcForces() the motion of the floating object can be restricted
to a specific degree of freedom.

2. file JSphGpu.cpp and JSphCpu.cpp;
Here, the function RunMotion() is altered, respectively for the GPU and
CPU calculations. The function is altered to accept the old and new boundary
block positions, and linearly interpolate between these two according to the
current time step.

3. file JSphGpu ker.cu;
Here, in the function KerFtCalcForcesRes(), the motion of floating objects
can be restricted to a specific degree of freedom, for example the heave
motion.

5.3.3.4 Coupling algorithm

In practice, the coupling algorithm is coded as follows. In step 1, the main Python
script is run to set up the computation. The following variables are initialized:

• Flume parameters: length, depth, coupling zone, mesh size, particle size

• Wave parameters: wave height, wave period, wave type

• Structure parameters: shape, size, floating/fixed

• Simulation parameters: duration, time step

Both the input files for OceanWave3D and DualSPHysics are created based on the
selected input parameters. A dedicated simulation folder is created and the SPH
run is initialized by running a preprocessing tool.

In step 2, the main coupled model is initiated by issuing an MPI run where
three tasks are divided over three processes:

• Process 0: OceanWave3D simulation

• Process 1: Python interface (data processing, communication hub)

• Process 2: DualSPHysics simulation
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Figure 5.18: Coding algorithm of coupling between Oceanwave3D and DualSPHysics.
Data is transferred from one process to another during one time step. Visual representa-
tion of the symbols can be found in Figure 5.15

The coupling algorithm is illustrated in Figure 5.18. The OceanWave3D wave
propagation model is run for one time step. At the end of the time step, the
horizontal water velocities at the coupling zone boundaries uj,1, uj,2 with j = 1 : m
and m the number of vertical layers in OceanWave3D, and the surface elevation
ηOW3D are sent to the Python process with the ”MPI Send” command. Since the
DualSPHysics simulation has much more dynamic boundary particles in the vertical
direction than OceanWave3D has vertical layers, the velocities need to be integrated
and interpolated to the boundary block positions xb1,i, xb2,i with i = 1 : n and
n the number of the boundary blocks for the DualSPHysics simulation. These
boundary block positions are sent to the DualSPHysics process, together with the
x-coordinates, xreq, of the OceanWave3D grid points which lie within the coupling
zone. Next, DualSPHysics is run with a duration, equal to the OceanWave3D
time step. Within DualSPHysics, the surface elevation at the xreq locations is
calculated with the built-in interpolation routine. When DualSPHysics has run
for a duration equal to the OceanWave3D time step, the free surface elevation,
ηSPH , is sent back to the Python process. Here, the relaxation function given in
equation 5.3 is applied to the head and tail of the free surface array, to ensure
a smooth transition between the OceanWave3D and DualSPHysics solution (see
Figure 5.16 for relaxation zones). Additionally, a Savitzky-Golay filter (Savitzky
and Golay, 1964) is applied to ηSPH to mitigate the irregularities with sizes smaller
than the smoothing length h = 1.2 · dp ·

√
2, caused by the interpolation routine.

This filtered signal, ηf,r, is finally sent back to OceanWave3D, where its original
solution ηOW3D is overwritten with the new free surface received by DualSPHysics.
In this version of the coupled model, only the surface elevation is transferred back to
OceanWave3D. Although this is not a complete coupling of all physical parameters,
it does result in accurate results for the proposed purposes. The main focus of the
research is on wave transformations within and around WEC arrays. This focus
on surface elevation and floater response mainly requires a good representation
of the wave profile and accurate floater dynamics. For the interests of the topics
with which the present research deals, the applied coupling principle leads to highly
satisfactory results when investigating the surface elevation and floater response.
Moreover, by not coupling back the velocity field, the SPH velocity fields which are
prone to noise, depending on the applied diffusion scheme, will not be introduced
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into the wave propagation model. Additionally, externally added noise would lead
to numerical instabilities.

5.4 Convergence Analysis

For each of the 3 test cases, a particle size is selected which leads to a result that is
as close as possible to a converged result, without sacrificing too much computation
time. The convergence study is demonstrated here for Wave Type II of Test Case
1, but has been performed for all test cases to ensure proper convergence.

The convergence is checked by applying the coupled model to the wave prop-
agation of a Stokes 2nd order wave with wave height H = 0.08 m, wave period
T = 2.0 s in a water depth of d = 1.0 m. The simulation is performed for four
different particle sizes dp, with a refinement factor of 2.0. The surface elevation
in the center of the domain is presented in Figure 5.19. A closer look at the wave
trough reveals that the result is practically converged for the two finest particle
sizes dp,3 and dp,4. In order to estimate the relative convergence error, the exact
solution of the surface elevation at the wave trough, ηt,exact, is estimated based on
the Richardson’s extrapolation (Richardson, 1911; Richardson and Gaunt, 1927),
using the surface elevation at the wave trough from the three finest particle sizes
(ηt,2 from dp,2, ηt,3 from dp,3, ηt,4 from dp,4). The exact solution ηt,exact is given
in Table 5.5, and is calculated as follows:

ηt,exact = ηt,3 +
ηt,4 − ηt,3
1− 2−α

(5.4)

with α =
ln

ηt,2−ηt,3
ηt,3−ηt,4
ln 2

(5.5)

dp,1=0.0200 m dp,2=0.0100 m dp,3=0.0050 m dp,4=0.0025 m

Figure 5.19: Convergence of the surface elevation of a Stokes 2nd order wave using four
particle refinements (dp,1, dp,2,dp,3 and dp,4). A closer look is taken at the wave trough
to show the convergence.

The results in Table 5.5 show that already for the particle size refinement with
dp,3 = 0.005 the error is low enough at 0.61%. For all the tests performed in this
research, a similar refinement is performed to ensure a converged result.
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Table 5.5: Particle size convergence and Richardson’s extrapolation

Particle Size Surface Elevation
dp [m] at Trough ηt,i [m] error

dp,2 0.0100 -0.03509 2.72%
dp,3 0.0050 -0.03589 0.50%
dp,4 0.0025 -0.03604 0.08%

Exact:
- - -0.03607 -

The order of convergence can be estimated by calculating the L2 error norm
for each resolution and plotting these errors in function of the particle size. The
L2 error norm is calculated as follows:

L2 =

√√√√ n∑
i=1

|ηSPH − ηexact|2 (5.6)

The L2 error norm for the free surface elevation is plotted in function of the par-
ticle size dp in Figure 5.20. It is noticed that the L2 error reduces for smaller dp
values. The order of convergence lies between first-order and second-order. Typ-
ically, Lagrangian SPH formulations have several sources. There are mollification
errors since the quantities are smoothed within a kernel. There is a discretisation
error by replacing continuum properties with locally smoothed quantities. There
are summation errors when the kernel does not have full support. The integral
interpolant gives at least a second-order interpolation. However, this is before the
continuum is discretised and the simulation is run. This means that the order of
convergence for Lagrangian SPH is typically lower than 2.
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Figure 5.20: L2 Norm Error for SPH results at different resolutions
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5.5 Validation

A series of test cases is performed for validating the proposed coupling methodology.
In Test Case 1, a range of linear and non-linear waves are propagated over a flat
sea bottom, with no presence of structure in the computational domain. Here, the
focus lies on demonstrating the ability of the coupling methodology to propagate
waves in between two moving boundaries. In Test Case 2, the coupled model is
compared to experimental data from a fixed Oscillating Water Column (OWC)
wave energy converter. In Test Case 3, a freely floating box is simulated using the
coupled model, and is compared to experimental data. In each test case, the initial
condition is a zero condition with a steady water level and no particle motion.

5.5.1 Test Case 1: Regular wave propagation

In this section, the described two-way coupled model is applied to simulate a series
of propagating waves. The waves are selected based on their linear or non-linear
characteristics, as described by the diagram of Le Méhauté (1969). A selection of
four wave types is made, which encompasses a wide range of non-linear and linear
theories. The specific characteristics such as wave height H, wave period T , water
depth d and particle size dp are listed in Table 5.6). The particle size is selected
based on the refinement method described in section 5.4. The validity of each
wave theory is illustrated in Figure 5.21.

Table 5.6: Wave Conditions

Wave Wave Wave Wave Water Wave Particle
Type Theory Height Period Depth Length Size
Test H [m] T [s] d [m] L [m] dp [m]

I Linear 0.02 1.5 1.0 3.35 0.0020
II Stokes 2nd 0.08 2.0 1.0 5.22 0.0050
III Stokes 3rd 0.15 2.0 0.7 4.62 0.0050
IV Stream function 0.06 2.0 0.3 3.26 0.0025

The numerical domain and test set-up is illustrated in Figure 5.22. It consists
of a 2 − D wave flume with a total length of 50.0 m and a varying water depth
according to the applied wave conditions. The waves are generated within Ocean-
Wave3D in a wave generation zone with a length of 20.0 m. At the other end
of the OceanWave3D domain, a wave absorption zone is installed with the same
length. The DualSPHysics zone is located between x1 = 20.0 m and x2 = 25.0 m.

For each selected wave type test from Table 5.6, a time-series is shown where
three wave signals are compared:

• Theoretical wave signal, generated using WaveLab (Frigaard and Andersen,
2014)

• Simulated wave signal using OceanWave3D

• Simulated wave signal using the two-way coupled model



5.5. Validation 101

II

III

IV

V

d

Figure 5.21: Selection of waves tested with the two-way coupled model. Tests I-IV are
indicated on the graph (adapted from Le Méhauté (1969)). d

gτ2
is the normalized water

depth while H
gτ2

is the normalized wave height.

WEC

50 m

x1 = 20 m x2 = 25 m

LGEN = 20 m LABS = 20 m

X

Y

WECDualSPHysics domain

OceanWave3D domain

Figure 5.22: Test set-up in the numerical domain. Lgen is the wave generation zone,
Labs is the wave absorption zone.
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By analyzing the wave signal in the time-domain, typical non-linear wave charac-
teristics such as wave steepness, asymmetry and higher wave troughs are checked
for accurate reproduction.

5.5.1.1 DualSPHysics Parameters

The efficiency and accuracy of DualSPHysics was investigated in Altomare et al.
(2015b) for wave propagation and absorption showing good agreement between
numerical results and experimental data. Accordingly, similar SPH options used
for that work will be used here to perform the numerical simulations. Table 5.11
summarises the SPH formulation and some parameters used.

Table 5.7: SPH formulation and parameters.

Time Integration Scheme Verlet

Time Step Variable (including CFL and viscosity)

Kernel Wendland

Smoothing Length 1.2 · dp ·
√

2

Viscosity Treatment Artificial (α = 0.01)

Equation of State Tait equation

Boundary Conditions Dynamic Boundary Particles

δ-SPH Yes (δ-SPH = 0.1)

5.5.1.2 Wave Type Test I - Linear Wave

The first wave type test includes a linear wave with a wave height of H = 0.02 m,
wave period of T = 1.5 s in a water depth of d = 1.0 m. Since this wave type lies
within the linear theory zone (see Figure 5.21), the surface elevation should match
the theoretical profile, defined in Equation 5.7:

η(t) =
H

2
cos

(
2π

T
· t
)

(5.7)

5.5.1.3 Wave Type Test II - Stokes 2nd Order Wave

The second wave type test is based on a non-linear wave with a wave height of
H = 0.08 m, wave period of T = 2.0 s in a water depth of d = 1.0 m. This
results in a wave profile described by the Stokes 2nd order wave theory (see Figure
5.21), as defined by Equations 5.8 and 5.9.
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η(t) = a

[
cos θ + ka

3− σ2

4σ3
cos 2θ

]
+O

(
(ka)3

)
(5.8)

H = 2a

(
1 +

3

8
k2a2

)
(5.9)

with σ = tanh kd (5.10)

and with θ =
2π

T
· t (5.11)

5.5.1.4 Wave Type Test III - Stokes 3rd Order Wave

The third wave type test is based on a non-linear wave with a wave height of
H = 0.15 m, wave period of T = 2.0 s in a water depth of d = 0.7 m. This
results in a wave profile described by the Stokes 3rd order wave theory (see Figure
5.21), defined in Equation 5.12.

η(t) = a

[
cos θ +

ka

2
cos 2θ +

3(ka)2

8
cos 3θ

]
+O

(
(ka)4

)
(5.12)

5.5.1.5 Wave Type Test IV - Stream Function Wave

The last wave type test is based on a stream function wave with a wave height
of H = 0.06 m, wave period of T = 2.0 s in a water depth of d = 0.3 m. The
Stream function wave theory was developed by Dean and Dalrymple (Dean and
Dalrymple, 1991b). The method involves computing a series solution to the fully
non-linear water wave problem, involving the Laplace equation with two non-linear
free surface boundary conditions (constant pressure and a wave height constraint).

5.5.1.6 Comparison of surface elevations

The results by the comparison of surface elevations, calculated at the center of the
coupling zone, are summarized in Figure 5.23 and in Table 5.8. In Figure 5.23, the
surface elevations for all 4 simulated wave types are compared between theoretical
solution, a stand-alone OceanWave3D run and the coupled model. In general, the
simulation results show a very good correspondence with the theoretical solutions.
Both the wave crest and wave trough are very close to the theoretical results.
The asymmetry of the wave profile in the non-linear wave types (II-IV) is also
reproduced. The accuracy of the results is quantified by analysing the surface
elevation at the wave crests and the wave troughs. The two-way coupled model is
compared to the theoretical solution by calculating the ratio of the wave amplitudes
err% (equation 5.13) and the relative difference errh expressed in the smoothing
length h = 1.2 · dp ·

√
2 (equation 5.14). Here, aSPH is the wave amplitude of

the coupled model results, where aTheory is the wave amplitude of the theoretical
solution. Additionally, the maximum error and its location are calculated as well
and are defined as the L∞ error.
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Figure 5.23: Comparison of the surface elevations in the center of the domain for all 4
simulated wave types, between the theoretical solution, a stand-alone OceanWave3D run
and a two-way coupled model run.

err% = |1− aSPH
aTheory

| · 100 (5.13)

errh =
|aSPH − aTheory|

h
(5.14)

L∞,h =
max |ηSPH − ηTheory|

h
(5.15)

The results indicate that the propagated waves are very close to the theoretical
values. The relative errors range from 1% to 14% (see Table 5.8), while the errors
expressed in smoothing length h range from 0.03h to 0.53h. The maximum error
of 14% is registered at the wave trough of the third-order Stokes wave. This error
is equivalent to 0.53h, which is still within the acceptable error of 1h for an SPH
simulation. However, the maximum error values indicate errors higher than the
smoothing length h for the third-order Stokes wave and the Stream function wave.
The location of these errors is each time close to the wave trough. In general, the
wave crest is better reproduced than the wave trough, with the wave trough being
more frequently underestimated than overestimated. Similar results are noticeable
for a stand-alone DualSPHysics model (Altomare et al., 2017).
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Table 5.8: Relative and maximum errors of coupled model results with respect to theo-
retical surface elevation

Wave Crest Wave Trough Maximum

Wave Test err% errh err% errh L∞,h t∞

I 7% 0.21 6% 0.18 0.42 5.8

II 1% 0.03 11% 0.24 0.73 5.3

III 3% 0.18 14% 0.53 1.31 7.3

IV 3% 0.12 9% 0.24 1.16 4.3

5.5.1.7 Comparison of orbital velocities

A wave is fully characterised by its surface elevation and by the horizontal and
vertical orbital velocities. First, a series of contour plots is presented where the ve-
locity field is compared between the two-way coupled model and an OceanWave3D
simulation. The results are given in Figure 5.24. Here, four sets of two contour
plots are given; one set for each simulated wave type (I-IV). In each set, the left
plot is the result from a stand-alone OceanWave3D model, while the right one is
the coupled model solution. Figure 5.24 is aimed at a qualitative comparison be-
tween the Eulerian OceanWave3D model and the Lagrangian DualSPHysics model.
For each set, the same colour range is used for easier comparison. The velocity
range is very comparable between both models, but some differences are seen in
the overall shape of the velocity field. Where OceanWave3D gives a smooth result
with a clear transition between negative and positive orbital velocities, the coupled
model result is significantly less smooth. At a first glance, the coupled model result
of Wave Type Test I, has the least smooth solution. This is however a result of
the limited velocity range (±0.05 m/s). The visible noise can be attributed to two
sources.

• The use of a weakly-compressible SPH (WCSPH) solver leads to pressure and
velocity noise (Crespo et al., 2015). Within WCSPH, the speed of sound is
artificially lowered to keep the necessary time step reasonably high. However,
this leads to non-physical pressure waves propagating through the fluid which
result in noisy pressure and velocity values.

• The use of dynamic boundary conditions leads to pressure peaks close to the
boundary particles. Here, the boundary particles satisfy the same equations
as the fluid particles, however they do not move according to the forces ex-
erted on them. Instead, they move according to the orbital velocities received
from OceanWave3D. Using this boundary condition, when a fluid particle
approaches a boundary particle and the distance between them decreases
beyond the kernel range, the density of the boundary particles increases giv-
ing rise to an increase in pressure. This results in a repulsive force being
exerted on the fluid particle due to the pressure term in the momentum
equation. This locally enlarged pressure leads to noise in pressure waves
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and consequently noise in velocity profiles within the fluid. A more detailed
explanation can be found in Crespo et al. (2007).

Figure 5.24: Four sets of contour plots of the horizontal orbital velocities under a wave
crest for all 4 simulated wave types. Each set contains two contour plots: one for a
stand-alone OceanWave3D model, and one for the coupled model. The horizontal orbital
velocities are plotted in function of the normalized water depth z/d. The gray zones have
no data due to the free surface being lower than the still water level.

It can be concluded, that using WCSPH is inherently sensitive to noise in
pressure and velocity fields. However, some measures can be taken to try to
mitigate the noise:

• Using incompressible SPH (ISPH) would lead to much smoother velocity and
pressure fields, but at a huge computational cost. However, the added value
of the proposed coupling is aimed to be applied for practical engineering
problems, where computational speed combined with the required level of
accuracy, is of high importance. A comparison between WCSPH and SPH
can be found in Lee et al. (2010).

• Applying a correction term to the dynamic boundary particles, which results
in slightly less pressure noise, as demonstrated in Ren et al. (2015). However,
a free parameter needs to be tuned for each problem and here we want to
present a general approach.
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• Applying filtering of the noise in the pressure field in post-processing, using
for example a filtering technique based on Wavelet Transform, as presented
in Meringolo et al. (2017). For the purposes of the present study, this is not
necessary. However, in the future, this method will be investigated to see if
it can be valuable to this coupling methodology.

• Using a diffusive numerical scheme, which is available in DualSPHysics as
the delta-SPH formulation, as described in Molteni and Colagrossi (2009)

Of these measures, the last is are applied to the performed simulations in this
study. Overall, there is a good qualitative agreement between both the standalone
OceanWave3D model and the coupled model, especially concerning the main ob-
jective of this coupling methodology is to use it for modelling of the free surface
and WEC response within WEC arrays. Regarding the surface elevations, which is
the focus of the present study, the coupling methodology does perform well.

Next, the horizontal and vertical orbital velocities at location x = 22.5 m, in
the center of the coupled model, are compared in more detail to the solution ob-
tained with a stand-alone OceanWave3D model and to the theoretical solution as
well. In Figures 5.25 and ??, the velocity profiles of all 4 waves at the center of the
DualSPHysics domain are given. There is a good correspondence between the three
solutions, with the coupled model solution having a less continuous profile. How-
ever, the values are close to the theoretical and OceanWave3D solutions. In order
to quantify the accuracy of the simulated profiles, the normalized root mean square

error RMSE =
√

1
n

∑n
i=1(ux,sim − ux,theory)2/max(ux,theory) with respect to

the theoretical solution is given in Table 5.9. The error between OceanWave3D
and the theoretical solution is denoted with RMSET−O, while the error between
the coupled model and the theoretical solution is denoted with RMSET−S . Since
an RMSE value is an indication of an average error, also the L∞ = max |ux,sim−
ux,theory|/max(ux,theory) errors are calculated, also normalized with the maximum
theoretical orbital velocity. Here it is clear that OceanWave3D is highly capable
of producing an accurate velocity profile with very low errors ranging from 0.003
to 0.04. The coupled model solution is slightly further away from the theoreti-
cal solution with RMSET−S ranging from 0.041 to 0.113. The maximum errors
range from 0.081 to 0.134 for the horizontal orbital velocities, while for the vertical
orbital velocities they range from 0.077 to 0.177. The locations of these maximum
errors vary from close to the sea bottom to close to the free surface.

Finally, the pressure distribution is compared to a theoretical profile in Fig-
ure 5.27. The mean total pressure is illustrated by a line together with the
standard deviation as a shaded area. The standard deviation is directly related
to the added dynamic pressure due to the wave action. Good results are ob-
tained. The wave tests I, II and IV have excellent agreement, while wave test III
has a good correspondence for the mean pressure, but has a significantly higher
standard deviation. Wave test III has the highest wave height of 0.15m, lead-
ing to higher pressure fluctuations and higher velocities of the moving bound-
aries. Again, the RMSE values are calculated for the mean total pressure as

RMSE =
√

1
n

∑n
i=1(psim − ptheory)2/max(ptheory), see Table 5.10. The RMSE
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Table 5.9: RMSE and L∞ values of velocity profiles

Wave Type Test

Error I II III IV

RMSEu,T−O 0.028 0.04 0.029 0.011

RMSEu,T−S 0.041 0.056 0.041 0.044

L∞,u,T−S 0.081 0.134 0.091 0.101

RMSEw,T−O 0.005 0.028 0.003 0.006

RMSEw,T−S 0.113 0.050 0.072 0.064

L∞,w,T−S 0.177 0.077 0.152 0.116

uIV [m/s]0.16 0.250.01 0.043

0

1

z/d [-]

uI [m/s] uII [m/s]0.06 0.17 0.20 0.375uIII [m/s]
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Figure 5.25: Comparison of the horizontal velocity profile ux,i in function of the normal-
ized water depth z/d for all 4 simulated wave types, between the theoretical solution, a
stand-alone OceanWave3D run and a two-way coupled model run.
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Figure 5.26: Comparison of the vertical velocity profile wi in function of the normalized
water depth z/d for all 4 simulated wave types, between the theoretical solution, a stand-
alone OceanWave3D run and a two-way coupled model run.
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Figure 5.27: Comparison of the mean total pressure and the corresponding standard
deviation in function of the normalized water depth z/d for all 4 simulated wave types,
between the theoretical solution and a two-way coupled model run.

Table 5.10: RMSE values of mean total pressure profiles

Wave Type Test RMSET−S [-]

I 0.010

II 0.0049

III 0.0469

IV 0.0055

values for all 4 waves are low, ranging from 0.0049 to 0.0469, with the best per-
formance for wave type II and the worst performance for wave type III.

5.5.2 Test Case 2: fixed OWC

Next, the coupled model is applied to model the surface elevations around a fixed
Oscillating Water Column (OWC) wave energy converter. The experiment details
are discussed in Iturrioz et al. (2014); Crespo et al. (2017), and the results have
been compared to a volume-based solver, and to a stand-alone DualSPHysics model
(Crespo et al., 2017) as well. In this section, the aim is to obtain results employing
the coupled model, with high correspondence to the stand-alone DualSPHysics
model. The experimental and numerical test set-up is illustrated in Figure 5.28.
The fixed OWC device is positioned in the center of the coupled model zone, which
is chosen to be 5 m wide. The OWC has a submerged opening of 0.3 m, while the
square air opening at the top measures 0.05 m. The draft of the device is 0.2 m
and the water depth is 0.6 m. The incident wave has a wave height of H = 0.08 m
and a wave period T = 3.2 s, resulting in a Stokes 2nd order wave. A particle size
of dp = 0.0050 m is used, which leads to a converged result after testing several
particle sizes.
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Figure 5.28: Experimental and numerical test set-up for modelling the surface eleva-
tion inside an OWC device. The DualSPHysics domain and OceanWave3D domain are
indicated.

5.5.2.1 DualSPHysics Parameters

The efficiency and accuracy of DualSPHysics was investigated in Crespo et al.
(2017) for a fixed OWC device showing good agreement between numerical results
and experimental data (water elevation inside the chamber). Accordingly, the
same SPH options used for that work will be used here to perform the numerical
simulations. Table 5.11 summarises the SPH formulation and some parameters
used to reproduce numerically the wave interaction with fixed OWC device.

Table 5.11: SPH formulation and parameters.

Time Integration Scheme Symplectic

Time Step Variable (including CFL and viscosity)

Kernel Wendland

Smoothing Length 1.2 · dp ·
√

2

Viscosity Treatment Artificial (α = 0.01)

Equation of State Tait equation

Boundary Conditions Dynamic Boundary Particles

δ-SPH No

5.5.2.2 Results

The surface elevation is registered in the center of the OWC device and compared
to the experimental data in Figure 5.29. The stand-alone DualSPHysics simulation
results from Crespo et al. (2017) are added to the comparison. There is a quali-
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tative and quantitative agreement between the result from the coupled model, the
stand-alone DualSPHysics simulation and the experimental data. The non-linear
behaviour when the water level is dropping inside the OWC is nicely reproduced.
However this behaviour is not visible during the rising of the water level, although
it is present in the experimental data. Quantitatively the correspondence for the
surface elevation is excellent with a RMSE value of less than half the smoothing
length h.

time [s] 16 28

-0.04

0.04

η [m] 

Experimental
Model

Coupled
Model

DualSPHysics
Model

Figure 5.29: Surface elevation in the center of the OWC device compared to experimental
data and a stand-alone DualSPHysics model.

Additionally, Figure 5.30 shows the velocity magnitude around the OWC device
within the DualSPHysics domain. Upwave and in the lee of the OWC, there are
locally higher velocities up to 0.25 m/s, due to the disturbance of the orbital
velocities.

X

Y

Figure 5.30: Velocity magnitude of water particles around the OWC at t = 19 s within
the DualSPHysics domain of the coupled model.

5.5.3 Test Case 3: floating box

In a third simulation, the coupled model is applied to compare the response of
a floating box to experimental data, as described in Ren et al. (2015). The ex-
perimental and numerical test set-up is illustrated in Figure 5.31. The full wave
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20.0 m

d = 0.4 m
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DualSPHysics domain

OceanWave3D domain

Floating
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Figure 5.31: Experimental and numerical test set-up for simulation of the response of
a floating box to a custom wave signal. The DualSPHysics domain and OceanWave3D
domain are indicated.

propagation domain has a length of 20.0 m. The floating box is positioned at
x = 5.5 m and has the dimensions 0.3 m x 0.2 m (LxH) with a draft of 0.1 m.
The water depth is 0.4 m, while the DualSPHysics domain is 6.0 m wide and
starts at x = 4.0 m. A regular wave with wave height H = 0.1 m and wave period
T = 1.2 s is generated, characterised as a Stokes 3rd order wave. A particle size
of dp = 0.005 m is used.

5.5.3.1 DualSPHysics Parameters

Here, the same DualSPHysics settings are used as in Test Case 2.

Table 5.12: SPH formulation and parameters.

Time Integration Scheme Symplectic

Time Step Variable (including CFL and viscosity)

Kernel Wendland

Smoothing Length 1.2 · dp ·
√

2

Viscosity Treatment Artificial (α = 0.01)

Equation of State Tait equation

Boundary Conditions Dynamic Boundary Particles

δ-SPH No

5.5.3.2 Results

Since the simulation is performed in 2-D, the motion of the floating box is char-
acterised by three degrees of freedom: heave, pitch and surge. These motions are
compared to the experimental data and a stand-alone SPH simulation in Figure
5.32. ”Graph 1” of Figure 5.32 shows the heaving motion of the box. A good



5.5. Validation 113

correspondence is found with a maximum error of 1.37h. In ”Graph 2”, the pitch
motion is accurately reproduced as well, with a maximum error of 1.32h. ”Graph
3” illustrates the drifting nature within the surge motion. The largest error is found
at the end of the simulation and is equal to 4.7h. This error is logically larger than
the error on the other motions since there is a net drift in the x-direction. The
slightest difference in drift velocity will lead to larger errors over time. Overall,
the stand-alone DualSPHysics result still gives slightly more accurate results than
the coupled model. This is probably due to the larger domain and the difference
between the paddle wave generation and the coupled wave generation.

time [s] 4.5 8.0

0

0.7
-10

20
-0.6

0.6

surge [m]

pitch [°]

heave [m]

Experimental
Model

Coupled
Model

DualSPHysics
Model

Graph 1

Graph 2

Graph 3

Figure 5.32: Time series of the 3 degrees of freedom of the box with heave, pitch and
surge responses.

Lastly, the velocity field in the DualSPHysics domain of the coupled model is
given in Figure 5.33, with maximum velocity magnitude of 0.4 m/s close to the
floating box. The velocity is shown at time t = 7.5 s, when a wave crest is passing
underneath the floating box.

[m/s]

X

Y

Floating Box

Figure 5.33: Velocity magnitude of water particles around the floating box at t = 5 s
within the DualSPHysics domain of the coupled model.
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5.6 Computational speed-up

One of the main benefits of applying the present two-way coupling methodology, is
to keep the DualSPHysics domain as small as possible. This leads to a significant
reduction of computational effort and cost. In order to quantify the achievable
computational speed-up, the number of particles and the simulation runtime is
compared between the coupled model and a stand-alone DualSPHysics model.
As described in Figure 5.22, the OceanWave3D domain has a length of 50.0 m,
while the DualSPHysics domain measures 5.0 m. Theoretically this would lead
to a computational speed-up of 10. However, this result is too optimistic since
DualSPHysics is capable of doing stand-alone wave propagation simulations with
a shorter numerical wave flume length. The recommendation is to have a flume
length of 3-4 wavelengths long (In Altomare et al. (2016a) a flume length of around
3.6 wave lengths was used). Based on this, the stand-alone DualSPHysics simula-
tions are run and compared to the coupled model in Table 5.14. The comparison
between the number of particles results in a theoretical speed-up. However, the
runtime comparison indicates that there can be a difference between theoretical
speed-up and effective computational speed-up. Nevertheless, it is clear that a sig-
nificant computational speed-up is possible by applying the coupling methodology.
The effective computational speed-up ranges from 134% to 420%.

In order to estimate how much overhead time is lost due to the MPI communi-
cations, one of the test cases (Test Case 2: fixed OWC) is run and the computation
time dedicated to the individual processes is monitored (see Table 5.13). The sim-
ulation is divided in 4 timings: Initialisation, OceanWave3D, DualSPHysics and
Overhead time. The latter includes the integration and interpolation of orbital
velocities to boundary block positions and the filtering of the surface elevation.
From Table 5.13, it is clear that almost all the computation time in the coupled
model is taken up by the DualSPHysics process taking 99.598% of the total load.
The second most demanding process with 0.273% is the OceanWave3D process
while the overhead is responsible for only 0.125% of the computational effort.

Table 5.13: Duration of different sub-processes during OWC test case

Task Duration [s] Load [%]
Initialisation 0.12 0.004

OceanWave3D 8.32 0.273
DualSPHysics 3036.86 99.598

Overhead 3.81 0.125
Total 3049.11 100

It has to be noted that a more thorough analysis of timings is advised. The test
case could be repeated with several resolutions, and dedicated profiling software
could be used to provide more insight into the real computational impact of a cou-
pling algorithm. Here, this was not performed since the communication processes
only account for 0.125% of the total computational effort. However, it is advised
to perform this analysis in future work.
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Table 5.14: Computational speed-up for all performed tests

Time [hr] # Particles
Test DualSPHysics Coupled Computational DualSPHysics Coupled Theoretical

Model Speed-up Model Speed-up
Wave I 39.33 15.53 253% 2442k 1277k 191%
Wave II 14.97 3.57 420% 1734k 463k 374%
Wave III 3.30 1.08 305% 1041k 329k 316%
Wave IV 1.30 0.97 134% 301k 212k 142%

OWC 1.86 0.85 219% 350k 129k 273%
Box 2.63 1.51 174% 676k 330k 205%
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5.7 Two-way or not two-way, that’s the question

The presented coupling methodology allows for a two-way coupling between Ocean-
Wave3D and DualSPHysics. The two-way principle is obtained by sending the
surface elevation from DualSPHysics back to OceanWave3D and overwriting the
original solution. One of the research objectives is to focus on wave transforma-
tions within and around WEC devices and WEC arrays. This focus on surface
elevation and floater response mainly requires a good representation of the wave
profile and accurate floater dynamics. If the wave transformations around a WEC
are correctly reproduced in DualSPHysics, they can be propagated further away in
OceanWave3D due to the two-way coupling.
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Figure 5.34: Surface elevation in function of horizontal flume position for both the Ocean-
Wave3D and DualSPHysics results, comparing one-way solutions to two-way solutions.
The SPH zone is situated from x = 20.0 m to x = 25.0 m.

A comparison between a one-way coupled and two-way coupled simulation is
shown in Figure 5.34. There, 4 snapshots of the full OceanWave3D (OW3D)
domain are given at 4 different moments in time. The total flume is 50 m long
with a 5 m long DualSPHysics (DSPH) zone ranging from x = 20 m to x = 25
m. Since the two-way coupling applies relaxation zones, only the center 1/3 part
of the DSPH solution exactly overlaps the OW3D solution. It can be noticed
that there is not a big difference between one-way or two-way coupling for the
OW3D simulation. However, for DSPH, there is a significant difference in the
wave trough. When coupling one-way, the wave trough is higher than when a
two-way coupling is applied. The difference is however around one particle size dp,
which is an acceptable error. Although the wave through is better reproduced in a
two-way coupling, there is a non-linear bump visible in the DSPH results, which is
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not physical. Also, the one-way coupled simulation can run for longer simulation
times, since the OW3D surface elevations are not overwritten, and no numerical
instabilities can occur.

As a guideline, two-way coupling should only be used when the research objec-
tive is to study both near- and far-field effects around floating devices. A one-way
coupling without overwriting the original OW3D surface elevation is advised for
regular simulations where the focus is on the wave-structure interactions, since it
leads to a slightly more stable simulation. Additionally, in the next Chapter, it
will be shown that very accurate results are obtained by applying one-way coupling
with open boundaries.

5.8 Conclusions

In this chapter, a two-way coupling methodology between a fully non-linear poten-
tial flow wave propagation model and an SPH wave-structure interaction solver was
introduced. The coupled model consists of a nested SPH zone within a larger wave
propagation domain. At both boundaries of the SPH zone, there is an interface
with the wave propagation model. Here, boundary blocks are moved horizontally,
matching the horizontal orbital velocities underneath the wave field calculated with
the wave propagation model. This results in wave generating blocks at the left side
of the SPH zone and wave absorbing blocks on the right side. Within the SPH zone,
the surface elevation is registered and sent back to the wave propagation model.
This development fills the third and fourth knowledge gap, defined in Section 2.4.

In the present research, the introduced coupling methodology is applied to the
wave propagation model OceanWave3D and the wave-structure interaction solver
DualSPHysics. The two-way coupled model is programmed within an OpenMPI
environment, where 3 subprocesses are transferring and processing data. Next to
an OceanWave3D and DualSPHysics process, there is a Python process, directing
the information transfer and processing the data before sending it to the dedicated
process. The code is compiled to run on both CPUs and GPUs.

A proof-of-concept 2-D coupled model is introduced to demonstrate the capa-
bilities of the two-way coupling. Firstly, wave propagation of 4 different wave types
(linear and non-linear) is performed, resulting in a very high accuracy with errors
that remain lower than 1 smoothing length h. Secondly, results from the coupled
model are compared to those from two experimental set-ups: one with a fixed
OWC device and another one with a floating box. The results show agreement
with errors remaining below or close to the smoothing length h. The coupling
methodology has the following generic benefits:

• The computation time can be significantly smaller since only a part of the full
wave propagation domain is simulated in the wave-structure interaction solver
(here, SPH). In the performed tests, the coupled model has at least 2 to 4
times less particles to simulate, which directly results into faster computation
times;

• Alternatively, for the same computation time as a stand-alone SPH simula-



118 5. Non-Linear Coupling Methodology with Moving Boundaries

tion, there is the possibility of simulating more particles for a higher accuracy.

• Almost no overhead time is lost, since the SPH computation step is by far
the largest part of a complete cycle;

• The MPI protocol ensures an efficient and practical way of transferring data
from one model to another, since it minimizes the necessary source code
alterations in each model;

However, there are a number of limitations to this two-way coupling method-
ology. Firstly, the generation and absorption of waves in the coupled model is
implemented by horizontally moving boundary blocks. This means the vertical
orbital velocities and surface elevation are not coupled and need to be generated
within DualSPHysics. This inevitably leads to lower accuracy. Next, the horizon-
tally moving boundaries slowly drift away from each other, limiting the simulation
time. Additionally, only the surface elevation is coupled back to the wave prop-
agation model. A stronger coupling would be obtained when the velocity field
can be coupled back as well. This would ensure that both the velocity field and
surface elevation are exactly the same in OceanWave3D and DualSPHysics, within
the coupling domain. The difficulty however lies within integrating the noisy Dual-
SPHysics velocities to a non-linear wave potential field for OceanWave3D. Lastly,
only 2-D vertical simulations are supported.

In the next chapter, the two-way coupled model will be adapted to overcome
these limitations and expanded with the following features:

• The moving boundary blocks will be replaced by buffer zones with inlet and
outlet boundary conditions (Tafuni et al., 2018). This will result in automatic
creation and removal of water particles at the boundaries;

• The model will be extended to a 3-D domain;

Logically, the upgraded methodology will be thoroughly tested and compared
to theoretical solutions and experimental datasets.



Chapter 6

Non-Linear Coupling
Methodology with Open
Boundaries

In this sixth chapter of the thesis, the previously presented coupling methodology
is extended to apply open boundaries instead of moving boundaries at the coupling
interface. This new methodology proves to have excellent accuracy in propagating
non-linear waves and is validated with theoretical and experimental results. The
research presented is based on the following articles:

submitted for publication as:
Verbrugghe, T., Dom̀ınguez, J. M., Altomare, C., Tafuni, A., Vacondio, R.,
Troch, P. and Kortenhaus, A. (2018). Non-linear wave generation and absorption
using open boundaries within DualSPHysics. Computer Physics Communications,
submitted for publication on 12/07/2018.

submitted for publication as:
Verbrugghe, T., Dom̀ınguez, J. M., Altomare, C., Tafuni, A., Troch, P. and Korten-
haus, A. (2018). Application of open boundaries within a two-way coupled SPH
model to simulate non-linear wave-structure interactions. In Proceedings of the
36th International Conference on Coastal Engineering, presented on 02/08/2018.

6.1 Introduction

SPH methods typically are computationally very intensive. However, recent ad-
vances using HPC and GPU have strongly contributed to significant gains in com-
putational effort (Gotoh and Khayyer, 2018). Despite the use of HPC and GPUs, it
is still challenging to model real engineering problems, which are usually multi-scale
problems. An alternative to optimizing SPH for powerful computing hardware, is to
study possible reduction of the computational domain. Importantly, this requires

119
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accurate and stable boundary conditions, which is one of the SPHERIC Grand
Challenges (spheric-sph.org/grand-challenges). This research focuses on
applying open boundary conditions for wave generation and wave absorption of
non-linear regular and irregular waves, with a high accuracy within a small compu-
tational domain. These open boundaries are then implemented in a 2-way coupling
methodology between OceanWave3D and DualSPHysics. A detailed state-of-the
art literature overview of wave generation and wave absorption techniques within
SPH is presented in Section 2.3 of this manuscript.

Typically, SPH domains for wave propagation modelling are at least 3-4 wave-
lengths long (Altomare et al., 2016a). Combined with a required small particle size
to accurately reproduce the surface elevation, this leads to computationally inten-
sive simulations. This research is aimed at reducing the necessary fluid domain to
a length of only one wavelength, and provide accurate boundary conditions capable
of active wave generation and absorption. In this manner, real open sea conditions
can be simulated where waves enter at the left-hand-side of the fluid domain and
exit freely at the right-hand-side. The WCSPH model DualSPHysics will be used
to demonstrate these new wave generation and wave absorption techniques, using
the recently developed open boundaries (Tafuni et al., 2016, 2017, 2018). The
applied open boundary formulation is based on the use of buffer layers adjacent
to the fluid domain. Buffer particles are used to enforce certain conditions in the
presence of fluid inlets and outlets. Particularly, the physical information of buffer
particles is either assigned a priori or extrapolated from the fluid domain using a
first order consistent procedure. The major benefits of this method are:

• Using open boundaries for wave generation and absorption is meant to cover
those cases where classical wave generation techniques can fail or are very
computationally expensive, for example open sea states, simulating floating
devices, wave breaking conditions.

• The buffer zones in the open boundaries accept physical information from
any source: for example linear wave theory, non-linear wave theories, external
numerical models such as CFD models, or even measurement data.

In Section 6.2 of this Chapter, the open boundaries will be used to generate,
propagate and absorb non-linear waves within DualSPHysics. Next, in Section
6.3, the 2-way coupling methodology introduced in Chapter 5 will be redesigned,
now applying the open boundaries at the coupling interface instead of moving
boundaries.

6.2 Open Boundaries Within DualSPHysics

6.2.1 Description of Open Boundaries

Within this research, open boundaries are applied to generate and absorb waves.
The implementation of open boundaries in DualSPHysics is discussed in detail in
Tafuni et al. (2018). Inflow and outflow buffers can be defined near the inlets and

spheric-sph.org/grand-challenges
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outlets of the computational domain. Flow properties can be either imposed or
extrapolated from the fluid domain bulk using ghost nodes.

Buffer particles
Buffer treshold

Fluid particles

Solid boundary particles
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o
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a
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Ghost nodes

Figure 6.1: Sketch of the implemented open boundary model, adapted from Tafuni et al.
(2018).

A sketch of the implemented boundary condition model is shown in Figure
6.1 in the generic case of a fluid flowing near a buffer area identifying an open
boundary. The buffer zone is situated in between the domain edge and the buffer
threshold boundary, i.e. the fluid-buffer interface. The zone is filled with layers
of SPH buffer particles used to enforce certain boundary conditions. The buffer
size should be at least equal to or exceed the kernel radius. This is necessary to
have full kernel support for the fluid particles near an inlet or outlet. In the present
research, the buffer width is chosen as 8 · dp in the direction normal to the open
boundary, where dp is the particle size adopted in DualSPHysics. Providing the
information to an open boundary is possible using two methods: physical quantities
are either assigned a priori or extrapolated from the fluid domain to the buffer zones
(inflow and outflow) using ghost nodes. As illustrated in Figure 6.1, the positions
of the ghost nodes are calculated by mirroring the buffer particles into the fluid
along a direction normal to the open boundary. When calculating fluid quantities
at the ghost nodes, a standard particle interpolation would not be consistent due
to the proximity to an open boundary, which translates into a truncated kernel.
The method proposed by Liu and Liu (2006) is thereby adopted to retrieve first
order kernel and particle consistency. The multi-dimensional first-order Taylor series
approximation of the field function f(x) multiplied by the kernel function evaluated
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at particle k, Wk(x), and its first order derivatives, Wk,β(x), are given by:∫
f(x)Wk(x)dx = fk

∫
Wk(x)dx + fk,β

∫
(x− xk)Wk(x)dx (6.1)

∫
f(x)Wk,β(x)dx = fk

∫
Wk,β(x)dx + fk,β

∫
(x− xk,β)Wk,β(x)dx (6.2)

Here, β is an index ranging from 1 to d, the number of dimensions. Equations 6.1
and 6.2 form a system of d+ 1 equations in d+ 1 unknowns, fk and fk,β . Using
the particle notation, the system solution is found as:

fk =

∣∣∣∣ ∑i fiWki∆Vi
∑
i(xi − xk)Wki∆Vi∑

i fiWki,β∆Vi
∑
i(xi − xk)Wki,β∆Vi

∣∣∣∣∣∣∣∣ ∑i f(x)Wki∆Vi
∑
i(xi − xk)Wki∆Vi∑

i f(x)Wki,β∆Vi
∑
i(xi − xk)Wki,β∆Vi

∣∣∣∣ (6.3)

fk,β =

∣∣∣∣ ∑iWki∆Vi
∑
i fiWki∆Vi∑

iWki,β∆Vi
∑
i fiWki,β∆Vi

∣∣∣∣∣∣∣∣ ∑iWki∆Vi
∑
i(xi − xk)Wki∆Vi∑

iWki,β∆Vi
∑
i(xi − xk)Wki,β∆Vi

∣∣∣∣ (6.4)

These have been employed to find the value of fo at the open boundary given the
corrected values of fk and fk,β at the ghost nodes:

fo = fk + (ro − rk) · ∇̃fk (6.5)

where ∇̃fk is the corrected gradient calculated at the ghost nodes.
The open boundary algorithm introduces several new features that make SPH

more applicable to real engineering problems. The first one is the possibility of
using buffer areas to impose unsteady velocity and pressure profiles, as well as
pressure and velocity gradients along a chosen direction. Next, a variable free-
surface elevation can be imposed, which is an essential prerequisite in free-surface
flow problems where waves can enter and exit the computational domain. Finally,
the buffer areas are characterised by a dual behaviour, allowing both inward and
outward flows, making flow reversion possible. Consequently, when flow velocities
are extrapolated from the fluid domain, mixed velocity fields are possible where
part of the buffer area contains fluid particles entering the domain, and another
part contains fluid particles leaving the domain. This can be specifically important
when flow problems with strong rotations or oscillations need to be modeled. This
flexibility is an important distinctive feature. Since the open boundary algorithm is
available on both the parallel CPU and GPU versions of DualSPHysics, considerable
speed-ups can be achieved when running the code on high-end GPUs or large CPU
clusters. This is particularly necessary when simulating real engineering problems
where a large number of particles is necessary to study high-resolution flow problems
with complicated geometries, while maintaining a reasonable computation time.
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6.2.2 Wave Propagation with Open Boundaries

In this research, generation and absorption of non-linear regular and irregular waves
is performed within the Weakly Compressible SPH (WCSPH) solver DualSPHysics,
by applying the open boundary formulation from Tafuni et al. (2018), as described
in Section 6.2.1. The open boundaries are implemented as a zone of buffer particles.
The imposed physical quantities can originate from any source: linear or non-linear
wave theories, external numerical models or even measurement data. When buffer
particles cross the domain edge, they are removed from the domain. Buffer particles
entering the fluid domain are transformed into a fluid particle, and fluid particles
entering the buffer zone become buffer particles. In the specific case an inflow
buffer particle crosses the buffer-fluid interface, it becomes a fluid particle and a
new buffer particle is created at the inflow boundary. This generation method is
similar to what was presented by Ni et al. (2018), but there are some key differences
making the here-used formulation more flexible. Firstly, flow reversion problems
can not be simulated with the method by Ni et al. (2018). Secondly, there is no
possibility to extrapolate flow quantities using ghost nodes. Thirdly, the method to
impose free surface elevation is different. Fourthly, the applied velocity profiles and
corrections are depth-averaged. Lastly, only 2nd order wave generation is possible,
where the method introduced here is compatible with up to 5th order generation.

Here, a fluid domain with a length of 1 wave length is chosen, with an inlet
at the left-hand-side of the domain and an outlet at the right-hand-side of the
domain (see Figure 6.2). Each buffer zone consists of 8 layers of buffer particles.
A sensitivity analysis illustrated in Figure 6.3 has shown that wave propagation
results are accurate for buffer zones with at least 8 layers. The dimensionless
amplitude KD is shown in function of the normalized position x/Lwav for a Stokes
third-order wave. The number of layers nl is varied from 1 to 16 and is doubled
each iteration.

8 Layers8 Layers8 Layers8 Layers
INLET OUTLET

FLUID DOMAIN
1 Wave Length

Bottom Boundary

η,u*

phyd

η,p u*

WGin WGout

EXTERNAL
SOURCE

EXTERNAL
SOURCE

Figure 6.2: General sketch of numerical domain set-up to illustrate the generation/ab-
sorption methodology.

The imposed physical quantities originate from non-linear wave theory, detailed
in Section 6.2.2.4. At the inlet, theoretical horizontal orbital velocities and sur-
face elevation are imposed on the buffer particles, while the pressure is set to be
hydrostatic. At the outlet, only the horizontal orbital velocities are imposed, the
surface elevation and pressure are extrapolated from the fluid domain. No vertical
orbital velocities are applied, analysis has proven that there is no accuracy benefit
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Table 6.1: Imposed and extrapolated quantities for inlet and outlet buffer particles
(Imp=imposed, Ext=extrapolated, Hyd=hydrostatic).

Quantity u w η p
inlet Imp 0 Imp Hyd

outlet Imp 0 Ext Ext

by imposing vertical velocities, but there is a negative impact on particle spacing.

10 x/Lwav

0.7

1.5

1.0

KD

Figure 6.3: Sensitivity analysis on the number of buffer particle layers nl necessary for
accurate wave propagation.

By imposing horizontal velocities on both the inlet and outlet, the hydrodynamic
problem becomes over-constrained, which can result in unwanted reflections in the
fluid domain. Additionally, when a floating or fixed structure is positioned in the
fluid domain, waves will reflect on the structure and transform around it. The
open boundaries should be able to compensate for the reflected waves and the
outlet needs to absorb the transformed wave effectively. In this research, this is
done by applying velocity corrections at the inlet and the outlet, based on the
measured free surface close the buffer interface, specifically at a distance of 8 · dp.
This distance has been selected based on a sensitivity analysis, illustrated in Figure
6.4. The same Stokes third-order wave was simulated, each time varying the wave
measurement distance from 1 · dp to 16 · dp. At a distance of 8 · dp, the wave
measurement location is close enough to the buffer zone to have a minimal phase
difference, but far enough to avoid inaccuracies due to transitional effects between
the buffer zone and the fluid domain. In Figure 6.2, these measuring locations
are denoted as WGin (Wave Gauge) and WGout. The applied velocity correction
is a shallow water wave correction based on the measured reflection (Dean and
Dalrymple, 1991a), but is implemented differently depending on the inlet or the
outlet.

6.2.2.1 Inlet Velocity Correction

At the inlet, the objective is to always generate the required incident wave. The
surface elevation is measured directly outside of the inlet, and the velocity is cor-
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Figure 6.4: Sensitivity analysis on distance dWG to the inlet/outlet interface of the active
wave absorption wave gauges, necessary for accurate wave propagation.

rected to ensure that the generated surface elevation matches the theoretical one.
In case a higher surface elevation is measured than what was imposed, the corrected
velocity should be lower than the originally imposed profile, in order to compensate
the excess of velocity, since that profile leads to reflections in the fluid domain.
Within the code, this correction is implemented as follows:

uin(z, t) = utheory(z, t)− [ηWG,in − ηtheory] ·
√
g

d
(6.6)

Here, uin is the horizontal velocity at the inlet, utheory is the imposed horizontal
velocity, ηWG,in is the measured free surface elevation near the inlet, ηtheory is
the imposed free surface, g is the earth’s acceleration and d is the water depth.
This correction is similar to the active wave absorption applied in Altomare et al.
(2017), although there it was used to correct the displacement of a piston-type
wavemaker formed by moving boundary particles.

6.2.2.2 Outlet Velocity Correction

At the outlet, the objective is to absorb any wave propagating towards the outlet.
Technically, the applied open boundaries do not absorb the wave, but rather try to
match the velocity field present in the fluid domain as close as possible, creating an
’open door’ for the propagating wave. The surface elevation is measured directly
outside of the outlet, and the velocity is corrected to ensure that the imposed
velocities match the measured ones. In case a higher surface elevation is measured
than what was imposed, the corrected velocity should be higher than the originally
imposed profile, in order to prevent discontinuities in the velocity field, which would
induce unwanted reflected waves into the domain:

uout(z, t) = utheory(z, t)− [ηtheory − ηWG,out] ·
√
g

d
(6.7)

6.2.2.3 Implementation Into DualSPHysics

The methodology described above is implemented into the DualSPHysics source
code, as illustrated in Figure 6.5. In the main simulation script JSphGpuSingle.cpp,
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JSphGpuSingle.cpp

JSphInOutGridData.cpp

Initialisation

- awas = true/false
- read in etatheory

Simulation

- measure free surface
- interpolate etatheory

if (awas)

no

ucorr = 0.0

yes
Algorithm 1 → ucorr

Simulation

- calculate ramp
- calculate etatheory

(optional)

(optional)

uparticles - ucorr

JSphGpu_InOut_ker.cu

CPU GPU

Figure 6.5: Implementation of velocity correction in DualSPHysics source code.

some minor modifications are made. At initialisation, a boolean awas is created to
specify if active wave absorption is required or not.

if zone = inlet then
if time < ramptime then

ramp = time/ramptime;
else

ramp = 1.0;
etainlet = etatheory*ramp;
ucorr = (etameasured-etainlet)*sqrt(g/depth);

else zone = outlet
if time < ramptime then

ramp = time/ramptime;
else

ramp = 1.0;
etaoutlet = etatheory*ramp;
ucorr = (etaoutlet-etameasured)*sqrt(g/depth);

call inletoutletvelocity(other input,ucorr);

Algorithm 1: Implementation of active wave absorption in
JSphInOutGridData.cpp.
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Additionally, it is possible to read in the theoretical surface elevations needed
to calculate the velocity correction from a text file. Alternatively, these theoretical
values are calculated within the DualSPHysics code itself by using newly created
Stokes fifth-order functions. During the simulation, the surface elevation at WGin
and WGout are measured and put into global variables. The theoretical surface
elevations are read in from a file at discrete time intervals, and thus need to be
interpolated to the current DualSPHysics timestep. If awas is true, the velocity
correction is activated in the script JSphInOutGridData.cpp. Optionally, the
theoretical surface elevations are calculated here. The velocity correction ucorr is
calculated as detailed in Algorithm 1 below. There, a distinction is made between
an inlet and an outlet, since the velocity correction is calculated differently. A ramp
function is used to smoothly introduce the velocity correction over a certain ramp
time. Next, the velocity correction is calculated as discussed in equations 6.6 and
6.7. Lastly, the particle velocities are then corrected with ucorr on the GPU, in
the file JSphGpu_InOut_ker.cu.

6.2.2.4 Applied Non-linear Wave Theory

Both the wave generation and absorption applied in this work are based on imposing
free surface and horizontal orbital velocities.

6.2.2.4a Regular Waves For regular waves, the imposed quantities are calcu-
lated with the 5th order solution to the Stokes Theory, given by Fenton (1985):

kη(x, t) =

5∑
i=1

εi
i∑

j=1

Bij cos[jk(x− ct+
θ

k
)] (6.8)

ε = ka (6.9)

c = Ūc + Ū (6.10)

Ū

√
k

g
= C0 + ε2C2 + ε4C4 (6.11)

u(x, z, t) = Ūc + C0

√
g

k3

5∑
i=1

εi
i∑

j=1

Aij cosh(jkz)jk cos[jk(x− ct+
θ

k
)]

(6.12)

Here, η is the surface elevation, k is the wave number (defined as k = 2π/L, with
L the wavelength), a is the wave amplitude, g is the earth acceleration, c is the
wave velocity, Ūc is the mean current velocity, Ū is the mean horizontal velocity,
θ is the phase constant. The wave period T can be calculated based on the wave
number k and the wave celerity c, T = 2π/(kc). The constants Aij Bij and Ci
are theory-specific and can be found in Appendix B. The z-axis has its origin at
the sea bed.

6.2.2.4b Irregular Waves For irregular waves, the surface elevation is calcu-
lated based on linear wave theory with a second-order correction, including both
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sub-harmonic (bound long waves) and super-harmonic components. This is done
based on a Joint North Sea Wave Observation Project (JONSWAP) wave spec-
trum, of which N wave components are uniformly distributed. N is chosen to be
200 to ensure an acceptable accuracy of the discretised spectrum. A phase seed
is also used to obtain different time series of irregular waves assigning randomly
a value for the initial phase to each wave component. Changing the phase seed
allows generating different irregular wave time series with the same significant wave
height (Hs) and peak period (Tp). From this spectrum, the irregular surface ele-
vations are calculated and the corresponding orbital velocities are approximated by
applying the shallow water wave theory and are thus considered constant over the
water depth:

u(x, t) = η(x, t) ·
√
g

d
(6.13)

6.2.3 Test Program

The application of open boundaries in DualSPHysics is hereby validated with the-
oretical results and scientific results from the literature. Firstly, a stable non-linear
standing wave is simulated by considering the outlet as a fixed wall. Secondly, sim-
ple wave propagation of regular and irregular waves is studied. Thirdly, a number
of tests is performed to investigate the correct reproduction of wave transmission
and wave reflection.

6.2.3.1 Standing Wave Test

First, a non-linear standing wave is simulated. A 2−D fluid domain with a water
depth d and a length of 1 wavelength Lwav is used. An inlet is used for wave
generation, while a wall is placed at the other end of the domain. If the inlet
functions correctly, the applied velocity correction should ensure a stable standing
wave in the fluid. This should result in visible nodes and antinodes in the surface
elevation, as well as in the orbital velocities.

6.2.3.2 Wave Propagation Tests

A series of propagating waves is simulated. A 2 − D fluid domain with a water
depth d and a length of 1 wavelength Lwav is used. An inlet is used for wave
generation, while an outlet handles the wave absorption (see Figure 6.2). The
waves are selected based on their linear or non-linear characteristics, as described
by the diagram of Le Méhauté (1969), adapted in Figure 6.6. A selection of 5
wave types is chosen, including 4 regular waves and 1 irregular wave. The specific
characteristics such as wave height H(s), wave period T(m), water depth d and
particle size dp are listed in Table 6.2. The particle size is selected based on
the recommendation that dp ≤ H/10, as demonstrated in Altomare et al. (2017)
and Roselli et al. (2018). The validity of the regular wave theories is illustrated in
Figure 6.6. The accuracy of the wave propagation is assessed by comparing surface
elevation, orbital velocities and dynamic pressures with theoretical results.
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II

III

IV

V

d

Figure 6.6: Selection of waves tested with the open boundary conditions. Tests II-V are
indicated on the graph (adapted from Le Méhauté (1969)). d

gτ2
is the normalized water

depth while H
gτ2

is the normalized wave height.

6.2.3.3 Wave Transmission Tests

Next, a combination of wave reflection and wave transformation is studied by simu-
lating wave propagation over a submerged breakwater with a smooth impermeable
slope (see Figure 6.7). Part of the wave will reflect on the breakwater, while part
of the wave will be transmitted over the breakwater. A fluid domain with a water
depth of d and length of 2 ·Lwav is selected. An inlet is used for wave generation,
while an outlet handles the wave absorption. The submerged breakwater is posi-
tioned midway along the length, has a height of hbw and a slope of 1/1.5. The
ratio d/hbw is equal to 1.2. Validation of this test case is obtained by comparing
the transmission coefficient CT = Ht

Hi
with results from Seelig (1980).
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Figure 6.7: Set-up of wave transmission tests with submerged breakwaters and smooth
impermeable slopes.
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Table 6.2: Wave Propagation Tests: Wave Conditions.

Test Wave Wave Wave Water Wave Particle

Number Theory Height Period Depth Length Size

H(s) [m] T(m) [s] d [m] L [m] dp [m]

I Standing 0.15 2.0 0.7 4.62 0.020

II Linear 0.02 1.5 1.0 3.35 0.002

III Stokes 2nd 0.08 2.0 1.0 5.22 0.010

IV Stokes 3rd 0.15 2.0 0.7 4.62 0.010

V Stream Function 0.06 2.0 0.3 3.26 0.005

VI Irregular Wave 0.15 2.0 1.0 / 0.010

6.2.3.4 Wave Reflection Tests

Lastly, wave reflection tests are carried out by propagating irregular waves on
smooth impermeable breakwaters with varying slopes (see Figure 6.8). The domain
consists of a fluid section with a water depth d and a length of 1 wavelength Lwav.
A smooth impermeable breakwater with slope angle α is installed at the right side
of the domain. Validation of the test case is achieved by calculating the reflection
coefficient CR with WaveLab, and comparing the result to the formula of Seelig
(1983):

CR =
aξ

b+ ξ2
ξ =

tanα√
2πH
gT 2

(6.14)

Equation (6.14) is valid for values of ξ ranging from 2.0 to 6.0. For the wave
conditions used in this test case, this results in slope angles between 20◦ and 45◦.
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Figure 6.8: Set-up of wave reflection tests on breakwaters with a smooth impermeable
slope.
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6.2.4 Validation

6.2.4.1 DualSPHysics Parameters

The efficiency and accuracy of DualSPHysics was investigated in Altomare et al.
(2015b) for wave propagation and absorption showing good agreement between
numerical results and experimental data. Accordingly, similar SPH options used
for that work will be used here to perform the numerical simulations. The solver
options used in this section are summarized in Table 6.3.

Table 6.3: SPH formulation and parameters.

Time Integration Scheme Verlet

Time Step Variable (including CFL and viscosity)

Kernel Wendland

Smoothing Length 2.0 · dp
Viscosity Treatment Artificial (α = 0.01)

Equation of State Tait equation

Boundary Conditions Open Boundary Conditions

δ-SPH Yes (δ-SPH = 0.1)

6.2.4.2 Standing Wave Test

The accuracy of wave propagation with open boundaries is assessed by comparing
SPH surface elevation and orbital velocities with the corresponding theoretical
results, as illustrated in Figure 6.9. The first graph shows the comparison of the
surface elevation, the second graph the horizontal orbital velocities and the third
graph the vertical orbital velocities. The theoretical standing wave was calculated as
a Stokes second-order standing wave. For a perfectly linear standing wave pattern,
the free-surface elevation should be zero at the nodes and twice the amplitude of
the incident waves at the antinodes. As visible in Figure 6.9, a perfect pattern is not
achieved. Nevertheless, the amplitudes at the nodes are very small (maximum 2
cm) as predicted by the second-order solution, and the amplitudes at the antinodes
are close to their maximum. Both the horizontal and vertical orbital velocities show
good agreement with the theoretical result. The calculated errors are summarized
in Table 6.4. The RMSE error on the surface elevation at both the node and
antinode remain below 0.26h. The maximum (L∞) errors remain below 0.5h. For
the orbital velocities, the RMSE values for the orbital velocities range from 0.13 to
0.41 times the maximum calculated velocity. The maximum errors are higher and
reach up to 1.16 times the maximum vertical velocity at the node.
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Figure 6.9: Comparison of surface elevation η (top), horizontal orbital velocity u (middle)
and vertical orbital velocity w (bottom) in nodes and antinodes for a non-linear standing
wave.

Table 6.4: Error values of surface elevation, horizontal and vertical orbital velocities
at nodes (N) and antinodes (A) for the standing wave test. The RMSE error and L∞
error are normalized with the smoothing length for the surface elevations and with the
maximum velocity for the orbital velocities.

Error ηN ηA uN uA wN wA

RMSE [-] 0.26 0.25 0.13 0.41 0.40 0.13

L∞ [-] 0.49 0.50 0.21 1.00 1.16 0.24

t∞ [s] 24.8 23.5 20.9 22.5 19.1 27.7

6.2.4.3 Wave Propagation Tests

The accuracy of wave propagation with open boundaries is now assessed by com-
paring SPH surface elevation, orbital velocities and dynamic pressures with the
corresponding theoretical results.

6.2.4.3a Surface Elevations The surface elevation for the regular waves, mea-
sured at the center of the domain is compared to the theoretical surface elevation
in Figure 6.10. It is clear that the surface elevation is simulated with a very high
accuracy. Both the wave crest and wave through are reproduced excellently. Ad-
ditionally, the asymmetry of the non-linear wave types is present as well. In order
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Figure 6.10: Surface elevations of wave tests II-V, measured in the center of the fluid
domain x = Lwav/2.

to quantify the accuracy, RMSE values are calculated as follows:

RMSE =

√
1
n

∑n
i=1(ηSPH − ηtheory)2

hSPH
hSPH = 2.0 · dp ·

√
2 (6.15)

This is a specific RMSE calculation for SPH simulations, where the error is non-
dimensional with respect to the smoothing length hSPH. Results are considered
acceptable when the RMSE value is lower than one. In Table 6.5, the RMSE values
for the surface elevation of the propagating wave tests are given. The calculated
errors are low and range from 13.9% for wave V to 17.5% for wave III, proving
that the applied wave generation and absorption technique is capable of accurately
reproducing the surface elevation of linear and non-linear waves.

Table 6.5: RMSE values for surface elevations of wave types II-V.

Wave Test II III IV V
RMSE 0.169 0.175 0.172 0.139

Additionally, the dimensionless amplitude KD is calculated as follows:

KD =

√
8 ·
∑nt

i=0 η
2
i

H2 · nt
(6.16)

Here, nt is the number of time steps. The KD value is calculated for waves II-V
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Figure 6.11: Dimensionless amplitude KD for wave tests II-V.

and plotted as a function of the domain length in Figure 6.11. It is clear that the
reflections in the domain are minimal, with KD values ranging from 0.95 to 1.02.

Lastly, the propagation of an irregular wave with Hs = 0.15 m and Tm = 2.0
s was simulated. The accuracy of the simulation is determined by performing a
reflection analysis with WaveLab on an irregular wave train of 500 waves. The anal-
ysis is based on the N-gauge extension of the 3-gauge Mansard and Funke method,
as presented in Zelt and Skjelbreia (1992). The result is illustrated in Figure 6.12,
where the incident spectrum Sincident, the reflected spectrum Sreflected, and the
reflection coefficient CR are given. Around the peak frequency of 0.39Hz, reflec-
tion is very low with CR ranging from 8% to 11%. Towards the higher frequencies,
CR rises up to 26%. However, the spectral density from these high-frequency
components is very low, and the impact on the accuracy of the surface elevation
is minimal.

0.0 Hz 1.0 Hzfp = 0.39 Hz

0.0114 m²s 48%

26%

8%

SIncident

SReflected

CR

Figure 6.12: Reflection analysis of irregular wave (Test VI).
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Next to a frequency analysis, the surface elevation can be compared in the
time domain. A visual representation of the comparison of the surface elevation
between the theoretical and numerical results is visible in Figure 6.13. It is clear
that DualSPHysics with the current open boundary formulation can propagate
non-linear irregular waves.

η [m]

Time [s]600 700

-0.15

0.15

Figure 6.13: Surface elevation comparison of the irregular wave (test VI) between theo-
retical and numerical result, measured in the middle of the domain.

6.2.4.3b Orbital Velocities A propagating wave is not only characterized by
its surface elevation, but also by the orbital velocities in the horizontal and vertical
directions. In Figure 6.14, the horizontal orbital velocities under a wave crest are
compared to theoretical results, while the vertical orbital velocities are compared
in Figure 6.15. DualSPHysics is capable of accurately reproducing the horizontal
and vertical orbital velocities. In order to quantify the accuracy, RMSE and L∞
values are calculated as follows:

RMSE =

√
1
n

∑n
i=1(uSPH − utheory)2

max(utheory)
(6.17)

L∞ =
max |uSPH − utheory|

max(utheory)
(6.18)

The results for each Wave Test are summarized in Table 6.6. The RMSE values
range from 1.5% to 4.3%, proving the high accuracy of wave generation, propa-
gation and absorption. Also the maximum errors (L∞) remain low, ranging from
2.9% to 7.2%. The location of the maximum error varies from case to case and
can be located anywhere from the sea bottom until the free surface.

6.2.4.3c Pressure Herein the pressure distribution obtained with SPH is com-
pared to the corresponding pressure profile from theory. The results are shown in
Figure 6.16, where the mean total pressure, p(z), and its standard deviation are
plotted as a function of the vertical position, z, at a certain time, ti, and at the
middle section xs = Lwav/2. The solid line represents the value of p(z) while the
shaded area is indicative of the standard deviation, calculated as:

p(z) =
1

nt

tsim∑
ti=0

p(xs, z, ti) (6.19)
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Figure 6.14: Comparison of horizontal orbital velocities of simulated waves to non-linear
wave theory.
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Figure 6.15: Comparison of vertical orbital velocities of simulated waves to non-linear
wave theory.
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Table 6.6: RMSE values for orbital velocities of wave types II-V.

Wave Test II III IV V

RMSEu 0.023 0.043 0.027 0.015

L∞,u 0.043 0.072 0.053 0.030

z/d∞,u 1.0 0.6 0.2 0.3

RMSEw 0.021 0.024 0.026 0.018

L∞,w 0.036 0.040 0.049 0.029

z/d∞,w 0.8 0.0 1.0 0.6

0

1

z/d [-]

-100 100pd,II [Pa] -300 300pd,III [Pa] -500 500pd,IV [Pa] -300 300pd,V [Pa]
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Figure 6.16: Comparison of dynamic pressure of tested waves. Solid lines represent
the mean total pressure while the shaded areas represent the standard deviation of the
time-varying pressure and are thus directly linked to the dynamic pressure.

σp(z) =

√√√√ 1

nt

tsim∑
ti=0

(p(xs, z, ti)− p(z))2 (6.20)

Here, p is the total pressure at a certain point (xs, z) at a certain time ti. The
standard deviation is directly related to the added dynamic pressure due to the wave
action. Good results are obtained. The wave tests III, IV and V have excellent
agreement, while wave test II has a slightly curved pressure distribution. Wave test
IV has the highest wave height of 0.15m, leading to higher pressure fluctuations and
higher velocities of the buffer particles. Again, the RMSE values are calculated for

the mean total pressure as RMSEp =
√

1
n

∑n
i=1(psim − ptheory)2/max(ptheory),

see Table 6.7. The RMSE values for all 4 waves are low, ranging from 0.002 to
0.008, with the best performance for wave type II and the worst performance for
wave type V. It is remarked that the RMSE values are low because the total pressure
is considered here rather than the dynamic pressure. This is preferred for simplicity
as RMSE calculation on the dynamic pressure is more cumbersome.
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Table 6.7: RMSE values for mean total pressure of wave types II-V.

Wave Test II III IV V
RMSEp 0.002 0.004 0.006 0.008

6.2.4.3d Computational Speed-up One of the main benefits of applying open
boundaries is to have a relatively small domain for open sea states where waves
need to freely propagate through the domain without any reflections. While classic
wave propagation simulations in SPH require a domain length of 3-4 wavelengths
(Altomare et al., 2016a), the domain here can be only 1 wavelength long. This leads
to a significant reduction in computational effort and cost. In order to quantify
the achievable computational speed-up, the number of particles and the simula-
tion runtime are compared between the new open boundary method and a classic
wave propagation simulation with a flume length of 4 wavelengths. Based on this
recommendation, the classic simulations are run and compared to new method
in Table 6.8. The comparison between the number of particles results in a the-
oretical speed-up. However, the runtime comparison indicates that there can be
a difference between theoretical speed-up and effective computational speed-up.
Nevertheless, it is clear that a significant computational speed-up is possible by
using open boundaries and a reduced domain size. The effective computational
speed-up ranges from 146% to 727%. This is comparable to results obtained by
Omidvar et al. (2013), where variable particle mass was used to speed up the sim-
ulation rather than coupling. There, depending on the studied particle refinement
ratios, speed-ups ranging from 133% to 600% were observed.

Table 6.8: Computational speed-up for wave propagation tests.

Time [hr] # Particles

Wave Classic New Computational Classic New Theoretical

Test Method Method Speed-up Method Method Speed-up

II 39.33 14.38 273% 2442k 1512k 162%

III 3.74 0.51 727% 434k 89k 487%

IV 0.83 0.42 197% 260k 66k 396%

V 1.30 0.89 146% 301k 144k 209%

6.2.4.4 Wave Transmission Tests

A number of regular waves are hereby propagating towards a submerged breakwa-
ter with a smooth, impermeable slope of 1/1.5. Part of the waves reflects on the
structure, while another part of the wave energy is transmitted over the breakwater.
This results in a reduction of the wave height behind the breakwater. The accuracy
of the simulations is quantified by comparing the calculated transmission coeffi-
cient, CT , with the theoretical values published in Seelig (1980). The comparison
is illustrated in Figure 6.17. Since there are some fluctuations in the measured
wave height in the lee of the submerged breakwater, the average transmission co-
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efficient is calculated and plotted together with the measured standard deviation.
In the left graph, the theoretical relation between the dimensionless wave height
H/gT 2 and the transmission coefficient CT is compared to the simulated data.
Simulations were performed with 4 wave heights, ranging from 0.035m to 0.18m.
Lower wave heights would result in a too small particle size and thus a too long
computation time. The accuracy is good with errors on CT ranging from 1% to
4%. The right graph illustrates this by comparing the measured and theoretical
transmission coefficient directly.
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Figure 6.17: Comparison of simulated transmission coefficient CT,SPH and theoretical
transmission coefficient CT,Theory.

6.2.4.5 Wave Reflection Tests

An irregular wave train of 500 waves is propagated towards a breakwater with a
smooth, impermeable slope. Part of the waves reflects on the structure, while an-
other part of the wave energy dissipates due to breaking and run-up. The accuracy
of the simulations is quantified by comparing the calculated reflection coefficient
CR, with the theoretical values published in Seelig (1983). The comparison is illus-
trated in Figure 6.18. In the left graph, the theoretical relation between the slope
angle α and the reflection coefficient CR is compared to the simulated data. Sim-
ulations were performed with 6 slope angles, ranging from 20◦ to 45◦ with a step
of 5◦. The accuracy is good with errors on CR ranging from 1.2% to 6.8%. The
right graph illustrates this by comparing the measured and theoretical reflection
coefficient directly.

6.2.5 Discussion

A novel wave generation and absorption method using open boundaries was in-
troduced. A fluid domain of one wavelength long was selected, with an inlet and
outlet composed of 8 buffer particle layers at both sides. At the inlet, theoretical
horizontal velocity and surface elevation were imposed to the buffer particles, while
the pressure was extrapolated from ghost nodes placed in the fluid domain. At the
outlet, only theoretical horizontal velocity was imposed, while pressure and surface
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Figure 6.18: Comparison of simulated reflection coefficient CR,SPH and theoretical re-
flection coefficient CR,Theory.

elevation were extrapolated from the fluid domain. At both the inlet and outlet, a
custom velocity correction algorithm was applied, based on measuring the reflected
wave and calculating the corrected velocity based on shallow water wave theory.
The accuracy of the methodology was tested by comparing simulation results to
theoretical results and results from literature. Generally, wave generation/absorp-
tion with open boundaries has the following benefits:

• The computation time can be significantly smaller for open sea simulations
where no reflections are present since a fluid domain of only one wavelength
long is sufficient for accurate wave propagation. Cases where this is of high
interest are, for example, simulations of floating structures/devices such as
Wave Energy Converters, offshore floating wind platforms, etc. Alternatively,
for the same computation time as a typical SPH simulation with moving
boundaries and a domain length of 3-4 wavelengths, there is the possibility
of simulating more particles for a higher accuracy (see also Table 6.8).

• The quantities imposed on the buffer particles can come from any type of
external source: linear or non-linear wave theories, other numerical models
such as CFD models, potential flow models, Boussinesq models, and even
measurement data could be imposed.

• Due to the automatic insertion and removal of buffer particles through the
boundary lines, there are no issues with preserving mass conservation due to
Stokes drift.

It is clear that this wave generation/absorption method is superior to the
method with moving boundaries described in Chapter 5. This indicates that the
open boundary formulation is ideal to allow DualSPHysics to be coupled to other
wave propagation models, such as OceanWave3D.
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6.3 Coupling Methodology with Open Boundaries

It has been shown that the newly developed open boundaries are well suited for
wave generation, propagation and absorption. Additionally, they do not have the
disadvantages of the moving boundary wave generation, used in Chapter 5. Firstly,
there is no drift of the boundaries possible, since they remain at their initial position
throughout the simulation. Secondly, significantly less coding is needed to apply
wave generation with open boundaries than with moving boundaries. Lastly, since
no dynamic boundary particles are used within the open boundaries, there are no
pressure peaks, resulting in a significantly smoother pressure and velocity field.

6.3.1 Description of Coupling Methodology

The main principle of the coupling methodology and the coupling algorithm of
Chapter 5 remains the same. However, the implementation is extended and slightly
changed, as illustrated in Figure 6.19. The detailed wave-structure interactions are
still calculated with the latest version of DualSPHysics (v4.2.030). As mentioned
in Section 6.2.2, velocity corrections need to be applied for accurate representation
of the free-surface elevation and the wave kinematics. For this reason, a two-way
online coupling is realised between a Python program and DualSPHysics. Socket
programming is used for the data transfer. At the start of the simulation, a ded-
icated port 50007 is opened to allow online communication. At the start of each
time step, Python sends both the inlet and outlet velocities and the inlet surface
elevation to DualSPHysics. At the end of the time step, DualSPHyics sends back
the measured surface elevation near the inlet and outlet. In Python, the velocity
corrections are calculated and applied to the originally imposed orbital velocities.

OceanWave3D

Wave Theory

External Data

Figure 6.19: Redesigned coupling implementation

The previously applied coupling methodology (see Chapter 5) only allowed wave
generation through coupling with the FNPF solver OceanWave3D. With the ex-
tended coupling methodology, any data can be used to impose velocities and sur-
face elevation to the inlet and outlet zones. Wave theory solutions are an excellent
method to provide the model with accurate orbital velocities. Currently, linear,
Stokes second-order and Stokes fifth-order wave theories are supported. The previ-
ously applied two-way coupling with OceanWave3D is still available, and again uses
the MPI protocol for data transfer. Here, socket programming was not possible
due to compatibility issues with the OceanWave3D Fortran code.
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Figure 6.20: Redesigned coupling algorithm

Apart from the redesigned implementation, the coupling algorithm has slightly
changed as well (see Figure 6.20 for a schematic representation of the algorithm
during one coupling time step). The most complex coupling is discussed, being the
two-way coupling with OceanWave3D. The coupling communication still occurs at
the beginning and at the end of an OceanWave3D timestep, which we will call the
communication time step. At the beginning of a time step, the horizontal orbital
velocities at the inlet and outlet locations, uin/out, are calculated in OceanWave3D,
as well as the surface elevation of the complete OceanWave3D domain ηOW3D,
and sent to the Python programming using the MPI protocol. Simultaneously,
Python receives the measured surface elevation from DualSPHysics near the inlet
and outlet ηWG,in/out. The velocity correction is calculated and the corrected
orbital velocities uin/out,C are sent back to DualSPHysics, together with the surface
elevation at the inlet ηin. The quantities are imposed within the inlet and outlet
and the DualSPHysics simulation continues until the communication time step is
finished. The surface elevation from DualSPHysics is sent to Python, where the
signal is filtered as previously done in Section 5.3.3 and sent back to OceanWave3D
as ηnew to overwrite the original result.

6.3.2 Code Implementations

The redesigned coupling implementation from Figure 6.19 requires source code
changes in OceanWave3D, DualSPHysics and the creation of new Python scripts.
All the code is available through the GitHub respository https://github.ugent.

be/tverbrug/OW3D-DSPH. This section summarizes the code alterations for each
software package.

6.3.2.1 OceanWave3D Code Changes

In order to enable an online two-way coupling with OceanWave3D, a number of
code changes need to be made. The following files were adapted to allow the
coupling methodology to work:

1. Input file OW3D.inp;
An extra line was added to the input file, indicating coupling should be
applied, and specifying the coordinates of the coupling zone.

https://github.ugent.be/tverbrug/OW3D-DSPH
https://github.ugent.be/tverbrug/OW3D-DSPH
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2. file globalvariables.f90;
Global variables are created for the coupling file, coupling zone coordinates
and indices and the received SPH free surface.

3. file ReadinputFileParameters.f90;
The extra line added to the input file is read into its corresponding global
variables, to be used by the coupling routine.

4. file OceanWave3DTakeATimeStep.f90;
At every time step, the coupling routine is called, after a check if coupling is
enabled.

5. file CoupleRoutine.f90;
This subroutine initializes the MPI communication, calculates the indices for
the coupling interface locations and calculates the horizontal orbital velocities
from the wave potential. It sends the velocities and the surface elevation to
the Python script, and receives the filtered SPH surface elevation, which it
uses to overwrite the original surface elevations.

The full code can be found in Appendix E.1.

6.3.2.2 Python Code

Python is used to connect the different coupling pieces together. Although a direct
coupling between OceanWave3D and DualSPHysics is technically possible, using
Python as an intermediate station allows for a much higher flexibility and allows
the user to perform easy accuracy checks and simplifies the debugging process.
The following files have been developed:

1. set-up file simsetup.py;
This file contains all the simulation variables: the wave conditions, Ocean-
Wave3D parameters and DualSPHysics parameters. It calculates the inlet
and outlet conditions based on the selected parameters.

2. main file WaveGen socket.py;
This file loads in the set-up parameters, writes away the input files for Ocean-
Wave3D and DualSPHysics, and executes the simulations. For a one-way
simulation, the Python script comm socket.py is executed. For a two-way
simulation, an MPI-run is started where the OceanWave3D simulation is as-
signed to the first process and the script comm socket 2way.py is assigned
to the second process.

3. communication file comm socket.py;
In a one-way simulation, this file manages the communication between Python
and DualSPHysics, using the socket protocol. The inlet and outlet condi-
tions are sent to DualSPHysics, while the surface elevations necessary for the
velocity corrections are received.
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4. communication file comm socket 2way.py;
This file is very similar to the previous one, but manages the two-way com-
munication. In addition to the code of comm socket.py, there are several
MPI commands to receive and send data from and to OceanWave3D.

5. functions file functions.py;
This file contains functions for calculating the theoretical orbital velocities,
to apply the relaxation functions, to create the input files and to post-process
the results.

The full code can be found in Appendix E.2.

6.3.2.3 DualSPHysics Code Changes

A number of code changes and additions are performed on the DualSPHysics source
code. The following files were altered:

1. main file JSphGpuSingle.cpp;
This is the main simulation file for a GPU run. Here, extra global variables
are added for the communication with Python. Function are made for socket
initialization, socket sending, socket receiving and closing the connection.
During the time-stepping, values received from Python are stored in the
global variables, while the free surface elevation is calculated and sent back
to Python.

2. file JSphInOutGridData.cpp;
This file is normally used to impose external quantities, arranged on a grid,
on to the inlet and outlet particles. Here, the horizontal orbital velocities re-
ceived from Python, are interpolated in time, and copied to the GPU memory,
together with the necessary velocity correction.

3. file JSphGpu InOut ker.cu;
Here, the GPU calculations for the inlet and outlet points are performed.
Only minor changes are made here. In the interpolation functions, the cor-
rected velocity is added as an extra function variable, and in the function is
subtracted from the imposed velocities.

4. file JSphInOut.cpp;
Here, the function updating the surface elevation in the inlet zone is modified.
The surface elevation received from Python is interpolated in time and copied
to the GPU memory.

5. file JSphGpu ker.cu;
Here, the motion of floating objects can be restricted to a specific degree of
freedom, for example the heave motion.

The full code can be found in Appendix E.3.
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6.3.3 2-D Validation

First, the coupling methodology is validated in 2-D. This section will focus on
the 2-way coupling with OceanWave3D (middle section of Figure 6.19), since the
coupling with wave theory already has been validated in Section 6.2.4. For the
validation of the 2-way coupling with OceanWave3D, the coupled model is applied
to compare the response of a floating box to experimental data, as described in Ren
et al. (2015). The experimental and numerical test set-up is illustrated in Figure
6.21. The full wave propagation domain has a length of 20.0 m. The floating box
is positioned at x = 5.5 m and has the dimensions 0.3 m x 0.2 m (length x height)
with a draft of 0.1 m. The water depth is 0.4 m, while the DualSPHysics domain
is 6.12 m wide (3 wave lengths) and starts at x = 4.0 m. A regular wave with
wave height H = 0.1 m and wave period T = 1.2 s is generated, characterised as a
Stokes third-order wave. A particle size of dp = 0.01 m is used. The SPH domain
is chosen to be larger than one wavelength L, since the box is freely floating and
will drift in the x-direction over time.

20.0 m

d = 0.4 m

0.2 m
0.1 m

0.3 m

3L

x = 4 mX

Y

x = 0 m
Absorbing Beach

DualSPHysics domain

OceanWave3D domain

Floating
Box

Figure 6.21: Experimental and numerical test set-up for simulation of the response of
a floating box to a custom wave signal. The DualSPHysics domain and OceanWave3D
domain are indicated. L is the wavelength.

6.3.3.1 DualSPHysics Parameters

The SPH options used in this section are summarised in Table 6.9. The parameters
are equal to the ones used in Section 5.5.3, with the exception of the boundary
conditions.

6.3.3.2 Results and discussion

Both a one way coupling and two-way coupling are compared to the experimental
data, and the corresponding errors are illustrated in Figure 6.22. In the one-way
coupling, OceanWave3D only provides the horizontal orbital velocities to the inlet
and outlet zone, and the surface elevations for the inlet and the calculation of the
velocity corrections. For the two-way coupling, the surface elevations from the
DualSPHysics domain are transferred back to the OceanWave3D domain, where
the original solution is overwritten. The zone close around the floating box is not
coupled back, since the ’measured’ SPH free surface elevations are not physical
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Table 6.9: SPH formulation and parameters.

Time Integration Scheme Verlet

Time Step Variable (including CFL and viscosity)

Kernel Wendland

Smoothing Length 2.0 · dp
Viscosity Treatment Artificial (α = 0.01)

Equation of State Tait equation

Boundary Conditions Open Boundary Conditions

δ-SPH Yes (δ-SPH = 0.1)

there. A good correspondence between the numerical and experimental results is
shown. Specifically the heave and pitch motions are accurately reproduced. The
error on the heave motions remains well below the smoothing length h = 0.017 m
while the pitch error stays below 3.5 degrees. Although the cyclic surge path is
also visible in the numerical results, the net drift in the x-direction is less accurately
modelled. Logically, the error on the surge motion becomes larger in time.

Additionally, the surface elevation profile at t = 15 s of DualSPHysics and
OceanWave3D is compared in Figure 6.23. Three wave profiles are plotted. For
the two-way coupling methodology, both the OceanWave3D and DualSPHysics
profile are plotted. Normally, these lines are expected to be exactly the same, since
the original OceanWave3D surface elevation is overwritten. However, as described
in 5.3.3, relaxation functions are applied to ensure a smooth transition between
the OceanWave3D solution and the DualSPHysics solution. In Figure 6.23, this
is visible where only close to the masked out zone both solutions match perfectly.
Behind the masked out zone, both solutions remain the same until they slightly
differ again at the boundary of the SPH zone. As a reference, the OceanWave3D
solution for a one-way coupling is shown as well. Here, there is no influence from
the DualSPHysics solution, and OceanWave3D propagates waves as if there is no
floating box present. Nevertheless, this does not impact the accuracy of the results
significantly, as proven in Figure 6.22. Again, it can be concluded that the 2-
way coupling methodology should only be applied when there is a significant wave
transformation effect around the structure, present in the SPH domain.
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Figure 6.22: Comparison of time series and error between numerical and experimental
results of the 3 degrees of freedom of the box with heave, pitch and surge motions.
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Figure 6.23: Comparison of wave profile between one-way and two-way coupling results
of OceanWave3D and DualSPHysics. The gray masked out zone is the region around the
floating box, omitted from the coupling.

6.3.4 3-D Proof-of-concept

In this Section, the introduced coupling methodology is extended to a 3-D domain.
A one-way coupling with a fifth-order Stokes wave theory is applied. The buffer
zones are stretched in the y-direction and the imposed quantities are constant in
that direction. This means 3-D simulations are restricted to long-crested waves.
This means the coupling methodology can be used to model wave flume type
experiments where significant 3-D effects are present. To demonstrate this, a
heaving disk is simulated, impacted by steep non-linear waves. This results in
non-linear wave surge forces and overtopping.

6.3.4.1 DualSPHysics Parameters

The SPH options used in this section are summarised in Table 6.10.

Table 6.10: SPH formulation and parameters.

Time Integration Scheme Verlet

Time Step Variable (including CFL and viscosity)

Kernel Wendland

Smoothing Length 2.0 · dp
Viscosity Treatment Artificial (α = 0.01)

Equation of State Tait equation

Boundary Conditions Open Boundary Conditions

δ-SPH Yes (δ-SPH = 0.1)
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6.3.4.2 Experimental set-up

Experimental tests have been performed in the large wave flume of Ghent University
(see Figure 6.24). The flume is 30 m long and 1 m wide. A cylindrical WEC with
a diameter of 0.5 m is positioned at 10.6 m from the wave paddle. Its motion
is restricted to heave by a vertical rod over which it is sliding. Friction losses
are minimized by using two sets of PTFE bearings: one on the top and one on
the bottom of the cylinder. The WEC consists of 10 glued plastic disks and is
waterproofed with a black, MS polymer coating. Absorption material is installed
at the end of the flume to ensure minimal reflections. Active wave absorption is
applied using two wave gauges about 3 m away from the paddle. 7 wave gauges
are installed to measure the free surface elevation. The WEC has a diameter of
D = 0.5 m and a draft of TWEC = 0.113 m. The motion of the WEC is captured
by video tracking using a GoPro Hero 5, filming in Full HD at 120 fps. The fisheye
effect was corrected using the video processing software Adobe After Effects. The
horizontal surge force is measured by 2 force transducers, installed in a rigid rod
behind the WEC to which it is connected. The incident wave has a wave height
of H = 0.12 m, a wave period of T = 1.2 s in a water depth of d = 0.7 m. This
results in a Stokes third-order wave with a wave length of Lwav = 2.17 m.

6.3.4.3 Numerical set-up

The numerical set-up is illustrated in Figure 6.25 and summarized in Table 6.11.
It is chosen to keep set the length of the fluid domain to twice the wave length
2 · Lwav = 4.34 m. This is around 1/7 of the total flume length. The particle
size is chosen to be dp = 0.01 m, which is smaller than H/10. The Stokes
fifth-order wave theory is applied. Since there is always a gap of 1.5 times the
smoothing length h between fluid particles and boundary particles, the top of the
floating disk is lowered with a value of 1.5 · h = 3.0 dp, in order to get the correct
overtopping height. A 3-D inlet zone and outlet zone are configured, with each 8
planes of buffer particles. All other boundaries are wall conditions with an option
to extrapolate the pressure from the fluid domain, in order to avoid local pressure
peaks. The WEC is positioned in the center of the domain and is restricted to
allow only the heave motion.
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Figure 6.24: Experimental test set-up for modelling a heaving disk type WEC in the large wave flume of Ghent University.
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Figure 6.25: Numerical test set-up for 3-D modelling of a heaving cylindrical WEC in a
numerical wave flume.

6.3.4.4 Results and discussion

First, the model surface elevations are compared with the experimental results.
The signals from WG3 and WG4 (see Figure 6.24) are compared to the numerical
result. WG3 is positioned 1 m in front of the WEC, WG4 1 m behind the WEC. The
comparison with the data from WG3 is shown in plot (a) of Figure 6.26, while plot
(b) shows the WG4 data. The surface elevation in front of the WEC is accurately
reproduced. There is some initialisation time, but after a while the wave signal
is steady and matches the experimental data very well. The error remains well
below the smoothing length h = 0.017 m. Behind the WEC the numerical results
are less accurate. The coupled 3-D model predicts lower wave heights behind the
WEC than what was registered in real life. The measured free surface also has
a steeper non-linear profile than what was calculated numerically. This could be
due to the shortened SPH domain with respect to the full experimental flume
length. However, the error is still acceptable since the maximum error lies around
the smoothing length h.

Second, the horizontal surge force is calculated and compared to the experi-
mental data in plot (c) of Figure 6.26. Here, it is clear that there is a very good
match between the numerical and experimental results. Although both signals have
some noise, the overall trend of the data matches very well.

Third, the comparison of the heave motion of the WEC to the experimental
data is shown in plot (d) of Figure 6.26. Again, after initialisation of the surface
elevation in the flume, a steady regime is obtained in which the calculated WEC
motion and measured motion show an excellent agreement, with a maximum error
of 0.4h.
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Table 6.11: Simulation parameters for 3-D modelling of a heaving cylindrical WEC

Wave Height H [m] 0.12

Wave Period T [s] 1.2

Water Depth d [m] 0.7

Wave Length Lwav [m] 2.17

Particle Size dp [m] 0.01

Domain Length L [m] 4.34

Domain Width W [m] 1.0

WEC Diameter D [m] 0.5

WEC Draft TWEC [m] 0.113

Wave Theory Stokes 5th
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Figure 6.26: Comparison of 3-D proof-of-concept with experimental data of a heaving
cylinder in overtopping non-linear waves. Plot (a) shows the surface elevation 1 m in front
of the WEC, (b) the surface elevation 1 m behind the WEC, (c) the horizontal surge force
acting on the WEC and (d) the heave motion of the WEC
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6.3.4.5 Computational Speed-up

As already demonstrated in Section 6.2.4.3d, the coupling methodology with open
boundaries leads to significant performance gains with respect to typical SPH sim-
ulations. In this section, an estimation of the computational speed-up is made,
comparing the presented model with a numerical model, describing the complete
experimental set-up. The latter is thus an SPH simulation where the full wave
flume is modelled, including the wave paddle motion and the floating disk, in-
stalled at x = 10.6 m. The comparison is summarized in Table 6.12. In the
coupled model, the domain length was set at twice the wave length, resulting in a
total length of 4.34 m. This is about 1/7 of the wave flume length, which explains
the number of fluid particles in the full model, which is about 718 % more than
in the coupled model. The difference in total number of particles is lower, at only
508 %. This is due to the thickness of the bottom boundary in the coupled model,
which is thicker to allow for accurate pressure extrapolation. The difference in
GPU memory is similar at 505 %, with an absolute value of 3941 MB for the full
model. Although our GPU card has 8106 MB of memory available, this simula-
tion is incredibly demanding. Computational performance is not only dependent
on GPU memory, since the number of CUDA cores and their clock rate are much
more indicative of simulation time. Additionally, the GPU occupancy also has an
effect on the simulation time (Mokos et al., 2015). The estimated runtime, which
is calculated at the start of the simulation, is significantly longer for the full model
than for the coupled model. However, the difference of 411 % is slightly lower than
the difference in particles. The real runtime of the coupled model was 91 hours.
This remarkable difference in estimated runtime and real runtime can be explained
by inaccurate estimations at the beginning of the simulation, in combination with
performing other tasks on the computer, slowing down the simulation. It is chosen
to not run the full model completely, since the computer becomes unusable during
the simulation and it could take up to 375 hours or almost 16 days to finish if the
same performance as the coupled model is assumed. It is safe to assume that a
speed-up of around 400 % can be achieved, by applying the coupling methodology.
This is line with the results from Section 6.2.4.3d.

Table 6.12: Computational speed-up for 3-D proof-of-concept

Coupled

Model

Full

Model
Difference

# Particles 5 010 954 25 473 152 508 %

# Fluid Particles 2 949 433 21 165 100 718 %

GPU Memory [MB] 780 3941 505 %

Estimated Runtime [hr] 35 144 411 %

Real Runtime [hr] 91 375 411 %
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Figure 6.27: Visual comparison of overtopping waves between the 3-D proof-of-concept with experimental data of a heaving cylinder in
overtopping non-linear waves. The plot shows a time progression of the wave, from left to right with a time difference of 0.4 s between each
frame
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6.3.4.6 Visual Comparison of overtopping

During the experiments, the steep non-linear waves are overtopping the cylindrical
WEC. However, no overtopping rates or thickness of the overtopping layer were
measured, so a real validation is impossible. For this reason, only a visual com-
parison of an overtopping event between the experiment and the numerical model
is performed. In Figure 6.27, a time progression of an overtopping wave is shown.
Here, the wave height was set at H = 0.15 m and the wave period was T = 1.0 s.
This resulted in steep, highly non-linear waves with significant overtopping. Also,
for this test case, video images were available to perform a visual comparison. In
the left plot, the wave is just about to hit the cylindrical WEC. In the middle plot,
0.4 seconds later, the overtopping wave is on top of the WEC, and in the final plot,
the overtopped volume is flowing from the top back into the flume. Visually, the
correspondence between the numerical model and the experimental images is very
good, apart from the splash of the water against the rod, since it is not present in
the numerical model.

6.4 Application range of coupling methodology

It has been demonstrated that open boundaries can be applied within 1-way and
2-way coupling methodologies. Here, the focus was put on non-linear propagating
waves, but any type of non-linear free surface flow could be imposed on the open
boundaries. This section introduces an application range for the introduced 1-way
and 2-way coupling methodologies.

6.4.1 1-way Coupling

Within this work, 1-way coupling has been applied by imposing the orbital velocities
and surface elevations based on a non-linear wave theory, or based on the results of
an external wave propagation model. The validity of this 1-way coupling method
has been tested for a wide range of wave conditions, illustrated in Figure 6.28. The
range includes shallow water waves as well as deep water waves, weakly non-linear
and highly non-linear waves. For the stream function waves, OceanWave3D was
used as input, while the other tests were performed using the fifth-order Stokes
Theory. No breaking waves were tested since neither the applied wave theory nor
OceanWave3D are capable of calculating flow velocities and surface elevations of
breaking waves. This is an important range of wave conditions which needs to be
tested in future work.

6.4.2 2-way Coupling

More caution is needed when coupling DualSPHysics to external wave propagation
models, specifically when a 2-way coupling is selected. Compatibility of the coupled
variables is advised. Here, the fully non-linear potential flow solver OceanWave3D
was used. This model is capable of accurately calculating the flow field and surface
elevation of non-breaking waves. This flow field is free of viscous effects. A 2-way
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Figure 6.28: Tested validity range of the one-way coupled model. d
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is the normalized

water depth while H
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is the normalized wave height. Adapted from Le Méhauté (1969).

coupling where the original surface elevation is overwritten, is thus only possible
when the SPH surface elevation is originating from a non-breaking, non-viscous
flow condition. Overwriting the OceanWave3D free surface with a breaking wave
is impossible since a breaking wave cannot be characterised by one surface elevation
value, and the overwritten surface elevation would not obey the physical limitations
of OceanWave3D, rendering the simulation unstable.

6.5 Conclusions

In this Chapter, the two-way coupling methodology introduced in Chapter 5, was
improved and extended. First, the recently introduced open boundaries were ap-
plied to accurately generate, propagate and absorb waves within DualSPHysics. A
2-way coupling between Python and DualSPHysics was realised to apply velocity
corrections to the inlet and outlet buffer zones, to avoid reflections inside the fluid
domain. This resulted in accurate surface elevations and wave kinematics, which
was proven by calculation of error values. Next, the coupling methodology was ex-
tended to accept theoretical solutions as a wave input, as well as the original 2-way
coupling with OceanWave3D. The coupling is implemented using two data com-
munication protocols. The 2-way Python-DualSPHysics coupling is established
with socket programming, while the 2-way OceanWave3D-Python coupling uses
the MPI protocol. These developments fills the fourth and fifth knowledge gap,
defined in Section 2.4.
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The wave propagation with open boundaries was validated in 2-D by com-
paring the surface elevation, orbital velocities and pressures of a set of regular
and irregular waves to non-linear theoretical solutions. Additionally, results from
wave transmissions tests with regular waves and wave reflection tests with irregular
waves on sloping beaches were compared to experimental results from literature.
Next, the 2-way coupling methodology with OceanWave3D was validated in 2-D
by comparing the motions of a floating box to experimental data. Finally, a 3-D
proof-of-concept was introduced where steep non-linear waves interact with and
overtop a heaving cylindrical WEC. The results all show a good agreement with
the theoretical solutions or experimental data. The coupling methodology has the
following benefits:

• The computation time can be significantly smaller since only a part of the full
wave propagation domain is simulated in DualSPHysics. In the performed
tests, the coupled model has at least 2 to 4 times less particles to simulate,
which directly results into faster computation times;

• Alternatively, for the same computation time as a stand-alone SPH simula-
tion, there is the possibility of simulating more particles for a higher accuracy.

• Due to the application of open boundaries, there are no issues with Stokes
drift, and the velocity and pressure field are significantly smoother than those
calculated with the coupling methodology applying moving boundaries.

However, there are still a number of limitations to this revised coupling method-
ology. Firstly, only quasi-3-D simulations are possible. The buffer zones do not al-
low non-uniform velocities or surface elevations along the y-directions. This means
the 3-D simulations are limited to long-crested waves. However, this can already
be very meaningful to simulate typical wave flume experiments, or real engineering
problems where there is not much variability in the y-direction. The numerical
stability in 3-D simulations needs to improve. The open boundaries still have some
compatibility issues with the periodic boundary conditions within DualSPHysics
and with the boundary pressure extrapolation algorithm. Although good results
are obtained, there is a certain loss of particles during the simulations. This will
however be solved within future releases of the source code.





Chapter 7

Comparison and Applicability
of Coupling Methodologies

In this seventh chapter of the thesis, a short comparison of the previously presented
coupling methodologies is provided. Additionally, advice is given on the applicability
of each methodology, based on their specific advantages and disadvantages.

7.1 Comparison of linear and non-linear coupling
methodology

The non-linear coupling methodology is compared to the linear-coupling method-
ology by using the final test case presented in Section 6.3.4 of Chapter 6. For the
convenience of the reader, the test set-up is repeated.

7.1.1 Experimental set-up

Experimental tests have been performed in the large wave flume of Ghent University
(see Figure 6.24). The flume is 30 m long and 1 m wide. A cylindrical WEC with
a diameter of 0.5 m is positioned at 10.6 m from the wave paddle. Absorption
material is installed at the end of the flume to ensure minimal reflections. Active
wave absorption is applied using two wave gauges about 3 m away from the paddle.
7 wave gauges are installed to measure the free surface elevation. The WEC has a
diameter of D = 0.5 m and a draft of TWEC = 0.113 m. The motion of the WEC
is captured by video tracking using a GoPro Hero 5, filming in Full HD at 120
fps. The horizontal surge force is measured by 2 force transducers, installed in a
rigid rod behind the WEC to which it is connected. The incident wave has a wave
height of H = 0.12 m, a wave period of T = 1.2 s in a water depth of d = 0.7 m.
This results in a Stokes 3rd order wave with a wave length of Lwav = 2.17 m.
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7.1.2 Numerical set-up

The numerical set-up for the linear coupling consists of a wave flume, measuring
30 m × 1 m. The incident waves are calculated with OceanWave3D, while the
radiated and diffracted waves are calculated with Nemoh. The coupling radius is
set to 10dx = 1m.

The numerical set-up for the non-linear coupling is illustrated in Figure 7.1.
It is chosen to keep set the length of the fluid domain to twice the wave length
2 ·Lwav = 4.34 m. This is around 1/7 of the total flume length. A 3-D inlet zone
and outlet zone are configured, with each 8 planes of buffer particles. All other
boundaries are wall conditions with an option to extrapolate the pressure from the
fluid domain, in order to avoid local pressure peaks. The WEC is positioned in the
center of the domain and is restricted to allow only the heave motion.
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Figure 7.1: Numerical test set-up for 3-D modelling of a heaving cylindrical WEC in a
numerical wave flume.

7.1.3 Results and discussion

The comparison between the two coupling methodologies is shown in Figure 7.2.
Again, the surface elevation 1 m in front of the WEC and 1 m behind the WEC are
compared, as well as the horizontal surge force and the WEC heave motion. Look-
ing at plot (a), it can be noticed that the non-linear method is significantly better
at calculating the surface elevation. The linear method cannot capture the elevated
wave troughs present in non-linear waves. The wave crests are also underestimated.
Behind the WEC, none of the models are capable of accurately predicting the free
surface. This could be due to the shortened SPH domain with respect to the full
experimental flume length. However, the non-linear method gives more acceptable
results than the linear method. Looking at the horizontal surge force, the non-
linear calculation almost perfectly matches the experimental data. Here, the linear
result also shows a good correspondence, only slightly underestimating the total
surge force. Finally, looking at the WEC heave motion, it is visible that the lin-
ear coupling overestimates the heave motion, while the non-linear coupling shows
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accurate results. This is a typical result, where linear models overestimate the
response of floating point absorber WECs near the resonance period, since these
models do not take into account non-linear effects such as vorticity and viscosity.
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Figure 7.2: Comparison between the presented linear coupling methodology, non-linear
coupling methodology and experimental data for non-linear waves interacting with a heav-
ing cylindrical WEC. Plot (a) shows the surface elevation 1 m in front of the WEC, (b)
the surface elevation 1 m behind the WEC, (c) the horizontal surge force acting on the
WEC and (d) the heave motion of the WEC

It is possible to quantify the accuracy of the results by calculating RMSE values
of both coupling methodologies with respect to experimental data. For the surface
elevations and heave motion, the RMSE is normalized with the wave height. For
the surge force, the RMSE is normalized with the hydrostatic force. The results
are provided in Table 7.1. Here, it is clear that the non-linear coupling is capable of
producing significantly more accurate results than the linear coupling. The RMSE
values on surface elevation and heave motion stay below 10 %, while this is not
the case for the linear coupling. For the non-linear coupling, these results are very
satisfactory, since the absolute error remains well below the smoothing length h.
The RMSE values for the horizontal force are higher, because they are normalized
with the hydrostatic force, which is lower than the maximum values measured in
the numerical and experimental results.
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Table 7.1: RMSE values for comparison of linear coupling and non-linear coupling with
the experimental test results.

RMSE
Linear

Coupling

Non-Linear

Coupling

ηWG3 14,8 % 7,9 %

ηWG4 15,8 % 9,8 %

Fx,WEC 40,8 % 23,3 %

zWEC 10,5 % 7,7 %

Nevertheless, it is noted that the linear coupling methodology is capable of
predicting surface elevations, surge forces and WEC motions with a reasonable
accuracy. All the results are within the same order of magnitude as the experimental
data. Logically, the linear coupled model was also not capable of simulating the
wave overtopping over the WEC, while this was the case for the non-linear coupled
model. However, since the linear coupling methodology is very computationally
cheap, it is an excellent tool for preliminary design and preparatory tests for an
accurate, non-linear model. Caution is needed when waves become strongly non-
linear. Here, a Stokes 3rd order wave was applied, which can be classified as rather
weakly non-linear. The linear model will fall completely apart when very steep
waves are modelled, or when waves are breaking on the device.

The largest benefit of the linear coupling methodology is the fast computation
time. Table 7.2 illustrates the difference in computational effort between the non-
linear coupling and the linear coupling. The linear coupling is more than 1000 times
faster than the non-linear coupling, due to a combination of a significantly smaller
number of cells, a larger simulation time step and easier equations to solve.

Table 7.2: Comparison of computational effort between linear coupling and non-linear
coupling methodology for the 3-D proof-of-concept

Linear

Coupling

Non-Linear

Coupling
Difference

# Particles/Cells 60 000 5 010 954 83

Memory [MB] 150 780 5,2

Runtime [hr] 0,09 91 1011

7.2 Distinctive features

It is important to provide an overview of what can be achieved by applying the
developed coupling methodologies, that was not possible before. Tables 7.3 and
7.4 list the distinctive features of the linear OceanWave3D-Nemoh coupling (LC)
and the non-linear OceanWave3D-DualSPHysics coupling (NLC), defining what
their advantages and disadvantages with respect to more traditional methods are.
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Table 7.3: Advantages of OceanWave3D-Nemoh (LC) and OceanWave3D-DualSPHysics (NLC) with respect to more traditional methods.

> BEM
Wave Propagation

Solver

Stand-Alone

SPH
CFD

LC

Variable bathymetry

far-field effects

irregular waves

Radiated waves

detailed WEC geometry

multiple DOF

faster

large domain

faster

large domain

NLC

non-linear waves

wave breaking

wave overtopping

vorticity

non-linear waves

wave breaking

wave overtopping

vorticity

faster

smaller domain

smaller domain

implementation of floating devices

meshless

Table 7.4: Disadvantages of OceanWave3D-Nemoh (LC) and OceanWave3D-DualSPHysics with respect to more traditional methods.

< BEM
Wave Propagation

Solver

Stand-Alone

SPH
CFD

LC slower complex implementation less accurate less accurate

NLC slower
slower

complex implementation
complex implementation

no adaptivity

slower on CPU

no air phase
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7.3 Decision models

In the following section, a number of decision models are presented, to provide
guidance to the user of the coupling methodologies. Three flowcharts are created,
based on the following starting options:

• The number of WECs

• The wave conditions

• Purpose of the study

The combination of all three flowcharts, leads to an advice to use the linear
OceanWave3D-Nemoh coupling methodology (LC OW3D-Nemoh) or the non-
linear OceanWave3D-DualSPHysics coupling methodology (NLC OW3D-DSPH).
The reader should take into account these flowcharts need to be interpreted as
guidelines, not as a protocol. It is of course allowed to for example use the non-
linear coupling methodology to investigate energy production of a WEC, but it
is advised to use the linear coupling since operational conditions mostly consist
of mild sea conditions which can be accurately modeled with the linear coupling
methodology.

7.3.1 Number of WECs

A first choice for applying a certain coupling methodology can be made, based on
the number of WECs that need to be modelled (see Figure 7.3). When a complete
WEC farm needs to be modeled, it is advised to use the linear coupling method-
ology. Typical GPU hardware is not yet capable of simulating very large domains
with high accuracy. Only a dedicated multi-GPU set-up could deliver the necessary
performance. Additionally, modelling complete WEC farms is mostly done to inves-
tigate the wave transformations in operational conditions, which makes the linear
coupling methodology more suitable. The choice between coupling methodologies
becomes less clear when modeling small WEC clusters, or single WEC devices. The
latter can easily be modeled with the non-linear coupling methodology, but the user
needs to make that decision based on the objective of the study, and the incident
wave conditions. The choice for the case with small WEC clusters, also depends
on the study objective and wave conditions, but equally important on the available
processing power. A standard desktop GPU is not capable of modeling clusters of
WECs with satisfying accuracy.

7.3.2 Wave Conditions

Another starting point to decide between the coupling methodologies is the incident
wave conditions (see Figure 7.4). Firstly, a distinction can be made between regular
and irregular waves. When irregular waves are studied, distinction is made between
short-crested and long-crested waves. The current non-linear coupling methodology
does not allow simulation of short-crested waves, thus only the linear coupling can
be used here. However, when the incident waves are long-crested, both options
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Figure 7.3: Decision model for selection of coupling methodology based on the number
of WECs to be modelled simultaneously.

are still available and the decision is made based on the governing wave theory.
Secondly, when the incident waves are regular, the advised coupling is also selected
based on the wave theory. Only when the incident waves are non-linear, it is
strongly advised to use the non-linear coupling. The linear coupling applies the
superposition principle, which is only valid when the waves are linear. However,
the linear coupling can produce meaningful results for weakly non-linear waves.
For both linear and non-linear waves, it is thus advised to choose the coupling
methodology based on the objective of the study.

7.3.3 Objective of Study

The objective of the study plays an important role in deciding which coupling
methodology to use (see Figure 7.5). Firstly, it is advised to apply the linear
coupling methodology for the following study objectives:

• Energy Production;
When studying the energy production of a WEC farm or a single WEC,
mostly operational conditions are simulated in which incident waves are lin-
ear, weakly non-linear or short-crested.

• Wake Effects;
Studying wake effects of WEC farms require large simulation domains, and
wave conditions are mostly moderate.
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Figure 7.4: Decision model for selection of coupling methodology based on the wave
conditions and the governing wave theory.

• Coastal Impact;
In order to study the coastal impact of a WEC farm, it is necessary to simulate
very large domains. Here, the added accuracy of a non-linear wave-structure
interaction model would only have a limited effect on the wave condition far
away from the WEC farm.

• Farm Optimization;
When the layout of a WEC farm needs to be optimized, mostly operational
conditions are modelled, making it unnecessary to use the computationally
expensive non-linear coupling.

Secondly, applying the non-linear coupling methodology is more useful in the fol-
lowing cases:

• Survivability;
Studying the survivability of a WEC devices or WEC farm requires modelling
of strongly non-linear wave conditions, including wave impacts, overtopping
and viscous effects. Accurate results can only be achieved with the non-linear
coupling methodology.

• Complex mooring;
Modelling freely floating devices with complex mooring can only be accurately
done with the non-linear coupling methodology. Specifically, coupling with
MoorDyn or Project Chrono can be applied to achieve maximum accuracy.

• PTO mechanics;
The response of a floating WEC can significantly change when a PTO system
is exerting forces on the body. In most cases, complex tuning strategies are
used resulting in non-linear PTO forces and a complex motion response. This
behaviour can only be captured with a non-linear model, specifically coupled
to Project Chrono to include the PTO physics.
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Figure 7.5: Decision model for selection of coupling methodology based on the purpose
of the study.
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7.4 Case Examples

7.4.1 Case 1: Energy production of a WEC farm

An engineering company is hired to perform a study on the economic viability
of installing a WEC farm in front of the northern coast of Spain (see Figure 7.6).
This implies that the average annual energy production of the complete WEC farm,
consisting of several clusters of WEC arrays, should be calculated. A relatively sim-
ple 1-D WEC model could be used to estimate the energy production of a single
WEC device. However, the company realises that simply multiplying the energy
production of a single WEC with the total number of devices in the farm, could
lead to a significant overestimation of the total energy yield. Consequently, the
company decides to try to include near-field and far-field effects in their numerical
study. Since the northern coastline of Spain is characterised by steep gradients, it
is important to take into account the local bathymetry into the numerical model.
Assuming the engineer assigned for this task, has a copy of this manuscript on
his/her desk, he/she can use the decision models to decide on a numerical mod-
elling method for this specific problem. Starting from Figure 7.3, the flowchart
immediately leads to the advise of using the linear coupling methodology. When
consulting the decision model in Figure 7.4, the advise depends on the selected
wave conditions. Considering the annual energy production needs to be estimated,
irregular waves should be modelled, and preferably short-crested waves. Again, the
flowchart advises to use the linear coupling methodology. Finally, consulting Figure
7.5, the flowchart points in the direction of the linear coupling as well.

The company can now apply the OceanWave3D-Nemoh coupling, or apply
the coupling methodology to the software packages of their choice. The annual
wave conditions are divided into a set of wave bins, representing the total wave
climate. Each bin contains an irregular sea state, characterised by a directional
wave spectrum, which needs to be discretised in a number of wave frequencies and
a number of wave directions. Assuming 20 frequencies and 20 direction are selected,
each sea state requires 400 simulation runs of the linear coupling to model the wave
transformations in and around the WEC farm. Assuming similar CPU performance

CLUSTER

FARM

Figure 7.6: Concept sketch of WEC farm concept for Case 1
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as in this research (see Table 7.2), a complete sea state could be modelled in
around 40 hours. This needs to be repeated for every wave bin to achieve an
estimate for the total annual energy production. Logically, the computation time
can be significantly lowered when a multi-core high-performance computing system
is available.

7.4.2 Case 2: Survivability of a floating WEC

A start-up WEC developer has engineered a novel WEC concept, with promising
energy yield at a competitive price. Before starting the construction of a full scale
prototype, the company wants to know how their design will respond in storm
conditions, and what impact forces they can expect (see Figure 7.7). Although
the company has several powerful desktop computers, they do not have access
to a supercomputer with a large number of CPUs. It is thus necessary to make
the numerical model as efficient as possible, which can be achieved by applying a
coupled model.

Figure 7.7: Artist impression of WEC concept for Case 2

First consulting the decision model in Figure 7.3, it is advised to decide which
program to use based on the wave conditions and the purpose of the study. The
flowchart of Figure 7.4 directs us towards a non-linear wave theory, and thus the
non-linear OceanWave3D-DualSPHysics coupling is advised. A quick look at Fig-
ure 7.5 indicates that survivability studies are best performed with the non-linear
coupling.

The OceanWave3D-DualSPHysics coupling can be applied. OceanWave3D is
used to model the local wave climate: regular or irregular storm waves. A 3D
SPH domain is set up around the floating WEC, with open boundaries in front and
behind the device. At the interface, the orbital velocities and surface elevations
from OceanWave3D are imposed onto the buffer particles. The storm wave is
replicated in the SPH domain and impacts the floating WEC. Post-processing the
results provides the company with accurate estimates for the response of the WEC,
the impact force on the device as well as an indication of overtopping and possible
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spray. A wave train of 10 waves can be modelled on a desktop PC equipped
with a GPU card in 1-4 days, based on the model of the GPU. This methodology
is the most time-efficient, since modelling with stand-alone SPH would lead to
a computation time at least 4 times as long. Alternatively, opting for a more
traditional mesh-based CFD model like openFOAM would be another possibility.
However, implementing a full 6DOF motion solver comes less naturally than in
SPH, since sliding meshes or over-set mesh interpolation would be necessary.

7.5 Scaling to prototype conditions

The validation cases performed in this research were all conducted at laboratory
scale. It is important to mention that scaling up the SPH simulations to a proto-
type scale can lead to a different accuracy, since not all numerical parameters can
be scaled up according to Froude’s similarity law. Specifically, artificial viscosity
and diffusion schemes cannot be scaled up accordingly and thus scaling effects de-
pend on the model resolution. Additionally, GPU calculations start to suffer from
precision problems when very large domains are simulated. Calculations need be
performed with double precision in order to avoid loss of accuracy.

In order to check the scalability of wave propagation with open boundaries, a
comparison is performed between the surface elevation results of a laboratory-scale
wave and a full-scale wave. Both wave conditions are defined in Table 7.5 and
obey Froude’s similarity law with a scale factor of 5.

Table 7.5: Wave conditions for a full-scale and a laboratory-scale wave to study scale
effects on surface elevation.

Scale H [m] T [s] d [m] dp [m]

Full 1 8 5 0.1

Laboratory 0.2 3.59 1 0.02

The comparison of the surface elevation between the two waves is illustrated
in Figure 7.8. The first graph shows a comparison of the surface elevation of
the laboratory-scale wave with a second-order Stokes solution. Accuracy is good
with an RMSE error of 0.16h and a maximum error of 0.39h. The second graph
shows the comparison of the surface elevation of the full-scale wave with a second-
order Stokes solution. Again, good accuracy is obtained with an RMSE error of
0.18h and a maximum error of 0.37h. In comparison to theoretical solutions, both
waves thus offer a very comparable accuracy of the surface elevation. In the third
graph, the laboratory-scale wave is scaled up using Froude’s similarity law and the
surface elevation is directly compared to the full-scale wave. The surface elevation
is reproduced accurately with an RMSE error of 0.09h and a maximum error of
0.54h. Looking closely at the full-scale solution, it is clear that there are some
irregularities in the free surface in the wave trough. This can be explained by the
numerical diffusion and viscosity not scaling up properly. This can be investigated
in more detail by looking at pressure profiles for both waves.
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Figure 7.8: Comparison of surface elevation between laboratory-scale wave and full-scale
wave. The first graph compares the laboratory-scale wave to a theoretical solution, the
second graph compares the full-scale wave to a theoretical solution and the third graph
compares an upscaled version of the laboratory-scale wave to the full-scale wave.

Although the surface elevation scales up according to Froud’s similarity law, the
pressure profiles need to be investigated to identify scaling effects due to incorrect
scaling of numerical diffusion and artificial viscosity. For this reason, the full-scale
pressure profile is compared to a scaled up pressure profile of the laboratory-scale
wave in Figure 7.9. On the left graph, the upscaled pressure field of the laboratory-
scale wave is given. A smooth pressure field is shown, with a maximum pressure
at the sea bottom, under the wave crest, of around 52.8 kPa. This pressure has an
error of 1.9 kPa with respect to the theoretical Stokes solution of 54.7 kPa. On the
right side, the pressure field of the full-scale wave is provided. Here, it is noticed
that the maximum pressure exceeds the theoretical solution with 10.5 kPa, resulting
in a total maximum pressure of 66.2 kPa. The pressure field of the full-scale is
thus less accurate than the laboratory-scale wave. This is an important result,
which indicates the need to tune the numerical diffusion and artificial viscosity
when performing full-scale simulations rather than laboratory-scale simulations.
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Figure 7.9: Comparison of pressure between upscaled laboratory-scale wave and full-
scale wave. The first graph shows the upscaled laboratory-scale wave pressure, while the
second graph shows the full-scale wave pressure. Both pressure fields are calculated after
a simulation time of 5 times the wave period and are plotted over the full domain length,
which is 1 wavelength long.



Chapter 8

Conclusions and Further
Work

8.1 Summary of the key findings

In this work, coupling methodologies have been introduced to model floating WECs
and WEC arrays. The first part of the manuscript focused on the development of a
linear coupling methodology, resulting in a tool capable of modelling near-field and
far-field effects around WEC arrays, over a variable bathymetry. The second part
focused on non-linear wave structure interactions, where two coupling methodolo-
gies were introduced: one which applied moving boundaries at the interface and
one which applied open boundaries at the interface.

A linear coupling methodology between the wave-structure interaction solver
Nemoh and the wave propagation model OceanWave3D was introduced. Nemoh
is a BEM solver, able to calculated the diffracted and radiated wavefield in a
local zone around a floating WEC device, where the bathymetry is constant. By
imposing the perturbed wavefield (radiated + diffracted) on a circular zone inside
a large OceanWave3D domain, it can propagate further away from the WEC, over
a variable bathymetry. Since linear theory is applicable, the superposition principle
is valid. Like this, the incident wavefield, calculated over the variable bathymetry
in OceanWave3D, can be superposed on top of the perturbed wavefield, resulting
in the total wavefield, reproducing both the near-field and far-field effects. The
coupling methodology has been validated by comparing results of a number of tests
with several WEC array layouts and different bathymetries to results from another
numerical model as well as by comparing results to the experimental WECwakes
dataset.

The linear coupling between Nemoh and OceanWave3D (OW3D) logically only
allows linear wave modelling. This is acceptable when studying WEC devices or
WEC arrays in their operational conditions, in mild sea states. However, WEC
devices and arrays often have to endure severe wave conditions. It is important to
be able to accurately model the response of WECs in heavy sea states to study their
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survivability. For that reason, a new coupling methodology was developed, focusing
on non-linear wave-structure interactions. Here, the SPH solver DualSPHysics
(DSPH) was coupled to the wave propagation model OW3D. OW3D was used
to model wave propagation over a large domain, in which a small DSPH domain
is nested. At the model interfaces, horizontal orbital velocities from OW3D are
transferred to a set of moving boundary particles in DSPH, reproducing the exact
same wave. Within the nested SPH domain, accurate and complex non-linear
wave-structure interactions can be modelled. The effect of these interactions on
the free surface can be further propagated in the OW3D domain due to the 2-way
coupling where surface elevations from DSPH are sent back to OW3D. The online
information transfer between both models was realised with the MPI protocol, to
which an additional python process was connected to control the data flow. The
model proved to provide accurate results after validation with theoretical solutions
and experimental data. However, the moving boundary particles had the tendency
to drift away in time, and significant pressure peaks were noticed, originating near
the moving boundary particles.

In order to mitigate the disadvantages of applying moving boundaries in the
coupling methodology between OW3D and DSPH, a second version of the non-
linear coupling methodology was developed applying the newly-developed open
boundaries. First, the open boundaries were applied to accurately model wave
generation, propagation and absorption in DSPH. This as an alternative to typical
wave paddle generation or source generation. Open boundaries proved to generate
and absorb waves with very high accuracy, when imposing horizontal orbital veloci-
ties at inlet and outlet, albeit with a correction applied, based on the shallow water
theory. Additionally, the SPH domain could be reduced to as short as one wave
length long, where traditional wave propagation simulations in DSPH required a
domain of three to four wave lengths long. The new wave generation and ab-
sorption technique was validated with theoretical solutions and experimental data.
Subsequently, it was introduced into the coupling methodology, replacing the mov-
ing boundary formulation, solving the drift problem and smoothing out the pressure
peaks. The coupling implementation was extended, allowing 2-way communica-
tion through socket programming instead of using the MPI protocol, creating an
interface to connect any external model to DSPH. This revised coupling method-
ology was validated in 2-D with experimental data and a 3-D proof-of-concept was
shown, simulating steep overtopping waves over a heaving cylindrical WEC.

8.2 Recommendations for future research

The developed coupling methodologies have extended the possibilities for WEC and
WEC array modelling, and have significantly reduced the necessary computational
effort to perform accurate wave-structure interaction simulations. However, the
methodologies certainly contain much more potential, which can be unlocked in
future research.

The development of the linear coupling methodology is still ongoing, as shown
by Verao Fernandez et al. (2017) and Balitsky et al. (2017a). The methodology
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has been applied to model large WEC farms in variable bathymetry, subjected to
short-crested irregular waves consisting of more than 20 frequency components.
Additionally, it has been applied to model several WEC arrays, located near each
other, to study the effect of one WEC array on the other (Balitsky et al., 2017b).
However, there is still growing potential in the methodology, as described in these
recommendations:

1. Direct simulation of irregular waves;
Currently, simulation of short-crested irregular waves is done by superposing
several regular waves, each with a certain wave direction and wave frequency.
To obtain an accurate result, this means a lot of separate simulations are
needed, consuming a lot of computation time. Allowing to model the total
wave field of short-crested waves with a WEC array in one coupling iteration,
would lead to a significant performance gain.

2. Variable bathymetry within the WEC array;
Currently, the bathymetry within the WEC array needs to be constant to get
an accurate perturbed wavefield. However, in practice, there is the possibility
of having different water depths within one WEC array.

3. Coupling radius around individual WECs;
Instead of coupling the perturbed wave field of a full WEC array, modelled in
Nemoh, it could be valuable to consider individual coupling zones around each
WEC. This could specifically prove to be necessary in solving the previous
recommendation.

4. Simulating multiple degrees of freedom of floating WECs;
Up to now, only floating WECs with one degree of freedom (DOF) have been
modelled, for example heaving point absorbers or pitching flap-type WECs.
Since Nemoh allows full 6DOF modelling, this could be easily implemented
into the coupling methodology.

The non-linear coupling methodology can be improved and extended as well, based
on the following recommendations::

1. Extended research in 3-D coupling methodology;
In this manuscript, only a 3-D proof-of-concept was provided instead of a
full validation. This is mainly because the open boundary formulation was
not ready yet to be included in the full release of DualSPHysics. There
are still some issues with applying open boundaries in 3-D, in combination
with pressure extrapolation at the boundaries and/or periodic boundaries.
Although this will be fixed in the near future, it will not be ready before the
submission of this manuscript.

2. Investigate coupling of other wave propagation models;
In this work, OceanWave3D was used as an external wave propagation model.
This mainly because the accurate propagation of non-linear waves and the
vertical sigma-layers. In the future, other wave propagation models (for
example SWASH as in Altomare et al. (2016a)) could be coupled to Dual-
SPHysics using the open boundaries.
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3. Detailed analysis of communication costs;
When two separate codes are coupled, and data has to be transferred from
one to another, there is a certain computational effort necessary to perform
these communication steps. In this work, this was only treated in a ba-
sic manner considering all extra necessary commands as overhead. A more
detailed profiling needs to be performed, applied for several particle reso-
lutions, in order to obtain a sufficient insight into the additionally required
computational effort when coupling is applied.

4. Implement wave-current interactions;
The open boundaries could be ideal to study wave-current interactions, since
there are no drift issues. This is something that could be easily implemented,
since a steady current can be imposed on top of the oscillating horizontal
orbital velocities.

5. Coupling interface after wave breaking;
Since OceanWave3D does not accurately model wave breaking, the coupling
interface was always located before the breaking location. However, it is
worth investigating if the open boundaries are capable of accepting velocity
information from a broken wave, for example modelled in SWASH, and accu-
rately propagating this broken wave towards a coastal structure. This would
result in huge computational performance gains.

6. Circular open boundaries;
Once the open boundaries are fully validated in 3-D, it is worthwhile to in-
vestigate the possibility of a circular inlet/outlet zone, where quantities are
imposed along the normal to the curvature of the buffer zone. This could
simplify the generation/absorption of short-crested non-linear waves and ul-
timately lead to a coupling methodology where several nested DualSPHysics
zones containing WEC devices are positioned inside a large wave propagation
domain, as originally suggested in Section 5.3.

7. Coupling with project Chrono;
In an upcoming release of DualSPHysics, coupling with the Chrono physics
engine will be supported (Canelas et al., 2018). This will allow the modelling
of physical joints within WEC devices and modelling of their PTO system
as well. Inclusion of these extra physics would result in a fully non-linear
simulation tool for complete WEC devices, including the effect of a non-
linear PTO system on the WEC’s response.



Appendix A

OpenWEC: a free,
easy-to-use wave energy
converter simulation tool.

A.1 Introduction

The success of a renewable energy resource depends strongly on the final elec-
tricity cost for the end user. For this reason, it is important to be able to make
quick assessments of the energy production of renewable energy devices, without
performing a detailed design and accurate numerical modelling study. That is why
openWEC was created, specifically aimed at floating wave energy converters. It
is an open-source tool to simulate the hydrodynamic behaviour and predict the
energy production from single body wave energy converters (WECs), and visualize
diffracted and radiated wave fields for WEC arrays. It is an ideal tool for WEC
start-ups who want to quickly predict the energy production of a certain device at
a certain location, and can be used in academic institutes for teaching or prepara-
tory work for more detailed simulations. It is based on the linear wave theory and
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assumes potential flow. Three software packages are coupled:

• Frequency domain solver Nemoh (Babarit and Delhommeau, 2015), devel-
oped by Ecole Centrale de Nantes

• Time domain solver, developed by the author of this manuscript

• MoorDyn (Hall and Goupee, 2015), an open-source dynamic mooring line
model, developed by Matt Hall

Additional to these 2 solvers, a preprocessing meshing tool and a post-processing
visualisation tool are part of the package.

A.2 Installation

There are two ways to run openWEC on your computer. You can choose to
run the python source code directly, or install a compiled Windows/Linux/Ma-
cOS executable. Both the source code and executables are accessible through the
projects webpage and github page: https://github.com/tverbrug/openWEC

and http://users.ugent.be/~tverbrug/ In order to run the source code di-
rectly, the following prerequisites are needed:

• Python 2.7

• Numpy

• Scipy

• Matplotlib

• PyQt bindings for QT 4

• (py)VTK (only when importing .stl meshes)

If the users prefers to run the source code directly, it is advised to install
complete python packages such as Anaconda, Enthought Canopy or pythonxy.
When you choose to install the pre-compiled executable for Windows, download
the setup openWEC.exe file and follow the installation instructions. Make sure
your firewall allows the program to be executed. Note that it is necessary to have
administrator privileges over the computer u are using.

A.3 Getting Started

When running the program, you can select the type of WEC simulator you want
to use. There are three typical WEC types available, with limited but easy-to-
understand functionality, ideal for learning to use the program or for teaching
purposes:

• Point-Absorber Simulator: a heaving hemispherical buoy floating in the wa-
ter.

https://github.com/tverbrug/openWEC
http://users.ugent.be/ ~tverbrug/
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Figure A.1: OpenWEC Start Screen

• OWSC Simulator: a pitching flap-type device, anchored to the sea bottom

• Attenuator Simulator: a pitching floating snake-type device, consisting of
two rigid body elements

Additionally, a custom simulator is provided, in which all functionality is avail-
able and a custom floater mesh can be created or imported.

A.4 Pre-Processing

A.4.1 Mesh Tool

First, a mesh needs to be created. This is done with the Mesh Tool. In the first 3
simulators, you only need to fill in the dimensions of the device, the water depth,
the density and the approximate number of meshing panels you want the mesh tool
to create. In the Custom Simulator, the options are far more diverse, with 4 mesh
creation options:

1. Generate a new mesh, based on pre-described shapes: for example a float-
ing buoy with a conical or spherical bottom, and a cylindrical top.

2. Import a Nemoh mesh from a previous simulation.
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Figure A.2: OpenWEC Mesh Tool

3. Import an .stl mesh you have created with other software for example
MeshLab.

Depending on what option you have selected, you must fill in some of the pa-
rameters below the WEC shapes. If you have selected anything else than ‘Generate
new’, the information console will display what options need to be filled. When
selecting ‘Generate new’, you can create a new Mesh with the Mesh Tool. You
can add the following basic shapes to the mesh project:

• Box

• Cylinder

• Cone

• Sphere

• Pyramid

• Wedge

• Hemisphere

• Hemicylinder

• Torus
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Figure A.3: Cone shape in OpenWEC Mesh Tool

Figure A.4: Object list in OpenWEC Mesh Tool

The GUI will show the geometry of the selected object, together with a red
dot explaining what the point of insertion will be. For example for the cone, the
insertion point is at the center of the base circle, and the cone tip is pointed
downwards.

Several mesh elements can be added to the project, and will be added to the
Object List. All elements in the list are subject to the following manipulations:

• Translation

• Rotation

• Delete

When the complete mesh object is assembled. The general properties should
be filled in:

• Water Depth: positive values for a finite depth, negative or zero for infinite
depth

• Position of COG: relative to the water surface, important for rotational
movements

• Water Density: salt/fresh/. . . water

• Number of mesh panels: refinement of the mesh
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Figure A.5: Meshed hemisphere in OpenWEC Mesh Tool

Once every required option is filled, the refined mesh is created by pressing
the ‘Mesh!’ button. In the shell window you will see the code is running. Once
finished, the created mesh is displayed in the plotting window. When creating a
mesh from a .stl file, make sure you visually check the mesh for inconsistencies.
The .stl mesh must be correctly created to result in a good Nemoh mesh!

If the meshing tool crashes or returns an error, please go through this checklist:

• Are your mesh units in meters?

• Have you correctly meshed the underwater part of the device: Z-coordinates
must be below zero!

• Are all panel normals pointing outwards?

• In case of importing an .stl file, is should be ASCII formatted, not binary.

The result files of the mesh are found in the ‘./Calculation/mesh’ folder in the
main program directory.

A.4.2 Loading previous configurations

openWEC is able to save your set-up and parameters, to be reloaded at a later
time. It is as simple as clicking file-save to save your configuration and file-open
to reload a configuration.

A.5 Frequency-domain modelling with Nemoh

The frequency domain modelling is performed with the Nemoh BEM Solver. It is
based on the linear wave theory and thus assumes potential flow. For each panel of
a mesh, the hydrodynamic parameters are calculated for a certain frequency range.
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Figure A.6: OpenWEC Nemoh frequency-domain modelling

A.5.1 Nemoh

Next, the BEM solver can be run to calculate the hydrodynamic parameters. The
solver can be run with only the basic options, or you can choose to include several
advanced options. Within the basic options you are required to give a frequency
range for the calculations by entering three values:

• The starting frequency in rad/s (for example 0.2 rad/s)

• The ending frequency in rad/s (for example 2.5 rad/s)

• The number of frequency steps (preferably ¿50)

The degrees of freedom can be selected. All combinations are possible.
The advanced functions can be enabled or disabled with the different check

boxes:

• Wave directions: only applicable for non-axisymmetric shapes, otherwise you
will get the same results for every wave direction.

• Calculate IRF: When selected, the impulse response function is calculated.
This option is needed if you want to use irregular waves in the time-domain.

• Kochin function: calculates the kochin function for each solved problem

• Free Surface: calculates the free surface elevation around the WEC for all
solved problems, for a given grid.

The calculation will start when pressing the ‘Simulate!’ button. In the shell
window you can follow the calculations. Once finished the Added Mass and Hy-
drodynamic damping will be plotted in the visualisation window.
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A.6 Time-domain modelling

Once the frequency domain modelling is finished, the time-domain solver can be
used. Here the WEC heaving response and energy absorption is calculated for
regular or irregular waves.

A.6.1 Simulation

The time-domain solver can be accessed through the tab ‘Simulation’. Options
are split up into three sections: wave climate, PTO properties and Simulation. All
option boxes need to be filled in to be able to simulate.

• Wave Type: select between irregular or regular waves. When irregular waves
are chosen, you have the option to apply a custom wave spectrum.

• Wave Height: enter the wave height in meters

• Wave Period: enter the wave period in seconds

• Damping type: set the damping type, choosing between two options:

– Linear: set fixed PTO parameters resulting in forces proportional to the
device’s acceleration (Mpto), velocity (Bpto), or position (Cpto)

– Coulomb: set a fixed PTO forces which is fully applied when the device
has a positive velocity

• Mooring: you have the option to couple the time domain solver with the
mooring line simulation package MoorDyn. The configure button needs to
be pushed to edit the mooring line parameters.

• Time: simulation duration

• Time Step: time step for each iteration

A.7 Post-Processing

The final tab allows the user to postprocess the results. In the plotting tool, you
have two visualisation windows at your disposal. For each plot you can select a
variable to plot on the x-axis and one on the y-axis. The options for the Y-axis
variable will automatically change according to the selected x-axis variable. Both
frequency-domain parameters and time-domain parameters can be plotted. When
radiation/diffraction calculations have been made, it is also possible to plot the
radiation and diffraction surface elevations. The quantities are plotted in interactive
plot windows, where the user can zoom in, select a region to plot, and save the
figure in several common formats (for example png, jpeg, svg, pdf).
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Figure A.7: OpenWEC time-domain modelling

Figure A.8: OpenWEC post-processing module
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Frequency
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Hydrodynamic
Damping

Wave Excitation
Force

Response Amplitude
Operator

Time

Wave Signal

WEC position

WEC velocity

WEC PTO Force

Grid

Diffraction amplitude

Diffraction phase

Radiation amplitude

Radiation phase

Select DOF

Figure A.9: OpenWEC post-processing options



Appendix B

Stokes Fifth-Order Wave
Theory

For regular waves, the imposed quantities are calculated with the 5th order solution
to the Stokes Theory, given by Fenton (1985):

kη(x, t) =

5∑
i=1

εi
i∑

j=1

Bij cos[jk(x− ct+
θ

k
)] (B.1)

ε = ka (B.2)

c = Ūc + Ū (B.3)

Ū

√
k

g
= C0 + ε2C2 + ε4C4 (B.4)

vx(x, z, t) = Ūc + C0

√
g

k3

5∑
i=1

εi
i∑

j=1

Aij cosh(jkz)jk cos[jk(x− ct+
θ

k
)]

(B.5)

Here, η is the surface elevation, k is the wave number (defined as k = 2π/L, with
L the wavelength), a is the wave amplitude, g is the earth acceleration, c is the
wave velocity, Ūc is the mean current velocity, Ū is the mean horizontal velocity,
θ is the phase constant. The wave period T can be calculated based on the wave
number k and the wave celerity c, T = 2π/(kc). The constants Aij Bij and Ci
are theory-specific and are given below. The z-axis has its origin at the sea bed.
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S =
cosh 2kD

sinh 2kD
A11 = 1/ sinh(kD)

A22 = 3S2/[2(1− S)2]

A31 = (−4− 20S + 10S2 − 13S3)/[8 sinh(kD)(1− S)3]

A33 = (−2S2 + 11S3)/[8 sinh(kD)(1− S)3]

A42 = (12S − 14S2 − 264S3 − 45S4 − 13S5)/[24(1− S)5]

A44 = (10S3 − 174S4 + 291S5 + 278S6)/[48(3 + 2S)(1− S)5]

A51 = (−1184 + 32S + 13232S2 + 21712S3 + 20940S4 + 12554S5

− 500S6 − 3341S7 − 670S8)

/[64 sinh(kD)(3 + 2S)(4 + S)(1− S)6]

A53 = (4S + 105S2 + 198S3 − 1376S4 − 1302S5 − 117S6 + 58S7)

/[32 sinh(kD)(3 + 2S)(1− S)6]

A55 = (−6S3 + 272S4 − 1552S5 + 852S6 + 2029S7 + 430S8)

/[64 sinh(kD)(3 + 2S)(4 + S)(1− S)6]

B11 = 1

B22 = coth(kD)(1 + 2S)/[2(1− S)]

B31 = −3(1 + 3S + 3S2 + 2S3)/[8(1− S)3]

B33 = −B31

B42 = coth(kD)
(
6− 26S − 182S2 − 204S3 − 25S4 + 26S5

)
/[6(3 + 2S)(1− S)4]

B44 = coth(kD)
(
24 + 92S + 122S2 + 66S3 + 67S4 + 34S5

)
/[24(3 + 2S)(1− S)4]

B51 = −(B53 +B55)

B53 = 9(132 + 17S − 2216S2 − 5897S3 − 6292S4 − 2687S5

+ 194S6 + 467S7 + 82S8)

/[128(3 + 2S)(4 + S)(1− S)6]

B55 = 5(300 + 1579S + 3176S2 + 2949S3 + 1188S4 + 675S5

+ 1326S6 + 827S7 + 130S8)

/[384(3 + 2S)(4 + S)(1− S)6]

C0 =
√

tanh(kD)

C2 = C0(2 + 7S2)/[4(1− S)2]

C4 = C0(4 + 32S − 116S2 − 400S3 − 71S4 + 146S5)/[32(1− S)5]
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Comparison between
OceanWave3D-Nemoh and
MILDwave-Nemoh
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C.1 Test Matrix

Table C.1: Test program for the comparison of the linear coupling methodology. (H = Wave Height, T = Wave Period, d = Water Depth,
LW−W = WEC-WEC distance)

Test Number # Wave Type H (m) T (s) d (m) Layout LW−W (m)

1 REG 0.5 8 50 • -

2 REG 0.5 8 25 • -

3 REG 0.5 8 25 3D

4 REG 0.5 8 25 3D

5 REG 0.5 8 25 3D

6 REG 0.5 8 25 3D

7 REG 0.5 8 Beach1 3D

8 REG 0.5 8 Beach2 3D

9 REG 0.5 8 Sea Bottom 3D

10 IRR 0.5 8 Sea Bottom 3D
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C.2 Test 1
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Figure C.1: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.2: KD results along the two longitudinal sections indicated in Figure C.1 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.3: Contour plots of relative KD errors comparing: (a) MILDwave-Nemoh
and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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C.3 Test 2
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Figure C.4: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.5: KD results along the two longitudinal sections indicated in Figure C.4 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.6: Contour plots of relative KD errors comparing: (a) MILDwave-Nemoh
and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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C.4 Test 3
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Figure C.7: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.8: KD results along the two longitudinal sections indicated in Figure C.7 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.9: Contour plots of relative KD errors comparing: (a) MILDwave-Nemoh
and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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C.5 Test 4
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Figure C.10: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.11: KD results along the two longitudinal sections indicated in Figure C.10 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.12: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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C.6 Test 5
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Figure C.13: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.14: KD results along the two longitudinal sections indicated in Figure C.13 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.15: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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C.7 Test 6
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Figure C.16: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.17: KD results along the two longitudinal sections indicated in Figure C.16 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.18: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
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C.8 Test 7
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Figure C.19: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.20: KD results along the two longitudinal sections indicated in Figure C.19 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.21: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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Figure C.22: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.23: KD results along the two longitudinal sections indicated in Figure C.22 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.24: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.



C.10. Test 9 199

C.10 Test 9

300 0 300
400

0

400 (a)

300 0 300
400

0

400 (b)

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

Figure C.25: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.26: KD results along the two longitudinal sections indicated in Figure C.25 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.27: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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Figure C.28: Contour plots of KD results for the coupled models: (a) MILDwave-Nemoh
and (b) OceanWave3D-Nemoh.
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Figure C.29: KD results along the two longitudinal sections indicated in Figure C.28 (Sec-
tion 1 (S1): left; S2: right) for MILDwave-Nemoh, OceanWave3D-Nemoh and Nemoh.
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Figure C.30: Contour plots of relative KD errors comparing: (a) MILDwave-
Nemoh and Nemoh; (b) OceanWave3D-Nemoh and Nemoh; (c) MILDwave-Nemoh and
OceanWave3D-Nemoh.
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D.1 Test Matrix

Table D.1: Test program for the comparison of the linear coupling methodology with WECwakes data. (H = Wave Height, T = Wave Period,
∆x = WEC x-spacing, ∆y = WEC y-spacing)

Test Number H (m) T (s) # Rows # Columns ∆x (m) ∆y (m)

123 0.074 1.18 1 1 1.575 1.575

124 0.074 1.26 1 1 1.575 1.575

167 0.074 1.18 1 2 1.575 1.575

168 0.074 1.26 1 2 1.575 1.575

342 0.074 1.18 2 1 1.575 1.575

343 0.074 1.26 2 1 1.575 1.575

202 0.074 1.18 5 1 1.575 1.575

203 0.074 1.26 5 1 1.575 1.575

223 0.074 1.18 5 2 1.575 6.3

224 0.074 1.26 5 2 1.575 6.3

246 0.074 1.18 5 5 1.575 1.575

247 0.074 1.26 5 5 1.575 1.575
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Figure D.1: Wave gauge distribution (•) used for the comparison with experimental tests. The code numbers of the used wave gauges are also
shown.
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Figure D.2: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.3: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.4: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.5: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.6: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.7: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.8: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.9: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.10: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.11: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.12: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.13: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.14: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.15: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.



218 D. Comparison between OceanWave3D-Nemoh and WECwakes experiments

D.10 Test 203

1 2

3 4

5 6

7 8

9 10

11 12

13 14

15 16

17 18

19 20

21 22

23 24

25 26

27 28

29 30

31 32

33 34

35 36

37 38

39 40

41

Figure D.16: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.17: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.18: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.



D.11. Test 223 221

6 8 10 12 14 16
X [m]

4

6

8

10

12

14

Y 
[m

]

0.150

0.
17

5

0.175

0.175

0.1
75

0.
17

5

0.
20

0

0.200 0.200

0.200

0.225

0.225

0.225

0.250

0.250

0.2
50

0.000

0.025

0.050

0.075

0.100

0.125

0.150

0.175

0.200

0.225

0.250

Figure D.19: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.20: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.21: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.22: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.23: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.
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Figure D.24: Comparison of the wave signal between the OceanWave3D-Nemoh model
(black line) and the experimental data (gray line) for all 19 wave gauges in the experi-
mental dataset. The WG number (see Figure D.1) is indicated at the left of each wave
signal.
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Figure D.25: Scatter plot of the error on the wave signal between the OceanWave3D-
Nemoh model and the experimental data for all 19 wave gauges in the experimental
dataset.



Appendix E

Source Code of the non-linear
Coupling Methodology

This chapter provides the reader with all the code changes and newly created
code, which is also available on GitHub: https://github.ugent.be/tverbrug/
OW3D-DSPH.

E.1 OceanWave3D Code Changes

E.1.1 Changes to OW3D.inp

An extra final line is added to a standard OceanWave3D input file:

1 15.000000 21.120000 <− C o u p l i n g Yes /No , x I n l e t , x O u t l e t

The first number is a flag to indicate if coupling should be enabled or not, the
second value is the x-location of the inlet and the third value is the x-location of
the outlet.

E.1.2 Changes to globalvariables.f90

Global variables are created for the coupling file, coupling zone coordinates and
indices and the received SPH free surface.
line 43-48:

! VARIABLES f o r c o u p l i n g w i t h SPH
INTEGER : : c o u p l i n g F l a g
CHARACTER(LEN=40) : : c o u p l i n g F i l e
REAL : : xSPH1 , xSPH2
REAL(KIND=l o n g ) , DIMENSION( : ) , ALLOCATABLE : : etaCP
INTEGER, DIMENSION( : ) , ALLOCATABLE : : iCP , jCP
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E.1.3 Changes to ReadinputFileParameters.f90

The extra line added to the input file is read into its corresponding global variables,
to be used by the coupling routine.
line 463-464

! Read i n SPH C o u p l i n g I n f o
READ( FILEIP ( 1 ) ,∗ ) c o u p l i n g F l a g , xSPH1 , xSPH2

E.1.4 Changes to OceanWave3DTakeATimeStep.f90

At every time step, the coupling routine is called, after a check if coupling is
enabled.
line 153-155:

IF ( c o u p l i n g F l a g .EQ. 1 ) THEN
CALL CoupleModel

ENDIF

E.1.5 New routine CoupleRoutine.f90

This subroutine initializes the MPI communication, calculates the indices for the
coupling interface locations and calculates the horizontal orbital velocities from
the wave potential. It sends the velocities and the surface elevation to the Python
script, and receives the filtered SPH surface elevation, which it uses to overwrite
the original surface elevations:

subrout ine CoupleModel ( )

USE G l o b a l V a r i a b l e s
USE MPI
IMPLICIT NONE

CHARACTER(LEN= 1 0 ) : : a s t r i n g
INTEGER : : comm, rank , s i ze , m p i e r r
INTEGER : : status ( M P I S t a t u s s i z e )
! L o c a l v a r i a b l e s
INTEGER : : Nx , Ny , Nz , io , i t , iXSPH1 , iXSPH2
INTEGER : : i , j , k , i0 , i1 , i s , j0 , j1 , j s , nxSPH
REAL(KIND=l o n g ) , DIMENSION ( : , : ) , POINTER : : x , y , h , &

hx , hy , eta , &
etax , e t a y

REAL(KIND=l o n g ) , DIMENSION( : ) , POINTER : : z
REAL(KIND=l o n g ) , DIMENSION( : ) , ALLOCATABLE : : wlev , &

xreq , etaSPH
! Automatic work s p a c e
REAL(KIND=l o n g ) : : &
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U( F i n e G r i d%Nz+GhostGridZ , F i n e G r i d%Nx+2∗GhostGridX , &
F i n e G r i d%Ny+2∗GhostGr idY ) , &
V( F i n e G r i d%Nz+GhostGridZ , F i n e G r i d%Nx+2∗GhostGridX , &
F i n e G r i d%Ny+2∗GhostGr idY ) , &

W( F i n e G r i d%Nz+GhostGridZ , F i n e G r i d%Nx+2∗GhostGridX , &
F i n e G r i d%Ny+2∗GhostGr idY ) , &
d ( F i n e G r i d%Nx+2∗GhostGridX , F i n e G r i d%Ny+2∗GhostGr idY ) , &
dummy , bndLoc ( 4 ) , x In , xOut , e t a I n , etaOut , dxSPH

! A s s i g n l o c a l p o i n t e r s
x => F i n e G r i d%x ; y => F i n e G r i d%y ; z => F i n e G r i d%z ; &
h => F i n e G r i d%h ; hx => F i n e G r i d%hx ; hy => F i n e G r i d%hy ; &
e t a => WaveFie ld%E ; e t a x => WaveFie ld%Ex ; &
e t a y => WaveFie ld%Ey

Nx = F i n e G r i d%Nx+2∗GhostGr idX
Ny = F i n e G r i d%Ny+2∗GhostGr idY
Nz = F i n e G r i d%Nz+GhostGr idZ

! I n i t i a l i z e MPI on f i r s t t i m e s t e p
IF ( t s t e p .LT . 2) THEN

CALL MPI INIT ( m p i e r r )
CALL MPI Comm size (MPI COMM WORLD, s i ze , m p i e r r )
p r i n t ∗ , ’ SIZE ’ , s i z e
CALL MPI Comm rank (MPI COMM WORLD, rank , m p i e r r )
p r i n t ∗ , ’RANK ’ , rank
CALL MPI SEND(U ( : , iXSPH1 , 1 ) , Nz , MPI DOUBLE PRECISION , &

1 , 23 , MPI COMM WORLD, m p i e r r )
CALL MPI SEND(U ( : , iXSPH2 , 1 ) , Nz , MPI DOUBLE PRECISION , &

1 , 24 , MPI COMM WORLD, m p i e r r )
CALL MPI SEND( e t a ( : , 1 ) , Nx , MPI DOUBLE PRECISION , &

1 , 25 , MPI COMM WORLD, m p i e r r )
ENDIF

! F ind i n d e x o f c o u p l i n g l o c a t i o n
DO i =1,Nx

IF ( abs ( x ( i ,1)−xSPH1 ) .LT . 0 . 0 0 1 ) THEN
iXSPH1 = i
EXIT

ENDIF
ENDDO
DO i =1,Nx

I f ( abs ( x ( i ,1)−xSPH2 ) .LT . 0 . 0 0 1 ) THEN
iXSPH2 = i
EXIT

ENDIF
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ENDDO

! The f l u i d t h i c k n e s s d=h+e t a
DO j =1,Ny

DO i =1,Nx
d ( i , j )=h ( i , j )+ e t a ( i , j )

ENDDO
ENDDO

! C a l c u l a t e v e l o c i t y f i e l d
IF ( F i n e G r i d%Nx>1) THEN

! Compute d p h i / dx
CALL Dif fXEven ( phi , U, 1 , F i n e G r i d%Nx+2∗GhostGridX , &

F i n e G r i d%Ny+2∗GhostGridY , &
F i n e G r i d%Nz+GhostGridZ , &
F i n e G r i d%D i f f S t e n c i l s , a l p h a )

IF ( L i ne a rO n Of f /= 0) THEN
! Add i n t he c h a i n r u l e c o n t r i b u t i o n

DO j =1,Ny
DO i =1,Nx

DO k=1,Nz
U( k , i , j ) = U( k , i , j ) + &
((1− z ( k ) ) / d ( i , j )∗ hx ( i , j ) − &
z ( k )/ d ( i , j )∗ e t a x ( i , j ) )∗W( k , i , j )

ENDDO
ENDDO

ENDDO
ENDIF

ELSE
U=z e r o

ENDIF

! Send t ime s t e p to python
CALL MPI SEND( time , 1 , MPI DOUBLE PRECISION , 1 , 22 , &

MPI COMM WORLD, m p i e r r )

! Send v e l o c i t y and s u r f a c e e l e v a t i o n OW3D−>python−>SPH
CALL MPI SEND(U ( : , iXSPH1 , 1 ) , Nz , MPI DOUBLE PRECISION , &

1 , 23 , MPI COMM WORLD, m p i e r r )
CALL MPI SEND(U ( : , iXSPH2 , 1 ) , Nz , MPI DOUBLE PRECISION , &

1 , 24 , MPI COMM WORLD, m p i e r r )
CALL MPI SEND( e t a ( : , 1 ) , Nx , MPI DOUBLE PRECISION , &

1 , 25 , MPI COMM WORLD, m p i e r r )

! R e c e i v e s u r f a c e e l e v a t i o n SPH−>python−>OW3D
CALL MPI RECV( xIn , 1 , MPI DOUBLE PRECISION , &



232 E. Source Code of the non-linear Coupling Methodology

1 , 40 , MPI COMM WORLD, status , m p i e r r )
CALL MPI RECV(dummy , 1 , MPI DOUBLE PRECISION , &

1 , 41 , MPI COMM WORLD, status , m p i e r r )
nxSPH = INT(dummy)
ALLOCATE( etaSPH (INT(dummy ) ) )
CALL MPI RECV( dxSPH , 1 , MPI DOUBLE PRECISION , &

1 , 42 , MPI COMM WORLD, status , m p i e r r )
CALL MPI RECV( etaSPH , nxSPH , MPI DOUBLE PRECISION , &

1 , 43 , MPI COMM WORLD, status , m p i e r r )

! O v e r w r i t e o r i g i n a l s u r f a c e e l e v a t i o n
DO i =1,nxSPH

WHERE (ABS( x−( x I n +( i −1)∗dxSPH ) ) . LT . 0 . 0 2 ) &
W a v e f i e l d%E = etaSPH ( i )

END DO

IF ( t s t e p .EQ. Nsteps ) THEN
CALL MPI FINALIZE ( m p i e r r )

ENDIF

end subrout ine coup leMode l

E.2 Python Code

E.2.1 Set-up file simsetup.py

This file contains all the simulation variables: the wave conditions, OceanWave3D
parameters and DualSPHysics parameters. It calculates the inlet and outlet con-
ditions based on the selected parameters:

import f u n c t i o n s as f

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# THEORY INPUT
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# Wave C o n d i t i o n s
H = 0 . 0 1 # Wave He ight
T = 1 . 0 # Wave P e r i o d
d = 0 . 7 # Water Depth
genType = ’T ’
# ’T ’ = Regu lar , ’O ’ = OceanWave3D , ’ I ’ = I r r e g u l a r
dim = 3 # 2−D o r 3−D
Lwav = f . wav len (H, T, d )
dp = 0 . 0 1 # P a r t i c l e S i z e
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#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# OceanWave3D INPUT
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# Flume Parameter s
width = 1 . 0 # Flume width
dx = 4∗dp # x G r i d s p a c i n g
dy = 0 . 1 # y G r i d s p a c i n g
l e n g t h = 2 0 . 0∗ f . r o u n d n e a r e s t ( Lwav , dx ) # Flume l e n g t h
nCouple = 1 # 1−way or 2−way

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# DualSPHys ics INPUT
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

t s i m = 1 5 . 0 # Sim Time
dt = T/ 5 0 . 0 # t s t e p
dtOut = 0 . 0 4 # Output t s t e p
nIO = 2
# Number o f i n l e t / o u t l e t 1 : i n l e t+beach 2 : i n l e t+o u t l e t
x I n = 1 4 . 0 # x o f i n l e t
i f genType==’O ’ :

Lwav = f . r o u n d n e a r e s t ( Lwav , dx )
e l s e :

Lwav = f . r o u n d n e a r e s t ( Lwav , dp )
xOut = x I n + 1 . 0∗ Lwav # x o f o u t l e t
n L a y e r s = [ 8 , 8 ]

# Number o f l a y e r s f o r i n l e t / o u t l e t

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# C r e a t e I n p u t F i l e s
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

t ime , x , z , eta , u , i n l e t , o u t l e t = f . c r e a t e I n p u t F i l e s (H, T, d ,
genType , l e n g t h , dx , dp , ts im ,
dt , nIO , x In , xOut , nLayers ,
nc=nCouple )

E.2.2 Simulation file WaveGen socket.py

This file loads in the set-up parameters, writes away the input files for Ocean-
Wave3D and DualSPHysics, and executes the simulations. For a one-way simula-
tion, the Python script comm socket.py is executed. For a two-way simulation,
an MPI-run is started where the OceanWave3D simulation is assigned to the first
process and the script comm socket 2way.py is assigned to the second process:
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import s u b p r o c e s s
import numpy as np
import m a t p l o t l i b . p y p l o t as p l t
import os
import f u n c t i o n s as f
from c l e a n u p import ∗
from s i m s e t u p import ∗

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# PRE PROCESSING
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# Write SPH i n p u t f i l e
f . wr i teXml ( dp , H, T, d , ts im , dtOut , nLayers , x In , xOut , nIO=nIO ,

dim=dim , width=width )
# Request z and v e l output l o c a t i o n s
f . s e t G a u g e s ( [ x In , xOut ] , dp , d , H, dim=dim , width=width )

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# S t a r t MPI run
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# Set e n v i r o n m e n t
os . e n v i r o n [ ’ LD LIBRARY PATH ’ ] = ’ /home/ t v e r b r u g /\

OW3D SPH/ SPH src /DSPH−s o c k e t 2 /EXECS LINUX/ ’
os . system ( ’ e x p o r t LD LIBRARY PATH=$LD LIBRARY PATH :

/home/ t v e r b r u g /OW3D SPH/ SPH src /
DSPH−s o c k e t 2 /EXECS LINUX/ ’ )

# Run GenCase
os . system ( ’ /home/ t v e r b r u g /OW3D SPH/ SPH src /DSPH−s o c k e t 2 /

EXECS LINUX/ G e n C a s e 4 l i n u x 6 4 WaveGen
WaveGen out /WaveGen −s a v e : a l l −debug :−1 ’ )

# S t a r t DualSPHys ics Run
s u b p r o c e s s . Popen ( [ ”/home/ t v e r b r u g /OW3D SPH/ SPH src /

DSPH−s o c k e t 2 /EXECS LINUX/
D u a l S P H y s i c s I n l e t S o c k e t l i n u x 6 4 ” ,
” WaveGen out /WaveGen” , ” WaveGen out ” ,
”−s v r e s ” , ”−gpu : 1 ” ] )

# S t a r t communicat ion
i f ( genType==’O ’ and nCouple ==2):

os . system ( ’ mpirun −n 1 OceanWave2D SPH OW3D. i n p :
−n 1 python comm socket 2way . py ’ )

e l s e :
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os . system ( ’ python comm socket . py ’ )

E.2.3 Communication file comm socket.py

In a one-way simulation, this file manages the communication between Python and
DualSPHysics, using the socket protocol. The inlet and outlet conditions are sent
to DualSPHysics, while the surface elevations necessary for the velocity corrections
are received:

import s o c k e t
import numpy as np
from s i m s e t u p import ∗

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# SOCKET INITIALIZATION
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# Socket i n i t
HOST, PORT = ” l o c a l h o s t ” , 50007
s = s o c k e t . s o c k e t ( s o c k e t . AF INET , s o c k e t . SOCK STREAM)
s . c o n n e c t ( (HOST, PORT) )

# Data i n i t
e t a I P = np . copy ( t ime )∗0 . 0
e t a I P i n = np . copy ( t ime )∗0 . 0
e t a I P o u t = np . copy ( t ime )∗0 . 0
f o r iT i n range ( l en ( t ime ) ) :

e t a I P [ iT ] = np . i n t e r p ( x In , x , e t a [ iT , : ] )
e t a I P i n [ iT ] = np . i n t e r p ( x I n +8.0∗dp , x , e t a [ iT , : ] )
e t a I P o u t [ iT ] = np . i n t e r p ( xOut−8.0∗dp , x , e t a [ iT , : ] )

# Ramp f u n c t i o n
c e l = f . wav len (H, T, d )/T
c e l d t = ( xOut−x I n )/ c e l
nt = l en ( t ime )
ramp = np . ones ( nt )
ramp2 = np . ones ( nt )
nt = i n t ( t s i m / dt )
ramp [ 0 : 2 0 0 ] = np . l i n s p a c e ( 0 , 1 . 0 , 2 0 0 ) # I n l e t ramp
ramp2 [0:0+ i n t ( c e l d t / dt ) ] = 0 . 0 # O u t l e t ramp
ramp2 [0+ i n t ( c e l d t / dt ):200+ i n t ( c e l d t / dt ) ] = \

np . l i n s p a c e ( 0 , 1 . 0 , 2 0 0 )

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# SEND INITIAL DATA TO DSPH
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
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# Send water depth and dt f o r communicat ion
data = ’ { : f } ’ . format ( d )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( dt )
s . send ( data . encode ( ) )
f o r iZ i n range ( 1 1 ) :

u In1 = np . i n t e r p ( dt , t ime , i n l e t [ : , iZ +1])
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( u In1 )
s . send ( data . encode ( ) )
uOut1 = np . i n t e r p ( dt , t ime , o u t l e t [ : , iZ +1])
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( uOut1 )
s . send ( data . encode ( ) )

# Send z s u r f
data = s . r e c v (1000)
z s u r f = np . i n t e r p ( dt , t ime , e t a I P )∗0 . 0 + d
data = ’ { : f } ’ . format ( z s u r f )
s . send ( data . encode ( ) )
# Send nCouple
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( nCouple )
s . send ( data . encode ( ) )

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# TIME STEPPING & COMMUNICATION
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

WGin = [ ]
WGout = [ ]
ucO = [ ]
u c I = [ ]
e I = [ ]
eO = [ ]
tm = [ ]

t = 0 . 0
count = 0

whi le ( t<ts im−dt / 2 . 0 ) :

# −−−−−−−−−−−−−−−− R e c e i v e from DSPH −−−−−−−−−−−−−−−
# r e c e i v e t ime
data = s . r e c v (1000)
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t = f l o a t ( data )
p r i n t ( ’ tSPH = ’ + s t r ( t ) )
tm . append ( t )
data = ’ { : f } ’ . format ( 1 . 0 )
s . send ( data . encode ( ) )
# r e c e i v e etaWGIn
data = s t r ( s . r e c v ( 1 0 0 0 ) )
etaWGin = f l o a t ( data )−d
WGin . append ( f l o a t ( data ) )
data = ’ { : f } ’ . format ( 1 . 0 )
s . send ( data . encode ( ) )
# r e c e i v e etaWGOut
data = s t r ( s . r e c v ( 1 0 0 0 ) )
etaWGout = f l o a t ( data )−d
WGout . append ( f l o a t ( data ) )

# −−−−−−−−−−−−−−−− C a l c u l a t e u C o r r I n −−−−−−−−−−−−−−−
rampIn = np . i n t e r p ( t , t ime , ramp [ : ] )
e t a I n = np . i n t e r p ( t , t ime , e t a I P i n )∗ rampIn
e I . append ( e t a I n )
i f t > c e l d t :

u C o r r I n = ( etaWGin−e t a I n )∗ np . s q r t ( 9 . 8 1 / d )
e l s e :

u C o r r I n = 0 . 0
u c I . append ( u C o r r I n )
data = ’ { : f } ’ . format ( u C o r r I n )
s . send ( data . encode ( ) )
data = s . r e c v (1000)

# −−−−−−−−−−−−−−−− C a l c u l a t e uCorrOut −−−−−−−−−−−−−−
rampOut = np . i n t e r p ( t , t ime , ramp2 [ : ] )
etaOut = np . i n t e r p ( t , t ime , e t a I P o u t )∗ rampOut
eO . append ( etaOut )
i f t > c e l d t :

uCorrOut = ( etaOut−etaWGout )∗ np . s q r t ( 9 . 8 1 / d )
e l s e :

uCorrOut = 0 . 0
ucO . append ( uCorrOut )
data = ’ { : f } ’ . format ( uCorrOut )
s . send ( data . encode ( ) )

# −−−−−−−−−−−−−−−− Send V e l o c i t i e s −−−−−−−−−−−−−−−−−
f o r iZ i n range ( 1 1 ) :

data = s . r e c v (1000)
u In0 = np . i n t e r p ( t , t ime , i n l e t [ : , iZ +1])
data = ’ { : f } ’ . format ( u In0 )
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s . send ( data . encode ( ) )
data = s . r e c v (1000)
u In1 = np . i n t e r p ( t+dt , t ime , i n l e t [ : , iZ +1])
data = ’ { : f } ’ . format ( u In1 )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
uOut0 = np . i n t e r p ( t , t ime , o u t l e t [ : , iZ +1])
data = ’ { : f } ’ . format ( uOut0 )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
uOut1 = np . i n t e r p ( t , t ime+dt , o u t l e t [ : , iZ +1])
data = ’ { : f } ’ . format ( uOut1 )
s . send ( data . encode ( ) )

# −−−−−−−−−−−−−−−− Send Z s u r f −−−−−−−−−−−−−−−−−−−−−−
data = s . r e c v (1000)
z s u r f 0 = np . i n t e r p ( t , t ime , e t a I P )∗ rampIn+d
data = ’ { : f } ’ . format ( z s u r f 0 )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
z s u r f 1 = np . i n t e r p ( t+dt , t ime , e t a I P )∗ rampIn+d
data = ’ { : f } ’ . format ( z s u r f 1 )
s . send ( data . encode ( ) )

count += 1

s . c l o s e ( )

E.2.4 Communication file comm socket 2way.py

This file is very similar to the previous one, but manages the two-way communica-
tion. In addition to the code of comm socket.py, there are several MPI commands
to receive and send data from and to OceanWave3D:

from mpi4py import MPI
import s o c k e t
import numpy as np
from s i m s e t u p import ∗

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# MPI INITIALIZATION
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# Check i f MPI i s i n i t i a l i z e d
comm = MPI .COMM WORLD
rank = comm . G e t r a n k ( )
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p r i n t ( ” Python rank = ” + s t r ( rank ) )

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# SOCKET INITIALIZATION
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# Socket i n i t
HOST, PORT = ” l o c a l h o s t ” , 50007
s = s o c k e t . s o c k e t ( s o c k e t . AF INET , s o c k e t . SOCK STREAM)
s . c o n n e c t ( (HOST, PORT) )

#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# SEND INITIAL DATA TO DSPH
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

# C e l e r i t y
c e l = f . wav len (H, T, d )/T
c e l d t = ( xOut−x I n )/ c e l
nt = l en ( t ime )
nt = i n t ( t s i m / dt )

# Send water depth and dt f o r communicat ion
data = ’ { : f } ’ . format ( d )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( dt )
s . send ( data . encode ( ) )

# MPI COMMUNICATION FIRST TIME STEP
XO, ZO, dxO , zoneSPH = f . g e t G r i d ( )
nzO = l en (ZO)
nxO = l en (XO)

# R e c e i v e i n l e t v e l o c i t y
data = np . z e r o s ( nzO , dtype=np . f l o a t 6 4 )
comm . Recv ( [ data , MPI .DOUBLE] , s o u r c e =0, tag =23)
uInOW3D = data [ : ]

# R e c e i v e o u t l e t v e l o c i t y
data = np . z e r o s ( nzO , dtype=np . f l o a t 6 4 )
comm . Recv ( [ data , MPI .DOUBLE] , s o u r c e =0, tag =24)
uOutOW3D = data [ : ]

# R e c e i v e o u t l e t v e l o c i t y
data = np . z e r o s ( nxO , dtype=np . f l o a t 6 4 )
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comm . Recv ( [ data , MPI .DOUBLE] , s o u r c e =0, tag =25)
etaOW3D = data [ : ]

f o r iZ i n range ( 1 1 ) :
u In1 = np . i n t e r p ( z [ iZ ]+d , ZO, uInOW3D)
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( u In1 )
s . send ( data . encode ( ) )
uOut1 = np . i n t e r p ( z [ iZ ]+d , ZO, uOutOW3D)
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( uOut1 )
s . send ( data . encode ( ) )

# Send z s u r f
data = s . r e c v (1000)
z s u r f = np . i n t e r p ( x In ,XO, etaOW3D+d )
data = ’ { : f } ’ . format ( z s u r f )
s . send ( data . encode ( ) )

# Send nCouple
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( nCouple )
s . send ( data . encode ( ) )

# Send x I n
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( x I n )
s . send ( data . encode ( ) )

# Send dx
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( dx )
s . send ( data . encode ( ) )

# Send nx
data = s . r e c v (1000)
data = ’ { : f } ’ . format ( np . c e i l ( ( xOut−x I n )/ dx ) )
s . send ( data . encode ( ) )

# Data s t o r a g e
uInOW3D old = np . copy (uInOW3D)
uOutOW3D old = np . copy (uOutOW3D)
etaOW3D old = np . copy (etaOW3D)
xOW3D = np . a ran ge ( x In , xOut−dx / 2 . 0 , dx )
e t a A l l = np . copy (xOW3D)∗0 . 0
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#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
# TIME STEPPING & COMMUNICATION
#−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

WGin = [ ]
WGout = [ ]
ucO = [ ]
u c I = [ ]
e I = [ ]
eO = [ ]
eOW3D = [ ]
tm = [ ]

t = 0 . 0
count = 0

whi le ( t<ts im−dt / 2 . 0 ) :

# −−−−−−−−−−−−−−−− R e c e i v e from OW2D −−−−−−−−−−−−−−−
i f ( genType==’O ’ and nCouple ==2):

# C r e a t e an MPI s t a t u s o b j e c t
s t a t u s = MPI . S t a t u s ( )

# Wait f o r a message w i t h o u t r e c e i v i n g i t
comm . Probe ( s o u r c e =0, tag =22, s t a t u s=s t a t u s )
# A l l o c a t e a b i g enough data a r r a y o f c h a r a c t e r s
data = np . z e r o s ( 1 , dtype=np . f l o a t 6 4 )
# R e c e i v e t ime
comm . Recv ( [ data , MPI .DOUBLE] , s o u r c e =0, tag =22)
tOW3D = data [ 0 ]
p r i n t ( ’tOW3D = ’ + s t r (tOW3D) )

# R e c e i v e i n l e t v e l o c i t y
data = np . z e r o s ( nzO , dtype=np . f l o a t 6 4 )
comm . Recv ( [ data , MPI .DOUBLE] , s o u r c e =0, tag =23)
uInOW3D = data [ : ]
# R e c e i v e o u t l e t v e l o c i t y
data = np . z e r o s ( nzO , dtype=np . f l o a t 6 4 )
comm . Recv ( [ data , MPI .DOUBLE] , s o u r c e =0, tag =24)
uOutOW3D = data [ : ]
# R e c e i v e e t a
data = np . z e r o s ( nxO , dtype=np . f l o a t 6 4 )
comm . Recv ( [ data , MPI .DOUBLE] , s o u r c e =0, tag =25)
etaOW3D = data [ : ]

# −−−−−−−−−−−−−−−− R e c e i v e from DSPH −−−−−−−−−−−−−−−
# r e c e i v e t ime
data = s . r e c v (1000)
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t = f l o a t ( data )
p r i n t ( ’ tSPH = ’ + s t r ( t ) )
tm . append ( t )
data = ’ { : f } ’ . format ( 1 . 0 )
s . send ( data . encode ( ) )
# r e c e i v e etaWGIn
data = s t r ( s . r e c v ( 1 0 0 0 ) )
etaWGin = f l o a t ( data )−d
WGin . append ( f l o a t ( data ) )
data = ’ { : f } ’ . format ( 1 . 0 )
s . send ( data . encode ( ) )
# r e c e i v e etaWGOut
data = s t r ( s . r e c v ( 1 0 0 0 ) )
etaWGout = f l o a t ( data )−d
WGout . append ( f l o a t ( data ) )

# −−−−−−−−−−−−−−−− C a l c u l a t e u C o r r I n −−−−−−−−−−−−−−−
e t a I n = np . i n t e r p ( x I n +8.0∗dp ,XO, etaOW3D)
p r i n t ( ’ e t a I n = ’ + s t r ( e t a I n ) )
e I . append ( e t a I n )
i f t > c e l d t :

u C o r r I n = ( etaWGin−e t a I n )∗ np . s q r t ( 9 . 8 1 / d )
e l s e :

u C o r r I n = 0 . 0
u c I . append ( u C o r r I n )
data = ’ { : f } ’ . format ( u C o r r I n )
s . send ( data . encode ( ) )
data = s . r e c v (1000)

# −−−−−−−−−−−−−−−− C a l c u l a t e uCorrOut −−−−−−−−−−−−−−
etaOut = np . i n t e r p ( xOut−8.0∗dp ,XO, etaOW3D)
p r i n t ( ’ etaOut = ’ + s t r ( etaOut ) )
eO . append ( etaOut )
i f t > c e l d t :

uCorrOut = ( etaOut−etaWGout )∗ np . s q r t ( 9 . 8 1 / d )
e l s e :

uCorrOut = 0 . 0
ucO . append ( uCorrOut )
data = ’ { : f } ’ . format ( uCorrOut )
s . send ( data . encode ( ) )

# −−−−−−−−−−−−−−−− Send V e l o c i t i e s −−−−−−−−−−−−−−−−−
f o r iZ i n range ( 1 1 ) :

data = s . r e c v (1000)
u In0 = np . i n t e r p ( z [ iZ ]+d , ZO, uInOW3D old )
data = ’ { : f } ’ . format ( u In0 )
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s . send ( data . encode ( ) )
data = s . r e c v (1000)
u In1 = np . i n t e r p ( z [ iZ ]+d , ZO, uInOW3D)
data = ’ { : f } ’ . format ( u In1 )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
uOut0 = np . i n t e r p ( z [ iZ ]+d , ZO, uOutOW3D old )
data = ’ { : f } ’ . format ( uOut0 )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
uOut1 = np . i n t e r p ( z [ iZ ]+d , ZO, uOutOW3D)
data = ’ { : f } ’ . format ( uOut1 )
s . send ( data . encode ( ) )

# −−−−−−−−−−−−−−−− R e c e i v e Eta −−−−−−−−−−−−−−−−−−−−−
f o r iX i n range ( i n t ( np . c e i l ( ( xOut−x I n )/ dx ) ) ) :

data = s . r e c v (1000)
e t a A l l [ iX ] = f l o a t ( data )−d
s . send ( data . encode ( ) )

eOW3D. append ( e t a A l l )

# −−−−−−−−−−−−−−−− Send Z s u r f −−−−−−−−−−−−−−−−−−−−−−
data = s . r e c v (1000)
p r i n t ( ” e t a A l l = ” + data )
z s u r f 0 = np . i n t e r p ( x In ,XO, etaOW3D old+d )
data = ’ { : f } ’ . format ( z s u r f 0 )
s . send ( data . encode ( ) )
data = s . r e c v (1000)
z s u r f 1 = np . i n t e r p ( x In ,XO, etaOW3D+d )
data = ’ { : f } ’ . format ( z s u r f 1 )
s . send ( data . encode ( ) )

# −−−−−−−−−−−−−−−− Send Z s u r f to OW3D −−−−−−−−−−−−−−
# R e l a x a t i o n z o n e s
e t a C o u p l e = f . r e l a x Z o n e s ( [ x In , xOut ] ,XO, etaOW3D , d ,

xOW3D, e t a A l l )

data = np . z e r o s ( 1 , dtype=np . f l o a t 6 4 ) + f l o a t ( x I n )
comm . Send ( [ data , MPI .DOUBLE] , d e s t =0, tag =40)
data = np . z e r o s ( 1 , dtype=np . f l o a t 6 4 ) + \

f l o a t ( np . c e i l ( ( xOut−x I n )/ dx ) )
comm . Send ( [ data , MPI .DOUBLE] , d e s t =0, tag =41)
data = np . z e r o s ( 1 , dtype=np . f l o a t 6 4 ) + f l o a t ( dx )
comm . Send ( [ data , MPI .DOUBLE] , d e s t =0, tag =42)
data = np . z e r o s ( i n t ( np . c e i l ( ( xOut−x I n )/ dx ) ) ,

dtype=np . f l o a t 6 4 ) + e t a A l l
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comm . Send ( [ data , MPI .DOUBLE] , d e s t =0, tag =43)

uInOW3D old = np . copy (uInOW3D)
uOutOW3D old = np . copy (uOutOW3D)
etaOW3D old = np . copy (etaOW3D)
count += 1

np . s a v e ( ’ etaSPH . npy ’ , e t a A l l )
np . s a v e ( ’etaOWD . npy ’ ,etaOW3D)
np . s a v e ( ’xO . npy ’ ,XO)

s . c l o s e ( )

E.2.5 Functions file functions.py

This file contains functions for calculating the theoretical orbital velocities, to apply
the relaxation functions, to create the input files and to post-process the results.
However, this files contains 1300 lines of code, which is too much to include into
this manuscript. The file is however available from the Github repository.

E.3 DualSPHysics Code Changes

E.3.1 Main file JSphGpuSingle.cpp

This is the main simulation file for a GPU run. Here, extra global variables are added
for the communication with Python. Function are made for socket initialization,
socket sending, socket receiving and closing the connection. During the time-
stepping, values received from Python are stored in the global variables, while the
free surface elevation is calculated and sent back to Python.
Line 37-49:

#inc lude <i o s t r e a m>
#inc lude <ss t ream>
#inc lude <s y s / t y p e s . h>
#inc lude <s y s / s o c k e t . h>
#inc lude <n e t i n e t / i n . h>
#inc lude <netdb . h>
#inc lude <u n i s t d . h>
#inc lude <s t r i n g >
#inc lude <arpa / i n e t . h>
#inc lude < s t r i n g . h>
#inc lude <s t d i o . h>

Line 54-72:

#def ine SERVER PORT h t o n s (50007)



E.3. DualSPHysics Code Changes 245

i n t c l i e n t S o c k = 0 ;
i n t s e r v e r S o c k = 0 ;
double dwav = 0 . 0 ;
double u c o r r I n = 0 . 0 ;
double ucor rOut = 0 . 0 ;
double z a w a s i n = 0 . 0 ;
double zawasout = 0 . 0 ;
double facT = 0 . 0 ;
f l o a t ∗ v e l I n ;
f l o a t ∗ v e l O u t ;
f l o a t ∗ Z s u r f S ;
double v e l I n 0 [ 1 1 ] = {} ;
double ve lOut0 [ 1 1 ] = {} ;
double v e l I n 1 [ 1 1 ] = {} ;
double ve lOut1 [ 1 1 ] = {} ;
double Z s u r f S 0 = 0 . 0 ;
double Z s u r f S 1 = 0 . 0 ;

Line 641-662:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// Socket I n i t
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
void JSphGpuSing le : : S o c k e t I n i t ( ){

// S t a r t s o c k e t
s e r v e r S o c k = s o c k e t ( AF INET , SOCK STREAM, 0 ) ;

s o c k a d d r i n s e r v e r A d d r ;
s e r v e r A d d r . s i n f a m i l y = AF INET ;
s e r v e r A d d r . s i n p o r t = SERVER PORT ;
s e r v e r A d d r . s i n a d d r . s a d d r = INADDR ANY ;

// b i n d ( t h i s s o c k e t , l o c a l a d d r e s s , a d d r e s s l e n g t h )
b i n d ( s e r v e r S o c k , ( s t r u c t s o c k a d d r ∗)& s e r v e r A d d r ,

s i z e o f ( s t r u c t s o c k a d d r ) ) ;

// w a i t f o r a c l i e n t
cout << ” L i s t e n i n g . . . ” << e n d l ;
l i s t e n ( s e r v e r S o c k , 1 ) ;

s o c k a d d r i n c l i e n t A d d r ;
s o c k l e n t s i n s i z e = s i z e o f ( s t r u c t s o c k a d d r i n ) ;
c l i e n t S o c k = a c c e p t ( s e r v e r S o c k ,

( s t r u c t s o c k a d d r ∗)& c l i e n t A d d r , & s i n s i z e ) ;
cout << ” C o n n e c t i o n E s t a b l i s h e d ! ” << e n d l ;

}
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Line 666-675:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// Socket Read
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

double JSphGpuSing le : : SocketRead ( i n t c l i e n t S o c k ,
i n t s e r v e r S o c k ){

char b u f f e r [ 1 0 0 0 ] ;
i n t n ;

b z e r o ( b u f f e r , 1 0 0 0 ) ;
n = r e a d ( c l i e n t S o c k , b u f f e r , 5 0 0 ) ;
double t e s t = a t o f ( b u f f e r ) ;

return ( t e s t ) ;
}

Line 680-691:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// Socket Send
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

void JSphGpuSing le : : SocketSend ( i n t c l i e n t S o c k ,
i n t s e r v e r S o c k ,
double t e s t ){

char b u f f e r [ 1 0 0 0 ] ;
char c [ 1 0 ] ;
i n t n ;

b z e r o ( b u f f e r , 1 0 0 0 ) ;

s p r i n t f ( c , ”%l f ” , t e s t ) ;

s t r c p y ( b u f f e r , c ) ;
n = w r i t e ( c l i e n t S o c k , b u f f e r , s t r l e n ( b u f f e r ) ) ;

}

Line 696-703:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// Socket c l o s e
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
void JSphGpuSing le : : S o c k e t C l o s e ( i n t s e r v e r S o c k ){

c l o s e ( s e r v e r S o c k ) ;
cout << ” S e r v e r C l o s e d ! ” << e n d l ;
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}

Line 741-778:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// F i r s t Timestep
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

S o c k e t I n i t ( ) ;
dwav = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
dtCom = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
dtComOrig = dtCom ;
v e l I n = new f l o a t [ 1 1 ] ;
v e l O u t = new f l o a t [ 1 1 ] ;
f o r ( s i z e t i = 0 ; i < 1 1 ; i ++) {

SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
v e l I n 1 [ i ] = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
ve lOut1 [ i ] = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;

}
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
Z s u r f S 1 = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
i n t nCouple = ( i n t ) SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
s t d : : cout << ” nCouple = ” << nCouple << ’ \n ’ ;
char gaugeName [ 5 0 ] ;
i n t nn ;
i n t nxG ;
i f ( nCouple > 1) {

SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
double x S t a r t = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
double dxG = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
nxG = ( i n t ) SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
// D e f i n e gauges f o r OW3D
JGaugeSwl∗ gauge ;
f o r ( i n t i = 0 ; i < nxG ; i ++) {

nn = s p r i n t f ( gaugeName , ” gauge %d” , i ) ;
gauge = GaugeSystem−>AddGaugeSwl ( gaugeName , 0 ,

DBL MAX, 0 , TDouble3 ( x S t a r t+i ∗dxG , 1 . 0 , 0 ) ,
TDouble3 ( x S t a r t+i ∗dxG , 1 . 0 , 1 . 1 7 ) ,
GaugeSystem−>GetDp ( ) ∗ 0 . 2 5 ) ;

}
}

Line 810-862:
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//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// At Every Timestep
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

facT = ( TimeStep−dtCom )/ dtComOrig ;

// Read i n new v a l u e s
i f ( TimeStep>=dtCom ){

// Measure F r e e S u r f a c e at i n l e t & o u t l e t
unsigned g i d=GaugeSystem−>GetGaugeIdx ( ”MyGauge” ) ;
JGaugeSwl∗ gswl =(JGaugeSwl ∗) GaugeSystem−>GetGauge ( g i d ) ;
double l a s t t i m e=gswl−>G e t R e s u l t ( ) . t i m e s t e p ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , l a s t t i m e ) ;
dummy = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
t f l o a t 3 l a s t p o i n t s w l=gswl−>G e t R e s u l t ( ) . p o s s w l ;
zawasout = l a s t p o i n t s w l . z ;
g i d=GaugeSystem−>GetGaugeIdx ( ”MyGauge2” ) ;
JGaugeSwl∗ gswl2 =(JGaugeSwl ∗) GaugeSystem−>GetGauge ( g i d ) ;
l a s t t i m e=gswl2−>G e t R e s u l t ( ) . t i m e s t e p ;
l a s t p o i n t s w l=gswl2−>G e t R e s u l t ( ) . p o s s w l ;
z a w a s i n = l a s t p o i n t s w l . z ;

// Perform Communicat ions
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , z a w a s i n ) ;
dummy = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , zawasout ) ;
u c o r r I n = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
ucor rOut = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;

f o r ( s i z e t i = 0 ; i < 1 1 ; i ++) {
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
v e l I n 0 [ i ] = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
v e l I n 1 [ i ] = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
ve lOut0 [ i ] = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
ve lOut1 [ i ] = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;

}

i f ( nCouple > 1) {
// Wave gauge measurements to send back
f o r ( i n t i = 0 ; i < nxG ; i ++) {

nn = s p r i n t f ( gaugeName , ” gauge %d” , i ) ;
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g i d = GaugeSystem−>GetGaugeIdx ( gaugeName ) ;
gswl2 = ( JGaugeSwl ∗) GaugeSystem−>GetGauge ( g i d ) ;
l a s t p o i n t s w l = gswl2−>G e t R e s u l t ( ) . p o s s w l ;
e t a A l l = l a s t p o i n t s w l . z ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , e t a A l l ) ;
dummy = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;

}
}

SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
Z s u r f S 0 = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
SocketSend ( c l i e n t S o c k , s e r v e r S o c k , 0 . 0 ) ;
Z s u r f S 1 = SocketRead ( c l i e n t S o c k , s e r v e r S o c k ) ;
dtCom += dtComOrig ;

}

Line 884:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// At F i n a l Timestep
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

S o c k e t C l o s e ( s e r v e r S o c k ) ;

E.3.2 Inlet-Outlet file JSphInOutGridData.cpp

This file is normally used to impose external quantities, arranged on a grid, on to
the inlet and outlet particles. Here, the horizontal orbital velocities received from
Python, are interpolated in time, and copied to the GPU memory, together with
the necessary velocity correction.
Line 39-47:

extern double u c o r r I n ;
extern double ucor rOut ;
extern double facT ;
extern f l o a t ∗ v e l I n ;
extern f l o a t ∗ v e l O u t ;
extern double v e l I n 0 [ 1 1 ] ;
extern double ve lOut0 [ 1 1 ] ;
extern double v e l I n 1 [ 1 1 ] ;
extern double ve lOut1 [ 1 1 ] ;

Line 540-566:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// I n t e r p o l a t e v e l o c i t y i n t ime and Z−p o s i t i o n
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
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void JSphInOutGr idData : : I n t e r p o l a t e Z V e l G p u ( double t ime ,
unsigned i z o n e , unsigned np , const i n t ∗ p l i s t ,
const d o u b l e 2 ∗posxyg , const double ∗poszg ,
const t y p e c o d e ∗ codeg , const unsigned ∗ idpg ,
f l o a t 4 ∗ v e l r h o p g ){

ComputeTimeGpu ( t ime ) ;
// I n t e r p o l a t e v e l o c i t i e s TVE
f o r ( s i z e t i = 0 ; i < 1 1 ; i ++) {

v e l I n [ i ] = v e l I n 0 [ i ] + facT ∗( v e l I n 1 [ i ]− v e l I n 0 [ i ] ) ;
v e l O u t [ i ] = ve lOut0 [ i ] + facT ∗( ve lOut1 [ i ]− ve lOut0 [ i ] ) ;

}
double u c o r r = 0 . 0 ;
i f ( v e l r h o p g ){

i f ( i z o n e == 1){
u c o r r = ucor rOut ;
// S e l V e l x g = VelOut coming through s o c k e t
cudaMemcpy ( S e l V e l x g , ve lOut , s i z e o f ( f l o a t )∗Npt ,

cudaMemcpyHostToDevice ) ; // i n l e t
} e l s e {

u c o r r = u c o r r I n ;
cudaMemcpy ( S e l V e l x g , v e l I n , s i z e o f ( f l o a t )∗Npt ,

cudaMemcpyHostToDevice ) ; // o u t l e t
}

}

c u s p h i n o u t : : I n O u t I n t e r p o l a t e Z V e l ( i z o n e , PosMin . z , Dpz , Nz−1,
S e l V e l x g , S e l V e l z g , np ,
p l i s t , poszg , codeg ,
v e l r h o p g , u c o r r ) ;

}

#e n d i f

E.3.3 Inlet-Outlet GPU file JSphGpu InOut ker.cu

Here, the GPU calculations for the inlet and outlet points are performed. Only
minor changes are made here. In the interpolation functions, the corrected velocity
is added as an extra funciton variable, and in the funciton is subtracted from the
imposed velocities.
1168-1195:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// I n t e r p o l a t e v e l o c i t y i n t ime and Z−p o s i t i o n .
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−

g l o b a l void K e r I n O u t I n t e r p o l a t e Z V e l ( unsigned i z o n e ,
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double posminz , double dpz , i n t nz1 ,
const f l o a t ∗ v e l x , const f l o a t ∗ v e l z ,
unsigned np , const i n t ∗ p l i s t , const double ∗posz ,
const t y p e c o d e ∗code , f l o a t 4 ∗ v e l r h o p , double u c o r r )

{
const unsigned cp=b l o c k I d x . y∗ gr idDim . x∗blockDim . x +

b l o c k I d x . x∗blockDim . x + t h r e a d I d x . x ;
//−Number o f p a r t i c l e .

i f ( cp<np ){
const unsigned p= p l i s t [ cp ] ;

i f ( i z o n e==CODE Get IzoneF lu id Inout ( code [ p ] ) ) {
const double pz=posz [ p]−posminz ;
i n t cz=i n t ( pz / dpz ) ;
cz=max ( cz , 0 ) ;
cz=min ( cz , nz1 ) ;
const double f z =(pz /dpz−cz ) ;

//− I n t e r p o l a t i o n i n Z .
const unsigned cp=cz ;
const f l o a t v00=v e l x [ cp ] ;
const f l o a t v01=(cz<nz1 ? v e l x [ cp +1] : v00 ) ;
const f l o a t v=f l o a t ( f z ∗( v01−v00)+v00 ) ;
v e l r h o p [ p]= m a k e f l o a t 4 ( v−u c o r r , 0 , 0 , v e l r h o p [ p ] . w ) ;

i f ( v e l z !=NULL){
const f l o a t v00=v e l z [ cp ] ;
const f l o a t v01=(cz<nz1 ? v e l z [ cp +1] : v00 ) ;
const f l o a t v=f l o a t ( f z ∗( v01−v00)+v00 ) ;
v e l r h o p [ p ] . z=v ;

}
}

}
}

Line 1200-1209:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// I n t e r p o l a t e v e l o c i t y i n t ime and Z−p o s i t i o n .
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
void I n O u t I n t e r p o l a t e Z V e l ( unsigned i z o n e ,

double posminz , double dpz , i n t nz1 ,
const f l o a t ∗ v e l x , const f l o a t ∗ v e l z ,
unsigned np , const i n t ∗ p l i s t , const double ∗posz ,
const t y p e c o d e ∗code , f l o a t 4 ∗ v e l r h o p , double u c o r r )

{
i f ( np ){
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dim3 s g r i d=cusph : : G e t G r i d S i z e ( np , SPHBSIZE ) ;
K e r I n O u t I n t e r p o l a t e Z V e l <<<s g r i d , SPHBSIZE>>> ( i z o n e ,

posminz , dpz , nz1 , v e l x , v e l z , np , p l i s t , posz , code ,
v e l r h o p , u c o r r ) ;

}
}

E.3.4 Inlet-Outlet GPU file JSphInOut.cpp

Here, the function updating the surface elevation in the inlet zone is modified. The
surface elevation received from Python is interpolated in time and copied to the
GPU memory.
Line 48-50:

extern double Z s u r f S 0 ;
extern double Z s u r f S 1 ;
extern double facT ;

Line 1411-1424:

//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
/// Updates z s u r f a c c o r d i n g t i m e s t e p .
/// R e t u r n s t r u e when t he data was changed .
//−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−˜−
bool JSphInOut : : U pd a te Zs ur f ( double t i m e s t e p , bool f u l l ){

const char met [ ]= ” U pd at eZ s ur f ” ;
bool m o d i f i e d= f u l l ;

f o r ( unsigned c i =0; c i<L i s t S i z e ; c i ++) i f ( f u l l | |
L i s t [ c i ]−>G e t V a r i a b l e Z s u r f ( ) | |
L i s t [ c i ]−>G e t C a l c u l a t e d Z s u r f ( ) ){

m o d i f i e d |= L i s t [ c i ]−>U pd at eZ s ur f ( t i m e s t e p ,
f u l l , Z s u r f [ c i ] ) ;

}

#i f d e f WITHGPU
Z s u r f [ 0 ] = ( f l o a t ) ( Z s u r f S 0 + facT ∗( Zsur fS1−Z s u r f S 0 ) ) ;
i f ( m o d i f i e d && ! Cpu ) cudaMemcpy ( Zsur fg , Z s u r f ,

s i z e o f ( f l o a t )∗ L i s t S i z e ,
cudaMemcpyHostToDevice ) ;

#e n d i f

return ( m o d i f i e d ) ;
}



E.3. DualSPHysics Code Changes 253

E.3.5 Inlet-Outlet GPU file JSphGpu ker.cu

Here, the motion of floating objects can be restricted to a specific degree of free-
dom, for example the heave motion.
Line 2330-2334:

f a c e . x ∗= 0 . 0 ;
f a c e . y ∗= 0 . 0 ;
fomegaace . x ∗= 0 . 0 ;
fomegaace . y ∗= 0 . 0 ;
fomegaace . z ∗= 0 . 0 ;
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M. (2017). Towards simulating floating offshore oscillating water column con-
verters with Smoothed Particle Hydrodynamics. Coastal Engineering, 126:11–26.
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