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Cognitive load is a major source of processing difficulties in both interpret-
ing and monolingual speech. This article focuses on measurement of cogni-
tive load by examining the occurrence rate of the disfluency uh(m) in two
corpora of naturalistic language: the EPICG, with specific reference to
Dutch interpretations of French source texts in the European Parliament;
and the sub-corpus of non-interpreted parliamentary speeches from the
Spoken Dutch Corpus. In both corpora, the frequency per utterance of
uh(m) was studied, in relation to delivery rate, lexical density, presence of
numbers and formulaicity (i.e. the number of N-grams), as a Generalised
Additive Mixed-effects Model: the frequency in interpretations increases
with the lexical density of the source text, while it is inversely related to the
formulaicity of both the source text and the target text. These findings indi-
cate the maintenance of a cognitive equilibrium between input load and
output load.

Keywords: cognitive load, disfluencies, corpus-based interpreting studies,
Generalised Additive Mixed-effects Models

1. Introduction

The interpreter’s cognitive load has been a long-standing research topic in inter-
preting studies. Relations between the multiple, concurrent tasks in interpreting
were represented in early models such as those of Gerver (1975) and Moser
(1978). Further models were in turn elaborated, from neurolinguistic and prag-
malinguistic perspectives, by Paradis (1994) and Setton (1999) respectively. The
intricate balancing of demands and capacities in the related processing is at the
core of Gile’s (2009) Effort Models and Seeber’s (2011) Cognitive Load Model.
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Both of these conceptualise interpreting as a dynamic balance between the cog-
nitive challenges involved in language comprehension, language production and
memory storage. In addition, Gile’s Effort Models account for management of this
balance as a coordination effort in its own right (Gile 1997).

Research on cognitive load in interpreting has typically focussed on cases
where processing demands exceed available capacity, leading to deterioration in
the content and/or form of the interpretation. Such instances of ‘information
overflow’ are not uncommon, because interpreters generally work at the limits
of their cognitive capacities, as stated in Gile’s (1999) tightrope hypothesis. Barik
(1975) based his elaborate typology of the interpreter’s errors and omissions
on three main categories (omissions, additions and substitutions and errors, with
many subtypes in each category), while both Dillinger (1994) and Tommola and
Helevä (1998) found empirical evidence that the translational accuracy of inter-
preted texts diminishes in relation to increasing propositional density of the
source text.

Barik’s typology of ‘translation departures’ was heavily criticised as subjective
by Gerver (1976), and the focus in interpreting studies subsequently shifted to
disfluencies (mainly false starts, repairs, and silent or filled pauses), which are
regarded in the psycholinguistic literature as ‘windows on cognitive load’ (Arnold
et al. 2000; Clark & Fox Tree 2002; Levelt 1983; 2003; Swerts 1998; Watanabe et al.
2008; see Bortfeld et al. 2001 for a summary).

In the wake of Goldman-Eisler’s (1967) ‘pausological’ studies, most research
on fluency in interpreting has focussed on silent and filled pauses. Tissi (2000),
for instance, analysed ten students’ interpretations of two excerpts from political
round tables, observing fewer (but longer) silent pauses in target texts than source
texts; filled pauses showed considerable individual variation. The study was repli-
cated among eleven professional interpreters by Cecot (2001), who reached the
same conclusions. Finally, Mead (2000) found that fifteen students produced more
filled pauses when interpreting into their B language than from B into A (the
results were not significant for silent pauses).

Setton’s (1999: 247) view of how various types of disfluency relate to the atten-
tion requirements of assimilating and reformulating content is summarised below,
as Table 1.

Most research on disfluencies in interpreting has been experimental. By con-
trast, Plevoets and Defrancq (2016) analysed the frequency of the disfluency
uh(m) in a corpus of interpretations at the European Parliament, the EPICG
(Defrancq 2015). Alongside a ‘classic’ comparison of source speeches with target
speeches, the method was also ‘comparable’ (Baker 1993) in that Dutch interpre-
tations recorded live at the European Parliament were compared to non-inter-
preted Dutch speeches by members of the Dutch and Belgian parliaments. Based
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Table 1. Types of disfluencies and their relationship to (the degree of) attention (adapted
from Setton 1999: 247)

Attention to input Attention to formulation

Long silent pause High –

Short pausing Normal listening Routine planning

Filled pause Normal listening Routine planning

Mixed: short & filled pauses & voice effects Normal listening Routine planning

Long filled pause Relaxed or off Planning/Searching

Fluent unmodulated string Relaxed or off Off

on these corpus data, Plevoets and Defrancq (2016) examined the role of delivery
rate, lexical density, frequency of numbers and average sentence length as inde-
pendent variables affecting the occurrence rate of uh(m): delivery rate and lexical
density proved to be important predictors. However, delivery rate was significant
only for the source texts, whereas lexical density was significant only in the com-
parison between the interpreted (target) texts and the monolingual texts. The
results reported by Plevoets and Defrancq (2016) thus clearly reflect cognitive
load, but they also underline the need to differentiate between the cognitive
demands of comprehension or listening and those of language production (which
we will call ‘input load’ and ‘output load’, respectively).

Corpus-based research is still sporadic in interpreting studies, despite
Shlesinger’s (1998) plea for its more widespread adoption. Overviews of corpus-
based interpreting studies can be found in Straniero and Falbo (2012), and Ben-
dazzoli (2017).

By contrast, the increasing popularity of corpora in translation studies dates
back to Baker’s (1993) defence of the ‘comparable’ approach, based on comparison
between translations and texts produced by non-translators. Such an approach,
based as it is on output, can be seen as complementary to the classic, input-ori-
ented concern of interpreting studies with the effects of source text features on
the interpretation. The distinction between input and output characteristics seems
relevant, as interpreters’ strategies differ for listening (shallow parsing, cognate
translation, etc. – see Riccardi 1998) and production (chunking of complex sen-
tences, reordering of information, anticipation, etc. – see Chernov 2004). Simi-
larly, numbers may be more difficult to comprehend than to formulate (Alessan-
drini 1990; Mazza 2001; Pinochi 2009). Cognitive load can thus be expected to
differ between input and output: interpreters have no control over what they hear,
but they do have considerable control over what they say.

The study described by Plevoets and Defrancq (2016) is not without its limita-
tions. Firstly, the unit of analysis was each text as a whole: this was acknowledged
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in the study, the authors’ suggestion being a sentence-level analysis. Secondly,
the four indicators of informational load (delivery rate, lexical density, propor-
tion of numbers and average sentence length) were treated as linear predictors
for the frequency of uh(m). However, as all four variables are numerical, their
actual effects can be more complex (with peaks and troughs in distribution). By
treating the four predictors as straight lines instead of curves, the analysis may
have missed potentially interesting trends. Thirdly, syntactic complexity, which
is a well-known predictor of cognitive load (Chmiel & Mazur 2013; Gile 2008),
was measured rather crudely as average sentence length. Although average sen-
tence length is a traditional measure of text readability (Flesch 1948), there are
much more refined operationalisations for the continuum spanning the extremes
of linguistic complexity and formulaicity: one interesting measure is the amount
of ‘N-grams’ or ‘multi-word units’ (Stubbs 2007), ‘recurrent word combinations’
(Altenberg 1998) or ‘lexical bundles’ (Biber et al. 1999), reflecting the predictable
or formulaic (non-complex) nature of linguistic sequences. N-grams, investigated
quite extensively in corpus linguistics, will be taken into account below (see
Section 2).

We address the following research questions:

1. Are the effects of the informational load indicators on the related cognitive
demand (measured by the frequency of the disfluency uh(m)) the same at sen-
tence/utterance level and text level?

2. To what extent do the informational load indicators for the source text and/or
target text predict the frequency of uh(m)?

3. As interpreting demands comprehension in addition to speech production,
does this change the effect of the informational load indicators on the fre-
quency of uh(m) in interpretation by comparison to spontaneous speech?

In the following parts of the text, Section 2 will define and operationalise the var-
ious measures of cognitive load. Section 3 will describe the corpus data. Section 4
will outline the statistical methodology. Results will then be presented and dis-
cussed, in Section 5 and Section 6 respectively, followed by conclusions in
Section 7.

2. Cognitive load: Definition and measures

The concept of cognitive load was introduced in the 1950s as models of working
memory developed (Broadbent 1958; Welford 1952). The limited capacity of
working memory means that different processing tasks are constantly competing
for cognitive resources. Capacity-vs-demand models of working memory have
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been specifically adapted by interpreting scholars, Gile’s Effort Models and See-
ber’s Cognitive Load Model being cases in point.

Gile’s (2009) Effort Models describe cognitive load as the sum of various
cognitive capacity-consuming efforts that coincide or overlap. Drawing on infor-
mation processing models, Gile argues that cognitive capacity is limited by
the amount of information interpreters can handle: the sum of the cognitive
resources allocated to different efforts should not exceed the available capacity.
Cognitive overload occurs when capacity is insufficient, either in terms of the
individual efforts or for the cognitive system as a whole. In Gile (1999, 2008) and
Kurz (2008), some aspects of the Effort models are tested empirically with both
experimental and observational data. An overview of other studies is presented
in Gile (2008).

Seeber (2011: 187–189) sees cognitive load as the interference between var-
ious demands in “a real-time combination of a language comprehension and a
language production task”. The level at which these demands occur can be macro-
structural (i.e. perceptual, cognitive or response processing) and micro-structural
(i.e. processing of linguistic constituents). In addition, cognitive load is generated
by memory demands during the language comprehension task. Seeber also dis-
cusses two source text features which increase input load in interpreting: deliv-
ery rate and verb-final structures (as in German). He lists various strategies for
dealing with verb-final structures. Seeber and Kerzel (2012) present an empirical
analysis of cognitive load, based on pupillometry, during simultaneous interpret-
ing of German verb-final structures into English: mean pupil dilation is greater
than when interpreting segments with the verb in non-final position. The data
also lend support to Gile’s (2008) concept of exported load (i.e. cognitive load
manifesting itself downstream of the difficulty, as pupil dilation differences are at
their highest just after the verb-final source text structures.

The present study will investigate cognitive load in a similar way to Plevoets
and Defranq (2016), analysing the frequency of uh(m) as a dependent variable
of various triggers. On the one hand, triggers known to increase cognitive load
(e.g., delivery rate, lexical density and proportion of numbers) will be examined in
both the source texts and the interpretations. On the other hand, we will also look
at factors believed to ease cognitive load (e.g., hesitations by the speaker, formu-
laicity of source and target texts). Delivery rate is a well-known predictor of cog-
nitive load in interpreting, clearly affecting the interpretation (Gerver 1969; Pio
2003), though it tends not to affect language comprehension significantly (Voor
& Miller 1965). Lexical density, which leads to lower comprehension and reten-
tion scores (Gibson 1993; Kintsch et al. 1975), is seen by Gile (2008) as one of the
major causes of cognitive load in interpreting. The presence of numbers, widely
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acknowledged as a prime source of stress for interpreters (Alessandrini 1990; Gile
2009), triggers a high error count in interpreting (Mazza 2001).

On the positive side, hesitations by speakers are sometimes assumed to offer
interpreters the opportunity to catch up with the incoming flow of information
(Goldman-Eisler 1967) and consequently decrease their cognitive load. In the
same vein, the present study will also include a further parameter assumed to
decrease cognitive load for interpreters – i.e. formulaicity.

Various authors have found that formulaicity, or the occurrence of formulaic
sequences such as would you mind or as can be seen, decreases the processing
demands of language use. Conklin and Schmitt (2012:50–53) summarise a num-
ber of studies showing the relative ease of processing non-idiomatic formulaic
sequences (e.g., in the middle of). Ease of processing in relation to formulaicity
(which goes hand in hand with recognisability) is clearly seen in a study of readers’
eye movements by Underwood et al. (2004), comparing duration and frequency
of fixation on the final word in formulaic vs. non-formulaic contexts. Similarly,
in a self-paced reading task, Conklin and Schmitt (2008) showed that formulaic
sequences are read more quickly than non-formulaic sequences. Tremblay and
Baayen (2010) and Tremblay et al. (2011) found that scores in recall tasks were
higher for formulaic language sequences, suggesting that these are not processed
word by word and thus demand relatively little working memory capacity.

One area of formulaicity research that shows an interesting potential rela-
tionship to interpreting is the use of L2 corpora in studies of language learning:
while learners’ relative lack of confidence tends to make them rely on formulaic
sequences more than proficient speakers (Hyland 2008), the latter use a greater
variety of these sequences (Chen & Baker 2010; Paquot & Granger 2012). Once
again, the relatively low processing cost of formulaic language is apparent here.

Research into the effects of formulaicity on interpreters’ performance is
scarce. As a general principle, the automation of cognitive operations is believed
to decrease interpreters’ cognitive load (Gile 1995). Processing of formulaic
chunks of language is assumed to be a holistic process, involving no parsing of
separate items (Eyckmans 2007; Van Rietvelde et al. 2010) and thus conducive to a
degree of automation. Eyckmans (2007) reports that formulaic source text phras-
ing is positively correlated with fluency in a sight translation task carried out by
students of interpreting. Consistent with this, Van Rietvelde et al. (2010) demon-
strate that set phrases in the source text used for a simultaneous interpreting task
prompt anticipation by student interpreters: the authors’ explanation is that for-
mulaic sequences unburden working memory in simultaneous interpreting and
leave more available capacity for other cognitive tasks.

A crucial aspect of our analysis is that we will study the four informational
load indicators identified above (delivery rate, lexical density, proportion of num-
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bers and formulaicity) in both the source text and its simultaneous interpretation
(following Plevoets & Defrancq 2016). The reason is that the interpreter’s cogni-
tive load is expected to increase not only when informational load is higher in
the source text, but also when the interpretation is faster and/or lexically/numeri-
cally denser. By the same token, we expect lower cognitive load for the interpreter
when s/he is both processing and producing more formulaic language. Our analy-
sis is threefold, comparing the input and output load of interpreters with the out-
put load in monolingual speech.

3. Data

The data for this study are taken from two corpora of spoken Dutch: one of inter-
pretations, and one of non-interpreted monolingual speech. The corpus of inter-
pretations is the EPICG: an ongoing project at Ghent University’s Department of
Translation, Interpreting and Communication, this comprises plenary speeches
and their interpretations recorded in the European Parliament between 2006 and
2008. French, English, Dutch and German are source and target languages in the
EPICG, together with Spanish as a source language only. The corpus, which is
compiled by transcribing the audio-visual recordings in the European Parliament
website according to the protocol of the VALIBEL corpus (Bachy et al. 2007), cur-
rently totals about 270,000 tokens. For the current study, only the sub-corpus of
the French source speeches and their Dutch interpretations will be used: it has
been annotated for part-of-speech tags, lemmas and chunks with the LeTs Pre-
process Toolkit (Van de Kauter et al. 2013). Additionally, it was manually sentence-
aligned by means of SDL Trados WinAlign (2014).

The corpus of non-interpreted Dutch is the sub-corpus of parliamentary
speeches in the Corpus Gesproken Nederlands (CGN), or Spoken Dutch Corpus
(Oostdijk 2000). As the parliamentary speeches sub-corpus is part (g) of the CGN,
it will be abbreviated below as CGNg. The CGN was a joint project of several
Netherlandic and Flemish universities, running from 1998 to 2003. The Nether-
landic and Flemish parts of CGNg comprise about 220,000 and 140,000 tokens
respectively. All speeches have been tagged for parts of speech and lemmas.

Table 2 gives an overview (text, sentence/utterance and token counts) of the
EPICG and CGNg corpora. The number of texts in the EPICG corpus is the same
for the French source texts and the Dutch target texts. Comparing the two cor-
pora, the counts for all parameters are far higher for the CGNg, the Netherlandic
texts being much longer than the Flemish texts and those in the EPICG corpus:
there are only 85 Netherlandic Dutch texts, but they total over 10,000 utterances.
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Since the distinction between Netherlandic Dutch and Flemish Dutch is relevant
only in a sociolinguistic perspective, it will not be taken into account here.

4. Method

The first step was to count every instance of uh(m) in both the EPICG and the
CGNg corpora (euh(m) was the conventional transcription in the EPICG). This
was done by means of a Python script. Originally, uh and uhm were counted sep-
arately, but this distinction was not maintained because the -m variant was infre-
quent.

The informational load indicators (delivery rate, lexical density, numbers)
were operationalised in the same way as in Plevoets and Defrancq (2016), with
lexical density and numbers scored at utterance level. Delivery rate was calculated
at text level, as the total number of words in a speech divided by its duration in
minutes. The rationale for using this method is that, since the time measurements
in the EPICG do not correspond to utterance boundaries, computation of delivery
rates per utterance is currently not yet possible.

Lexical density was counted as content words divided by the sum of content
and function words, the distinction between the two being based on the part-
of-speech tags in both corpora. Content words are all nouns, adjectives, adverbs
derived from adjectives and non-auxiliary verbs; function words are all articles,
pronouns, prepositions, conjunctions, so-called pronominal adverbs (e.g.,
daarin/‘therein’, hiernaar/‘hereto’, waarvan/‘whereof ’ etc. – see Haeseryn et al.
1997: 490–503) and auxiliary verbs.

The frequency of numbers was calculated as a proportion of total words.
In assessing formulaicity, various ways have been proposed to operationalise

an N-gram. Some studies do this by statistical association measures such as
Mutual Information (see Pacquot & Granger 2012 for an overview in L2 research).
However, the most widely used criterion is the frequency threshold proposed by
Biber et al. (1999): a particular sequence of words constitutes an N-gram if its
combined occurrence is at least 10 per million words, and Biber et al. (2004) even
use the much stricter cut-off of 40 per million words. It is customary in most
research to restrict the analysis to 3-grams and/or 4-grams. Our study will also
do so, to obtain a first rough selection of potential 3- or 4-grams. The reason is
the vastly uneven token sizes of our two corpora: neither the French source texts
nor the Dutch target texts in the EPICG reach a count of 40,000 words, while the
CGNg totals about 350,000 words. We therefore set a frequency threshold of 4
for the EPICG and 35 for the CGNg, which in both cases amounts to a relatively
conservative cut-off of 100 per million words. The resulting 3- and 4-grams were
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Table 2. Summary overview of the corpora
Nr. of texts Nr. of sentences/utterances Nr. of tokens

EPICG FRA (source): 107  1,455  39,239

DUT (target): 107  1,431  34,968

CGNg TOTAL: 240 19,046 349,058

(Flanders: 155  8,293 133,006)

(The Netherlands:  85 10,753 213,052)

checked manually so as to prune away spurious hits. The final list of N-grams for
the French source texts contains examples such as the following:

– de la commission (of the commission)
– en tout cas (in any case)
– il nous faut (we need to)
– droits de l’homme (human rights)
– en ce qui concerne (concerning)
– c’est ce que (it is what).

Some examples of the final N-grams in the Dutch texts (both interpretations and
monolingual speeches) are:

– aan de orde (at stake/hand)
– de conferentie van (the conference of)
– zo snel mogelijk (as soon as possible)
– in het kader van (in the context of)
– op het vlak van (regarding)
– met het oog op (with an view on).

The full lists can be obtained from the authors.
The quantitative measure for formulaicity is defined as the number of 3- and

4-grams in an utterance, divided by the total number of 3- or 4-word sequences
that are in principle possible in the utterance. For instance, an utterance of five
words contains three 3-word sequences and two 4-word sequences, so its divisor
is 5; an utterance of six words contains four 3-word sequences and three 4-word
sequences, so its divisor is seven; in the same vein, the divisor of any other utter-
ance with token size n can be computed as 2n – 5.

Delivery rate, lexical density, frequency of numbers and formulaicity were
evaluated as predictors for the frequency of uh(m), using two analyses. The first
analysis was a classic comparison of the EPICG input and output texts: all four
parameters were measured in both, so that the sentence alignment of the corpus
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would make it possible to examine them as eight predictors for occurrence of
uh(m) in the target texts. The frequency of uh(m) in the source text (calculated
as a mean value in relation to the total words per source utterance) is included
as a ninth predictor, because it might shed light on Goldman-Eisler’s (1967) view
that disfluencies of this type in the input provide opportunities for the interpreter
to ‘catch up’ with the speaker by focusing solely on production – a hypothesis for
which Gerver (1975) found no convincing evidence.

The second analysis was a comparison of the Dutch interpretations and the
monolingual Dutch speeches: here, the four informational load indicators were
measured in relation to occurrences of uh(m) within each of the two samples (i.e.
interpreted Dutch vs. non-interpreted Dutch). The distinction is coded as a cate-
gorical variable, labelled as NED_in and NED_or respectively.

The two analyses evidently have a different focus: the first separates the inter-
preter’s processing of input and output, whereas the second differentiates process-
ing of output in interpreting and monolingual production.

Both analyses were run with a Generalised Additive Mixed-effects Model
(commonly abbreviated as GAMM), with a twofold rationale. Firstly, the possi-
bility of the informational load indicators showing a non-linear distribution has
already been mentioned (see Introduction) – hence the preference for ‘smoothing
splines’ (see Wood 2006), meaning curves which capture the general trend of the
data without a precise mathematical formula. Smoothing splines are capable not
only of testing whether a predictor is statistically significant, but also of detecting
the actual shape of the effect curve. The effects in a GAMM are typically inspected
in the form of ‘effects graphs’ (Fox 2003), paying particular attention to the orien-
tation and shape of curves and the shape of the confidence bands.

Secondly, individual observations are measured at utterance level. Table 2
shows a total of 19,046 and 1,431 Dutch utterances in the CGNg and EPICG
respectively. As the utterances are ‘nested’ in texts (240 and 107 Dutch texts in
the CGNg and EPICG respectively), observations may be more similar within any
given text than in different texts, giving rise to spurious variation at the text level.
To accommodate for this, we treat the texts as a ‘random factor’: in this way, all
estimated effects of interest (i.e. the ‘fixed effects’) actually occur at utterance level
(see Baayen 2008:241–302 and Hox 2010 for accounts of mixed-effects model-
ling). The sole exception will be for delivery rate, for which the EPICG allows
only whole-of-speech computation. Technically, this makes delivery rate a ‘sec-
ond-level’ predictor (i.e. modelled at text level), while lexical density, numbers and
formulaicity are ‘first-level’ (i.e. utterance-level) predictors. However, this means
that potential variation of delivery rate within texts will not be taken into account.
This is an unfortunate drawback of our data management, which we hope to
amend in future versions of the corpus.
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The frequency of uh(m) cannot be analysed against a Gaussian distribution,
as in linear models (i.e. ANOVA and/or linear regression), and has to be mod-
elled as a Poisson variable (see Agresti 2013:122–130). However, as the fre-
quency of uh(m) is likely to grow in relation to utterance length, the total
number of words in an utterancehas to be included as a control variable (or ‘off-
set’); the corresponding analysis, which models relative frequency against a total
count, is called a ‘rate model’ (see Agresti 2013:385–391, for a discussion of rate
models; Faraway 2006:61–63; R Core Team 2016, on the programming code for
the R software). The general fitting of the GAMM is done by means of the R
package ‘mgcv’ (Wood 2017).

Finally, Table 3 provides some descriptive statistics. These are based on
absolute frequencies for total word counts (per utterance) and occurrences of
uh(m); and on relative frequencies for the four informational load indicators.

To obtain mean word counts, the number of tokens in Table 2 are divided
by the number of utterances: 346,058 / 19,046 =18.170 per utterance in mono-
lingual Dutch speeches; 34,968 / 1,431 =24,351 in interpreted Dutch; 39,239 /
1,455 =26.968 in the French source texts. Mean occurrences of uh(m) are cal-
culated as 10,519 / 19,046= 0.552 for monolingual Dutch production; 1,738 /
1,431 =1.210 for interpreted Dutch; and 260 / 1,455 =0.179 for the French source
texts.

Delivery rate, measured at text level, is calculated per minute. The mean deliv-
ery rate shown in Table 3 for the original Dutch texts (165.674) is based on the
mean values of 190.404 for the first monolingual Dutch text, 169.2824 for the sec-
ond, 155.4812 for the third, and so on for the 240 texts in the NED_or corpus. The
same calculation is made for the 107 texts in the NED_in corpus and the 107 texts
in the FRA corpus.

Statistics for lexical density, numbers and formulaicity are calculated at utter-
ance level. Thus, mean lexical density for monolingual Dutch production (0.390)
is based on mean values of 0.667 in the first utterance of the first NED_or text,
0.334 in the second utterance, 0.400 in the third utterance, and so on for all
19,046 utterances in the entire NED_or corpus. The same calculation is made for
the 1,431 utterances and the 1,455 utterances in the NED_in and FRA corpora
respectively.

Lexical density, numbers and formulaicity, all indicated as relative frequen-
cies, are normalised differently: lexical density as total content words, divided by
total content words plus function words (which may be less than the total num-
ber of words per utterance); frequency of numbers as the total count divided by
the total number of words; and formulaicity as the total number of 3- or 4-grams,
divided by twice the total number of words minus 5.
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Table 3. Descriptive statistics for total words, occurrences of uh(m) and the four
informational load indicators
Number of words NED_or NED_in FRA Total

Absolute frequency 346,058    34,968    39,239    420,265   

Mean 18.170 24.351 26.968 19.158

Standard deviation 15.650 17.796 19.284 16.268

Skewness 1.948 1.360 1.496 1.859

Kurtosis 6.541 2.328 3.245 5.707

Occurrences of uh(m) NED_or NED_in FRA Total

Absolute frequency 10,519    1,738    260    12,517   

Mean 0.552 1.210 0.179 0.571

Standard deviation 1.197 1.752 0.696 1.231

Skewness 3.545 2.798 7.409 3.607

Kurtosis 18.947 15.331 83.997 20.626

Delivery rate NED_or NED_in FRA Total

Mean 165.674 155.894 176.229 165.734

Standard deviation 22.803 24.453 29.024 23.666

Skewness −0.326 0.482 −0.043 −0.183

Kurtosis −0.106 1.282 1.711 0.321

Lexical density NED_or NED_in FRA Total

Mean 0.390 0.429 0.443 0.396

Standard deviation 0.175 0.106 0.118 0.169

Skewness 0.709 0.747 1.538 0.676

Kurtosis 3.124 3.481 7.606 3.356

Proportion of numbers NED_or NED_in FRA Total

Mean 0.019 0.016 0.016 0.019

Standard deviation 0.082 0.040 0.040 0.078

Skewness 8.799 3.409 4.055 9.037

Kurtosis 93.318 13.821 25.483 100.828

Formulaicity NED_or NED_in FRA Total

Mean 0.028 0.040 0.050 0.030

Standard deviation 0.124 0.141 0.127 0.126

Skewness 6.962 6.227 6.028 6.823

Kurtosis 50.197 38.989 39.620 48.347
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5. Results

5.1 Analysis 1: Comparison of input and output in interpreting

The four informational load indicators and the frequency of uh(m) were com-
pared in the source and target texts. The model is fairly good, with deviance
close to its residual degrees of freedom (Tang et al. 2012:180–181): 1,301.031 and
1,308.168 respectively. Table 4 gives the effects of the fixed factors – i.e. the inter-
cept and the nine numerical predictors. Since the informational load indicators
are estimated by means of smoothing splines, their effects cannot be expressed
as single coefficients. Table 4 therefore indicates degrees of freedom and signifi-
cances for each smoothing spline, while the predictors are shown individually in
Figures 1–5. We will discuss each figure in detail, focussing on the orientation and
shape of the curves and the shape of the confidence bands.

Table 4 shows a significant relationship of uh(m) with only three of the nine
predictors: lexical density (source text) and formulaicity (source and target text).
However, the six non-significant predictors (source text delivery rate, numbers
and the frequency of uh(m); target text delivery, lexical density and numbers)
are also plotted for illustrative purposes. A refinement of the model, taking into
account only the significant predictors, did not improve the fit in comparison to
the comprehensive model with nine predictors.

Figure 1 shows the effect of source and the target text delivery rate: neither
effect is statistically significant. Since a horizontal line can be drawn through the
95% confidence region created by the (dashed) confidence bands, the estimated
effect (solid line) is not significantly different from no effect. This lack of a sig-
nificant difference does not seem to result from paucity of data: though delivery
rate is a second-level predictor (i.e. at text level), the 107 texts in the EPICG (see
Table 2) seem to provide sufficient basis for identification of any potentially sig-
nificant effects. We therefore conclude that there is no evidence here of a relation-
ship between source or target text delivery rates and the frequency of uh(m) in the
interpretations.

Figure 2 shows how the frequency of uh(m) in the target texts is related to
source and target text lexical density. Given an average target text utterance length
of 24.351 (see Table 2), the expected frequency per utterance of uh(m) in the tar-
get text is about 0.609 (= 24.351*0.025) if the source text has a lexical density of
about 0.150; and 1.826 (= 24.351*0.075) for a source text lexical density of 1. Tar-
get text lexical density is near significant only at the 10% level: the predicted target
text occurrence rate of uh(m) is about 0.030 per utterances with a lexical density
of 0, rising to about 0.050 when lexical density is 1. Lexical density is 0 in short
utterances such as Ja (Yes), Die zijn dat ook (They are also like that) or Ik ben het
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Table 4. Significances of the predictors for interpreters’ source and target texts
(Analysis 1)

Estimated coefficient Standard Error Z value P-value

Intercept −3.24121 0.07034 −46.08 <0.0001

Effective degrees of
freedom

Reference degrees of
freedom

Chi-square P-value

Source text (ST)
delivery rate

 2.10 2.28   1.531  0.5295

ST lexical density  1.00 1   8.022  0.0046

ST % of numbers  1.00 1   2.099  0.1474

ST formulaicity  1.00 1   7.398  0.0065

ST % of uh(m)  1.00 1   0.070  0.7912

Target text (TT)
delivery rate

 1.00 1   0.108  0.7421

TT lexical density  1.12 1.22   3.414  0.0844

TT % of numbers  1.00 1   2.441  0.1182

TT formulaicity  1.00 1  30.187 <0.0001

daarmee eens (I agree with that), made up solely of functional words. In absolute
terms, the numbers mean that the frequency of uh(m) will be about 0.731 (=
24.351*0.030) at a lexical density of 0, increasing to about 1.218 (= 24.351*0.050)
uh(m) at a lexical density of 1. Both results are consistent with the principle that
increasing informational content goes hand in hand with higher cognitive load
for speakers and listeners, possibly leading to processing difficulties in the specific
case of interpreters (see Dillinger 1994; Tommola & Helevä 1998). One sign of
these difficulties can be a growing rate of disfluencies.

Figure 3 illustrates the effects of numbers on the target text frequency of
uh(m), with no significant relationship: a straight horizontal line can be drawn
through the 95% confidence regions. In addition, the scale on the horizontal axes
of Figure 3 indicates that the maximum occurrence of numbers is about 0.35.
Since the mean frequency of numbers reported above for source and target texts
(Table 2) was even lower (0.016, or 1.6% in both), the lack of a significant relation-
ship between numbers and uh(m may simply reflect a scarcity of data. Be that as
it may, Figure 3 shows opposite trends for the source texts (ascending curve) and
target texts (descending curve). In our earlier study (Plevoets & Defrancq 2016),
we hypothesised that omission might be a confounding variable: while source
texts containing more numbers are obviously harder for an interpreter, s/he might
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Figure 1. The effect of source and target text delivery rate on target text frequency of
uh(m)

Figure 2. The effect of source and target text lexical density on target text frequency of
uh(m)
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Figure 3. The effect of source and target text numbers on target text frequency of uh(m)

Figure 4. The effect of source and target text formulaicity on target text frequency of
uh(m)
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choose simply not to convey some of these items, which could afford a tentative
explanation for the opposite trends in the source and target texts.

Figure 4 illustrates the effects of source and target text formulaicity on the
target text frequency of uh(m). In both cases, there is a statistically significant
decrease in occurrence of filled pauses (this being more marked in the target
texts). Predicted approximate source text frequency of uh(m) decreases from
0.042 with a formulaicity of 0 to 0.003 with a formulaicity of 1. The corresponding
values in target texts are about 0.050 and 0 respectively. This reinforces the obser-
vation (see Methodology, above) that more formulaic texts are cognitively easier
to process and to produce, leading to a lower rate of disfluencies.

Finally, Figure 5 shows the relationship between the frequency of uh(m) in
the source and target texts. This is not significant, with a consistent level of about
4%. With respect to the discussion between Goldman-Eisler (1967) and Gerver
(1975) about the tactical advantage the interpreter can obtain by making produc-
tion coincide as far as possible with source text pauses, our results tend to support
the latter’s view that there is no evidence for this.

Figure 5. Relationship between frequency of uh(m) in the source and target texts
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5.2 Analysis 2: Comparison of output in interpreting and monolingual
speech

The relationship of the four informational load indicators with the frequency of
uh(m) was also studied in interpretations and monolingual speech. The model was
again acceptable, deviance and residual degrees of freedom being 18,108.74 and
20,078.88 respectively. Table 5 shows the estimated fixed effects, which are then
visualised in Figures 6–10.

Table 5. Significance of the predictors in Dutch: interpretation vs. monolingual speech
(Analysis 2)

Estimated
coefficient Standard Error Z value P-value

Intercept −3.9818 0.0821 −48.473 <0.0001

lang:NED_in  0.6991 0.1227   5.698 <0.0001

Effective degrees
of freedom

Reference degrees
of freedom

Chi-square P-value

Delivery
rate × lang:NED_or

 4.119 4.276 153.051 <0.0001

Delivery rate × lang:NED_in  1.001 1.001   0.274  0.6011

Lexical
density × lang:NED_or

 7.168 8.110 122.624 <0.0001

Lexical
density × lang:NED_in

 2.009 2.587   6.246  0.0738

% of
Numbers × lang:NED_or

 3.097 3.837   9.731  0.0408

% of
Numbers × lang:NED_in

 1 1   0.157  0.6916

Formulaicity × lang:NED_or  4.516 5.485  34.239 <0.0001

Formulaicity × lang:NED_in  1 1  37.975 <0.0001

Figure 6 shows the main effect of non-interpreted Dutch versus interpreted
Dutch: the significantly higher frequency of uh(m) in the latter is consistent with
the familiar idea that interpreting will tend to involve higher cognitive load than
spontaneous speech (Goldman-Eisler 1967; Setton 1999).

The relationship between delivery rate and the frequency of uh(m) is illus-
trated in Figure 7. While it is not significant for interpreting, there is a significant
increase for monolingual speech (although the effect becomes uncertain after
about 190 words per minute). The explanation for this result in monolingual
speech is almost certainly that speaking faster can involve higher cognitive load,
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Figure 6. Main difference in frequency of uh(m) between monolingual Dutch and
interpreted Dutch

Figure 7. Effect of delivery rate on frequency of uh(m) in monolingual Dutch and
interpreted Dutch

The cognitive load of interpreters in the European Parliament 19

kplevoet
Notitie
Idem: The black and blue lines cannot cross each other.



Figure 8. Effect of lexical density on frequency of uh(m) in monolingual Dutch and
interpreted Dutch

Figure 9. Effect of numbers on frequency of uh(m) in monolingual Dutch and
interpreted Dutch
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resulting in more disfluencies. The non-significant result for interpreting is con-
sistent with the finding in Analysis 1, suggesting that interpreters’ cognitive load
does not increase with their own delivery rate. The different results for inter-
preting and monolingual speech could also be related to differences in training:
interpreters are trained speakers and therefore plausibly have little or no difficulty
managing increases in their own delivery rate, while parliamentarians are not nec-
essarily trained in public speaking.

Figure 8 shows the relationship between lexical density and the frequency of
uh(m). A fairly clear, near-significant linear trend emerges for interpreting; the
absence of a clear pattern in monolingual speech may be explained by the highly
scripted nature of the speeches concerned, as a result of which high informational
load will not necessarily be associated with an increase in disfluencies.

In Figure 9, which examines the effects of numbers on the frequency of uh(m),
there is a statistically significant negative relationship in monolingual speech. This
trend may, again, reflect the scripted and highly rehearsed nature of the parlia-
mentary speeches.

Finally, Figure 10 shows the relationship between formulaicity and the fre-
quency of uh(m): there is a significant negative trend for both monolingual and
interpreted speech. The undulating pattern in the monolingual speech curve may
reflect parliamentary speakers’ difficulties with some formulaic sequences. These
results reinforce the findings for formulaicity in Analysis 1: formulaic sequences
tend to make a text easier, in terms of both production and comprehension.

6. Discussion

The results lend support to some basic findings from the literature on interpreting.
Lexical density (particularly in the source text) was seen to increase the inter-
preter’s cognitive load. On the other hand, we found no significant relationship
between numbers and cognitive load, possibly because the data were insufficient.
However, as we found in an earlier study (Plevoets & Defrancq 2016), we rec-
ognize that the interpreter may avoid cognitive overload by omitting numbers.
Another variable affecting cognitive load is the formulaicity of the message, which
has a predictably attenuating effect. An interesting finding is that this applies to
both the input and the output: interpreters seem to have less processing difficulty
not only with formulaic source texts, but also when their own production contains
more formulaic sequences.

Various aspects of production were further analysed in the comparison of
monolingual and interpreted Dutch, reinforcing the idea that interpreting
involves a significantly higher cognitive load than monolingual production. That
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Figure 10. Effect of formulaicity on frequency of uh(m) in monolingual Dutch and
interpreted Dutch

said, the relationship between delivery rate and disfluencies is significant only in
monolingual speech and not in interpreting – which may arguably reflect inter-
preters’ intensive training in speaking skills. One rather surprising finding is that
neither lexical density nor the frequency of numbers shows a significant relation-
ship with disfluencies in monolingual production, the probable explanation being
the prepared and scripted nature of parliamentary speeches in this setting. Inter-
preting, by contrast, has more in common with impromptu speech (Shlesinger
1989; Taylor 1989): this means that interpreters will tend to experience more cog-
nitive difficulty as the informational content of their output increases. On the
other hand, formulaicity shows a negative relationship with the interpreter’s (and,
to a markedly lesser extent, the monolingual speaker’s) cognitive load.

These results enable us to answer our three research questions (stated in
Section 1). Regarding comparison of the utterance-level analysis here and the
text-level breakdown in Plevoets and Defrancq (2016), the informational load
indicators in the two studies do not fully coincide. The main difference is probably
the positive relationship between source text delivery rate and the frequency of
uh(m) in the interpretations, which was significant only in the earlier study: this
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may be because the effect of formulaicity proves so strong in the present study that
delivery rate is no longer significant. The second and third research questions (tar-
get text disfluencies in relation to source text informational load, and in compar-
ison to monolingual speech disfluencies respectively) were addressed in Analyses
1 and 2. Lexical density appears to be the main source text predictor for the inter-
preter’s cognitive load for listening and comprehension, while the cognitive load
for target text production shows a marked negative relationship with its formu-
laicity. This indicates that input load is chiefly related to content, whereas output
load is related to form. Interpreters seem to experience most problems with the
processing of the source text’s informational content, but benefit to a large extent
from formulaic sequences in the input (predictability) and in their target text pro-
duction (automatisation).

Our results are therefore consistent with theoretical models of interpreting
which stress the balance between cognitive resources and demands (Gile 1997,
2009; Seeber 2011, 2013). Interpreters’ cognitive load is higher when the lexical
density of the source text increases, but decreases when the source text and/
or target text contain more formulaic sequences. Further research is needed to
determine whether interpreters deliberately use formulaic sequences as a compen-
satory mechanism to offset increasing cognitive load.

7. Conclusion

This paper investigated cognitive load in interpreting by using a Generalised
Additive Mixed-effects Model to analyse the frequency of uh(m)-type disfluencies
as a function of four informational load indicators: delivery rate, lexical density,
numbers and formulaicity (measured as the proportion of 3- and 4-grams). The
study was based on two corpora: the EPICG (containing 107 Dutch target texts
and French source texts) and the non-interpreted CGNg. The analysis was
twofold: a classic study of input and output in the EPICG; and a comparison of
interpretations (EPICG) with monolingual speech production (CGNg), following
on from Mona Baker’s work in translation studies. Our results indicate a cogni-
tive equilibrium: the cognitive load of interpreters increases with source text lexi-
cal density, but decreases when source texts are more formulaic. Interpreters also
experience lower cognitive load when they can use more formulaic sequences in
the target language.

These results suggest further scope for study of interpreters’ strategies for cog-
nitive load management. For example, we have already mentioned the interest of
examining whether interpreters use formulaic sequences strategically to reduce
cognitive load. Another point is that our data suggest a possible role of omission in
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the reduction of cognitive load, particularly in the case of numbers. Our hypoth-
esis is that some source text numbers, which were not interpreted, nevertheless
generated disfluencies in parts of the Dutch interpretations where no numbers
occurred. Clarification of these questions will help towards a fuller account of
interpreters’ cognitive load and of how they manage it.
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