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1
Introduction

The work presented in this dissertation can be roughly divided into an empirical
part and a methodological part. Each chapter reports on the results of a separate
research project. The different chapters address a variety of economic and method-
ological research questions. A constant theme running through the chapters is the
methodological approach grounded in network theory and network methodology.

The empirical part of this dissertation reports the results of three detailed anal-
yses of data for specific economic systems: the Russian interbank lending market,
international trade during the 20th century, and exchange-traded funds. The con-
stant themes in these chapters are the use of network theory and of statistical
distributions with the aim of uncovering stylized facts in the relevant quantities
of the systems under study. The methodological part of this dissertation comprises
two studies of novel methods that aim at capturing and properly quantifying the
time-evolution of networks. Chapters 5 and 6 contribute to the science of how
propagation occurs on temporal networks. It does so by developing a novel tem-
poral network representation and accompanying measures. Chapter 7 extends the
existing literature on developing methodologies for the detection of changes in the
large-scale structure of networks as they evolve over time.

In the forthcoming section of this introductory chapter we set the stage for the
key concepts used throughout the thesis. In Section 1.2 we then sketch the outline
of the upcoming chapters.
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1.1 Introduction

1.1.1 Networks

Networks can be used to succinctly describe and improve our understanding of
a whole range of complex systems packed with intricately interacting people or
things [1]. Representing these people or things as nodes and their mutual inter-
actions as edges in a network, enables one to disentangle and find order in what
at first might look like a hotchpotch of connections. Over the past twenty years,
this abstractive property of networks has proven its merit time and time again. The
concept of a complex network has made its way to a wide variety of scientific
disciplines, and lies at the heart of some of the most recent society-transforming
technologies [2].

Biologists are putting network science to work with the aim of mapping the in-
teractions of genes, proteins, metabolites and other cellular components [3]. These
efforts have for example resulted in an improved understanding of genetic dis-
eases [4]. In medicine, and more particular epidemiology, the spread of diseases
is now better comprehended than ever before: network theory can nowadays, e.g.,
help pinpointing who to inoculate in order to prevent worse [5, 6]. Neuroscientists
are charting the neuronal connections of mammalian brains [7], while engineers
are using networks to understand the cascading failures of power grids [8, 9] or the
congestion of roads [10].

Next to the above-mentioned applications in the physical sciences, network
theory has also proved to be an enormous asset in the social sciences, where it
actually originated. Indeed, complex network theory has yielded explanations
for social phenomena in a variety of disciplines ranging from psychology to eco-
nomics [11]. Its success is due to the fact that network tools can capture one of the
most potent ideas in the social sciences: the notion that individuals are embedded
in high-density webs of social relations and interactions. In 1934 networks first
appeared under the form of “sociometry”, a technique for eliciting and graphically
representing individuals’ subjective feelings toward each other [12]. From there on
network theory advanced along several fronts up till today [11]. A first well-known
discovery was the ‘strength of weak ties’ by Granovetter [13]. People with whom
one has strong ties, tend to know each other well too. Hence, some of the informa-
tion these people pass along is redundant. In contrast, people with whom one has
a weak tie (e.g. an acquaintance), tend to be not connected to one’s strong network
and therefore are more likely to be sources of novel information that might get you
a new job or boyfriend [11]. A second highly popularized concept is the ‘small
world’ problem: upon randomly selecting two persons from a population, what
are the chances that they would know each other, or more generally, how many
people would be needed to link them? From a battery of experiments, it is now es-
tablished that one can connect any two people in the world via at most six people,
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a phenomenon that is commonly referred to as ‘six degrees of separation’ [14, 15].
One of the last social sciences to embrace network theory was economics [16–

18]. Just as with the other fields where methodologies gleaned from network the-
ory gained a foothold, economists initially used them to get a grasp on interac-
tion data. Whether these are countries trading [19, 20], people paying [21, 22] or
banks lending [23–25], all could already benefit from the complex systems and
network perspective. Besides this descriptive work, the effort to include networks
in theoretical models has also been revving up. They are appearing in models on
economic development [26], production [27], systemic risk [28, 29], international
trade relationships [30], and game theory in general [31, 32].

Network theory not only has had a huge impact on science. It has also affected
how billions of people interact daily and has profoundly changed the business
world too. The essence of game-changing companies like Facebook, LinkedIn
and Twitter is building an all-encompassing social network and exploiting it. And
ever since 1998, Google has been continuously mapping the WWW, a network of
webpages and hyperlinks, in order to feed their search engine ranking algorithm
grounded in network theory.

1.1.2 Network analysis in economics

One of the major goals of economics is to capture and understand how people,
firms and countries interact e.g. through trade, payments or the extension of credit.
A natural candidate to uncover patterns in this myriad of interactions is network
theory. Since the advent of modern computers and the accompanying digitalization
of the economy, all sorts of data on economic interactions has been consistently
recorded. Representing these novel datasets as networks, provided researchers
with a heretofore inaccessible way of addressing economic questions.

In general, a network analysis always follows the same pattern, irrespective
of the system under study. After having decided on how to translate the raw data
to a network representation, one tries to establish the relative importance of each
node and edge. Is a given node a central player in the network? Is the edge crucial
in keeping the network from disintegrating or is it redundant? The answers to
those questions are often linked to the next and more challenging step in a network
analysis, namely the endeavor to uncover non-trivial structures that lay hidden
in the spaghetti of connections of the system. A network might, e.g., consist of
two densely connected groups of nodes, with little connections between those two
groups.

As an illustration, let us suppose we have data on the bilateral trade flows
among a group of countries. It is obvious that the countries should be represented
as nodes and that the edges somehow capture the details of the trade flows. Yet, the
edges representing the trade flows can be constructed to mean different things. An
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edge between two countries can signify there was some form of trade, irrespective
of the amount or direction [33]. Edges can be directed to distinguish a situation
where one country sells goods to another country but not vice versa [30, 34–37].
The edges can be weighted with the volume of exports [38–40], allowing us to
distinguish countries that trade a lot. These weights can be further refined by
making the edges proportional to either the total trade of the country [41] or to
the GDP of the country [42]. Indeed, a trade flow of a million USD is of greater
importance to a small economy that trades little, than to a large country that trades
a lot. Most importantly, the edges can be enriched with a time stamp, such that the
network representation of trade flows becomes dynamic. With those addition one
can for example study the temporal trends and the system’s response to shocks like
war or depression. Deciding on the appropriate level of abstraction often depends
as much on the envisioned research questions as on the quality of the data.

Once the network is constructed, we are able to assess the roles of certain
nodes or edges of interest. Questions can be addressed like: Which countries are
the major players in the world’s markets? Do the major players change over times?
Is the world economy generally becoming more or less connected over time? Is
this the first era of globalisation or has an equivalent event occurred before? Does
a country have an open or a closed economy? etc... Each of these questions can
be addressed by a tool from the network scientist’s toolbox. The appropriate tool,
however, usually has to be adapted or reinterpreted for its specific use. Then, as a
final step or in parallel, one can focus on any larger scale structures in the network.
For this example on international trade, we can test to what extent we can detect
emergent structures like trade blocs [43, 44], the latter being defined as a group of
countries that on average trades more with fellow group members than with non-
group members. Another example of a proposed structure in international trade
results from the core-periphery hypothesis formulated by Wallerstein [45, 46]. He
claims there is a core of developed countries that densely trade with each other,
and next to these, there is a periphery of countries that trade with the core, but
hardly trade among themselves. For more on the above, we refer the reader to
Chapter 3 where we dive into the web of international trade and address exactly
these questions in much more detail.

The main reason to illustrate the importance of network analysis in economics
with an example from international trade data is that it was one of the very first ap-
plications of networks in economics. In the meantime, a whole range of economic
systems have been investigated from the network perspective [16]. A famous ex-
ample was the mapping of the architecture of the international corporate control
ownership [47]. The authors of this study found that a large portion of control
flows to a small and tightly-knit core of financial institutions. But other examples
of economic systems studied via a network analyses are abound: the R&D col-
laboration [48] and board member overlap [49] of companies, migration between
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countries [50], foreign direct investment flows [51], global supply chains [52], the
bitcoin market [21], among others. In all of the above examples, networks add
value by enabling us to see the forest for the trees.

This overview would not be complete without mentioning the recent research
surge of studies on interbank credit networks. Ever since the highly intercon-
nected interbank credit market acted as a catalyst for the complete meltdown of
financial markets in the finacial crisis of 2008, the topic has received intense at-
tention from academia [53]. Many empirical studies have investigated the topol-
ogy of interbank markets like, e.g., those of Austria [54], The Netherlands [55]
and Italy [56]. Several stylized features were discovered in the above cases: fat-
tailed degree distributions where the highest connected banks in the tail are often
too-big-to-fail [57], and a core-periphery structure where the core consists of in-
termediating banks [58]. These findings are then used as input for simulations of
financial contagion. The goal of these simulations, in turn, is to understand the
interplay of the interbank network topology and the dynamics of financial conta-
gion [59]. Through the work presented in Chapter 2, we contribute to this field
with an analysis of the interbank market of Russia during a period that covers two
banking crises of a very different nature.

1.1.3 Temporal networks

The strength of adopting a network perspective lies in the ability to formally cap-
ture the relevant quantitative properties of a complex system so that one can better
understand its collective behavior [60]. As mentioned in the previous section, the
granularity of this abstraction will depend on the research question formulated.
Often, e.g., adding information about the timing of interactions can be crucial to
fully grasp the processes in the system under investigation [61]. Suppose one is
studying the spread of an infectious disease via interpersonal contacts in a group
of people. One approach is to simply map the implicit social network of the group
and then use this as a basis for contagion simulations. More subtly, and arguably
better, is to take into account just when or in which ‘order’ these people usually
meet. Shaking hands with a person one month before he gets infected is a whole
different thing than shaking hands the day his contagiousness is at its peak. Ne-
glecting the aspect of timing by amalgamating the interpersonal contacts over a
certain period into a ‘flat’ or static network, and performing contagion simulations
on this static network, will yield different results than respecting the time ordering
of the actual interpersonal contacts. The drawback with this often more accurate
temporal approach, is that there are not so many methods available. Indeed, the
development of appropriate methods to study temporal networks is a relatively
young field, partly because those methods are more difficult to develop compared
to what has been commonly done for characterizing static networks [60].
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Many systems have been modeled as temporal networks: the proximity of hu-
mans [62] and animals [63]; human communication [64]; and travel and trans-
portation [65]. Temporal networks are also used in the study of brain data [66] and
of course in computer science [67], where the field originally emerged. In general,
any system with pairwise interactions and information about time could be mod-
eled as a temporal network. But, for such modeling to be practically useful, there
should be some structure in both time and network topology that affects dynamic
systems on the network. The latter include the spreading of infectious diseases,
opinions, rumors, in social networks; information packets in computer networks;
various types of signaling in biology, and more [60].

Contributers to the young field of temporal networks are still sorting out best
practices. Thereby, one of the key issues is to identify the most appropriate repre-
sentation of temporal interaction data given the research questions that are being
addressed. Many often subtly different ways have been developed to represent and
reason about temporal networks. For an excellent introduction to the various rep-
resentations available in the literature, we refer the reader to the overview papers
by Holme [60, 61]. A more straightforward way to deal with temporal networks is
to present them as sequences of static networks [68]. Suppose we have interaction
data time-stamped with a daily resolution spanning a year in total. Building 12

monthly networks with all the interactions of one month combined into one net-
work, is an example of representing temporal interaction data as sequences of static
networks. This is the most straightforward path to make the transition from static
to temporal networks, as one can directly transfer the static network measures to
this version of temporal networks. Calculate the measure for each time slice, and
the evolution over time of that measure tells us something about the evolution of
the temporal network. But, for this representation to make sense, the temporal res-
olution should be low. If the resolution is too high, and thus one coarse-grains too
much, then network sequences are often not a good idea.

The two empirical chapters in this thesis that study the evolution of a network
over time, both use the above-mentioned temporal network representation. For the
interbank network in Chapter 2 this is vindicated as the interbank activity has a
strong monthly periodicity. For the trade network studied in Chapter 3 the trade
flows can be argued to evolve slower than the yearly timescale. Also the method-
ological Chapter 7 works with this representation of temporal networks, as it builds
on an earlier developed framework that uses sequences of static networks.

For the other two methodological Chapters 5 and 6, we demonstrate the use
of another version of temporal networks and related measures called “temporal
webs”1 to capture and analyze a variety of problems. Temporal webs are distin-
guished by their use of cross-temporal interaction and/or inheritance links. So,

1Other researchers, working in parallel on this version of temporal networks coined this represen-
tation “time-node networks” [60, 69–71].
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rather than being a sequence of network time slices connected by node member-
ship, they are always monolithic graphs of the interaction structures across time.
A pure temporal web has only cross-temporal edges to create a single acyclic di-
rected graph. This construction has certain advantages in communication networks
for which transmission and reception may take several time steps. It also embodies
some specific advantages for analysis through the availability of approaches that
work on large, sparse directed adjacency matrices.

1.1.4 Statistical analysis of distributions

Next to the common theme of networks running through all but one chapter, Chap-
ters 2 and 4 are each built around a detailed statistical analysis of probability dis-
tributions for relevant quantities in complex economic systems. In Chapter 2, a
statistical analysis is used to search for the theoretical distributions that best de-
scribe a range of measures related to the Russian interbank network. In Chapter 4,
the size distribution of exchange-traded funds is subject to an investigation into a
presumable log-periodic structure decorating the distribution.

The remainder of this section is structured as follows. Subsection 1.1.4.1 dis-
cusses how the statistical analysis of distributions played an important role in net-
work science, and relates this to the work on the Russian interbank network of
Chapter 2. Subsection 1.1.4.2 introduces the concept of discrete scale invariance
and discusses its link with Chapter 4 concerning the exchange-traded funds.

1.1.4.1 Scale-free networks

During the early years of network science, the analysis of statistical distributions
played a key role as it was central to the detection of scale-free networks. Scale-
free networks are networks with a degree distribution that can be (partly) described
by a power law. In many circumstances this is the situation in the tail part of
the distribution. The only way to make sure that one was dealing with a power-
law degree distribution, was through a detailed statistical analysis of the degree
distribution [72].

A degree distribution that satisfies a power law implies, simply stated, that
most nodes will have barely any connections, some nodes will have few connec-
tions, and very few nodes will be connected to almost all other nodes. These
highly-connected nodes can have hundreds, thousandths or even millions of links
to others [73]. This stands in stark contrast to the many empirical quantities that
cluster around a typical average value like the height of people or the speed of cars.
All of these have somewhat varying values, but their distributions place a negli-
gible amount of probability far from the typical value, making the typical value
representative of most observations [74]. In this sense, scale-free networks appear
to have no characteristic scale.
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This concept of a scale-free network might at first seem something rather ex-
otic. But as network scientists were exploring ever new data sets in the early
years, scale-free networks started to show up in a wide range of complex systems,
independent of their age, function, and scope. Internet routers were found to be
connected as a scale-free network [75], just as the web pages of the WWW are by
URLs [76]. The way actors co-appear in movies, scientists co-author, or people
have sexual contacts, are other examples [74]. Also in biology, metabolic molecule
interactions or cell-regulating proteins are linked as a scale-free network [72].

Hence, as soon as interbank networks started to receive some attention in the
wake of the 2008 financial crisis, researchers also tested these interbank networks
for scale-freeness. The first to supposedly report a scale-free interbank network
were Boss et al. for Austria [54] and over time similar claims were also made
for Brazil [77], Italy [78], and the European market [79]. Other studies painted a
more nuanced picture [53] and provided evidence that the degree distribution of
interbank networks is by no means a power law at low values of the degrees, but
are characterized by so-called fat tails [56, 80]. The initial goal of our work on
the Russian interbank network, presented in Chapter 2, was to contribute to this
discussion by performing a thorough statistical analysis of the degree distribution
via the method described in Ref. [74]. Especially because it was evident from
interbank default contagion simulations that the degree distribution was a crucial
parameter in grasping the ramifications of a default event [53, 59]. As we pro-
gressed with the analysis, we expanded it to include additional interbank network
quantities, which we identified of importance upon designing detailed simulations
of the impact of default events. In general, we found no strong evidence to corrob-
orate the power-law hypothesis. It became evident, however, that the distributions
of interbank measures are systematically fat tailed.

1.1.4.2 Discrete scale invariance

Not only the wiring schemes of networks can be scale-free (also called scale-
invariant). Other, non-network related, quantities have been found to have a power-
law signature in their distributions. Examples include the intensities of earthquakes
(Gutenberg-Richter law) [81] and wars [82], the frequency of occurrence of unique
words in a novel [82], or the sales volume of bestselling books [83]. Also in eco-
nomics, power-law distributions conquered their spot in the limelight, as one found
that the asymptotic part of income [84], of the net worth of rich individuals [82],
and of the size of companies [85] are scale-free distributed. In finance, power laws
were found to govern the distributions of relevant financial fluctuations, such as
fluctuations in stock price [86], trading volume [87] and the number of trades [88].
This means that large fluctuations, up- and certainly downward ones, are more
likely than one would expect using e.g. standard (log)normal models of financial
returns. Recognizing this fact is quintessential when trading-off risk and return in
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financial markets. The collapse of the hedge fund management firm Long-Term
Capital Management (LTCM) is just a case in point [89].

Because of this pervasiveness of power laws in finance and economics, one of
the first things we did was to test for scale invariance while exploring the data on
exchange-traded funds (ETFs) in the preliminary work leading up to Chapter 4.
The tests indicated that we were dealing with log-normal instead of power-law
behavior. However we did notice that the size distribution was decorated with a
log-periodic structure, a tell-tale sign of discrete scale invariance (DSI). A system
with the DSI property, has no distinct scale just as is the case with a scale-invariant
system. The difference between the continuous and discrete version lies in the
existence of a preferred scaling ratio for the latter [90]. In other words, rather than
a single or continuous spectrum of ETF sizes, ETFs form groups of preferred sizes
clustered around values organized in a geometrical series. DSI is connected to the
concept of fractals and has been found in a range of complex systems often linked
to a notion of hierarchy. One example is the way groups of people are organized
in society [91, 92] which can in turn be related to the DSI found in the herding
behavior in stock markets [93]. Other examples of DSI are the size of eddies in
turbulence [94], the length of ruptures during earthquakes [95], and the diameter
of bronchial branches [96],

In Chapter 4 we use a detailed statistical analysis to test whether the size distri-
butions of ETFs really display the DSI property. Once this is established, we offer
some possible generative mechanisms and take a closer look at the composition
and properties of the emergent discrete scales.

1.2 Outline

This PhD dissertation consists of an empirical and a methodological part. The
empirical part covers three analyses of economic systems: the Russian interbank
lending market, international trade during the long 20th century, and exchange-
traded funds. The methodological part collates three contributions to temporal
network theory. Chapters 5 and 6 develop the concept of “temporal webs”. The
Chapter 7 deals with the further development of efficient techniques that aim at
detecting changes in the large-scale structure of networks as they evolve over time.

Part I: Stylized collective properties of interbank networks, his-
torical trade and exchange-traded funds

Chapter 2: Analysis of the Russian interbank lending system For this first
empirical chapter we performed a network analysis of the Russian interbank lend-
ing system. The chapter is co-authored by Alexei Karas, Jan Ryckebusch and Koen
Schoors and has been published as a paper in “Physica A: Statistical mechanics and
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its applications” under the title “Beyond the power law: Uncovering stylized facts
in interbank networks” [25]. The motivation of this work was to gather stylized
facts in the properties of interbank networks. Those properties can subsequently
be used as input for interbank network simulations. The main focus lies on finding
the right distribution to describe a range of interbank network measures, and this
in times of normal operation periods as well as in crisis periods.

We analyzed daily data on bilateral interbank exposures and monthly bank
balance sheets of the Russian interbank market over August 1998 - October 2004.
Specifically, we examined the distributions of (un)directed (un)weighted degree,
nodal attributes (bank assets, capital and capital-to-assets ratio) and edge weights
(loan size and counterparty exposure). We searched for the theoretical distribution
that fits the data best and report the “best” fit parameters. We observed that all stud-
ied distributions are heavy tailed, where the fat tail typically contains 20% of the
data and can be systematically described by a truncated power law. In most cases,
however, separating the bulk and tail parts of the data is hard, so we proceeded to
study the full range of the events. We found that the stretched exponential and the
log-normal distributions fit the full range of the data best and that these conclu-
sions are robust to (1) whether we aggregate the data over a week, month, quarter
or year; (2) whether we look at the “growth” versus ”maturity” phases of interbank
market development; and (3) with minor exceptions, whether we look at the “nor-
mal” versus “crisis” operation periods. In line with prior research, we found that
the network topology changes substantially as the interbank market moves from a
“normal” to a “crisis” operation period.

Chapter 3: Structure and evolution of the world’s historical trade patterns
The work presented here is a product of a broader research project co-developed
with Samuel Standaert and Stijn Ronsse2. For this research line, we combined
historical data with network theory and advanced statistical methods, in order to
address economic historical questions on international trade. This chapter in par-
ticular, studies trade patterns which emerged during the long 20th century. It will
be published in 2017 as a chapter in the book “Networks of International Trade
and Investment” edited by Sara Gorgoni, Alessia Amighini and Matthew Smith.

This chapter studies the structure of the worldwide trade network from the
1880s to the late 1980s, looking specifically for patterns corresponding to global-
ization, regionalization or a core-periphery structure. After constructing the histor-
ical trade integration network, we use temporal stochastic block models (SBMs)
to extract the meso-scale network structure. This SBM methodology makes full
use of all available data, takes the time dimension into account and does not make

2The other products of this research project are a paper titled “Historical trade integration: glob-
alization and the distance puzzle in the long twentieth century” published in “Cliometrica” [20] and
a popularized synopsis chapter called “Groeipolen en macht: het internationale handelsnetwerk in de
lange 20ste eeuw” published in the book “De hermaakbare wereld? Essays over globalisering” [97].
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a priori assumptions about the structure of the network. The total time period was
divided into three time intervals: the first globalization wave (1880-1913), the In-
terbellum, a period of de-globalization (1919-1939) and the second globalization
wave until the fall of the Berlin wall (1946-1989). During the first globalization
wave, we find a very strong core-periphery structure, where the core is made up of
countries like the USA and Great Britain. However, over the next two periods, we
see the slow dismantlement of this structure into a hub-and-spoke pattern where
regional clusters are linked to a central hub, a sign of increasing regionalization.

Chapter 4: Discrete hierarchy of sizes and performances in the exchange-
traded fund universe The fourth and final empirical chapter studies exchange-
traded funds (ETFs) and is joint work with Peter Cauwels, Koen Schoors, Jan
Ryckebusch and Didier Sornette. This chapter is published as a paper called “Dis-
crete hierarchy of sizes and performances in the exchange-traded fund universe”
in “Physica A: Statistical mechanics and its applications” [98].

The chapter reports a detailed statistical analyses of the size distribution of a
universe of ETFs. This analysis uncovered a discrete hierarchy of sizes, which
imprints a log-periodic structure on the probability distribution of ETF sizes that
dominates the details of the asymptotic tail. This allows us to propose a clas-
sification of the studied universe of ETFs into seven size layers approximately
organized according to a multiplicative ratio of 3.5 in their total market capital-
ization. Introducing a similarity metric generalising the Herfindahl index, we find
that the largest ETFs exhibit a significantly stronger intra-layer and interlayer sim-
ilarity compared with the smaller ETFs. Comparing the performance across the
seven discerned ETF size layers, we find an inverse size effect, namely large ETFs
perform significantly better than the small ones both in 2014 and 2015.

Part II: Methodological contributions to temporal network the-
ory

Chapters 5 and 6: Temporal webs The next two chapters cover the work on
temporal networks which was mainly a joint effort with Aaron Bramson. In these
two chapters we propose a framework to study transmission on temporal networks.
Chapter five introduces the concept and develops a first set of new measures. Chap-
ter six elaborates on the technique and improves the most promising measure
covered in the preceding chapter. Both chapters have been published as papers.
The first one “Dynamical properties of interaction data” has been published in the
“Journal of Complex Networks” [99], the follow-up paper “Benchmarking mea-
sures of network influence” in “Scientific Reports” [100].

Identifying key agents for the transmission of diseases (ideas, technology, etc.)
across networks has predominantly relied on measures of centrality on a static
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base network or a temporally flattened graph of agent interactions. The proposed
approach examines the dynamical properties of transmission via novel measures
on an integrated, temporally extended network representation of interaction data
across time. Because it encodes time and interactions as network connections,
static network measures can be applied to this ‘temporal web’ to reveal features
of the dynamics themselves. In chapter five we introduce the technique, provide
the technical details and apply it to prototypical agent-based implementations of
the well-known SEIR and SEIS epidemiological models. In the follow-up chapter
six we further develop the previously introduced temporal knockout (TKO) score
and argue that this TKO score is an effective benchmark measure for evaluating the
accuracy of other, often more practical, measures of influence. Benchmarked to the
traditional network measures applied to the induced flat graphs, we find that none
of them are accurate predictors of network propagation influence, expressed by
TKO, on the systems studied. However, temporal networks and the TKO measure
provide the requisite targets for the search for effective predictive measures.

Chapter 7: Change-point detection in temporal networks The final chapter
of this dissertation is joint work with Simon de Ridder and Jan Ryckebusch. Here,
we worked with the more traditional representation of a temporal network as a
sequence of static networks. From this vantage point, we extend a framework to
detect significant structural changes in networks as they evolve over time. This
chapter has been published as a paper titled “Detection and localization of change
points in temporal networks with the aid of stochastic block models” in the “Jour-
nal of Statistical Mechanics: Theory and Experiment” [101].

We extended the proposed change-point detection methodology of [102] to
also include the versatile stochastic block models (SBMs) as a parametric family
for reconstructing the empirical networks. In this chapter five different techniques
for change point detection are compared on prototypical temporal networks, in-
cluding empirical and synthetic ones. We find that none of the considered methods
can consistently outperform the others when it comes to detecting and locating the
expected change points in empirical temporal networks. With respect to the pre-
cision and the recall of the results of the change points, we find that the method
based on a degree-corrected SBM has better recall properties than other dedicated
methods, especially for sparse networks and smaller sliding time window widths.

Computational setup

The scripts to analyze the data in the first part of this dissertation were coded in
python. The analyses were all performed on a regular laptop (Intel(R) Core(TM)
i7-5600U CPU 2.60GHz×4 running ubuntu). Chapter 2 made extensive use of the
power law package [103] and the entire pipeline took about 15 minutes. Chapter 3
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in its turn used the graph-tool library [104] where fitting a block model for one
time period on average took 5 minutes. This is the same order of magnitude as the
analysis of the ETFs in Chapter 4.

The code for the numerical simulations in Chapters 5 and 6 was written in
python too and is built with elements from the networkx library [105]. These were
run on a cluster of 16 cores, where running the entire pipeline took about 24 hours.
We acknowledge that python is not the optimal language for this kind of numerical
simulations, hence the next iteration of the temporal web framework is currently
being coded in c++ by Kevin Hoefman. For the final chapter the code was written
in c++ by Simon de Ridder and ran on a regular office desktop with 4 processors.
One analysis of a temporal network, including the bootstrapping to ascertain the
significance of a proposed change point, takes about 14 days.
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2
Beyond the power law: Uncovering
stylized facts in interbank networks

2.1 Abstract

We use daily data on bilateral interbank exposures and monthly bank balance
sheets to study network characteristics of the Russian interbank market over Aug
1998 - Oct 2004. Specifically, we examine the distributions of (un)directed (un)
weighted degree, nodal attributes (bank assets, capital and capital-to-assets ratio)
and edge weights (loan size and counterparty exposure). We search for the theo-
retical distribution that fits the data best and report the “best” fit parameters.

We observe that all studied distributions are heavy tailed. The fat tail typically
contains 20% of the data and can be mostly described well by a truncated power
law. Also the power law, stretched exponential and log-normal provide reasonably
good fits to the tails of the data. In most cases, however, separating the bulk and
tail parts of the data is hard, so we proceed to study the full range of the events.
We find that the stretched exponential and the log-normal distributions fit the full
range of the data best. These conclusions are robust to 1) whether we aggregate
the data over a week, month, quarter or year; 2) whether we look at the “growth”
versus “maturity” phases of interbank market development; and 3) with minor
exceptions, whether we look at the “normal” versus “crisis” operation periods. In
line with prior research, we find that the network topology changes greatly as the
interbank market moves from a “normal” to a “crisis” operation period.
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2.2 Introduction

The frequency of an event follows a power law when that frequency varies as a
power of some attribute of that event (e.g. its size). Power-law distributions have
been claimed to occur in an extraordinarily diverse range of phenomena from the
sizes of wars, earthquakes and computer files to the numbers of papers scientists
write and citations those papers receive [1]. In economics and finance, power laws
have been documented for income and wealth [2], the size of cities and firms, stock
market returns, trading volume, international trade, and executive pay [3].

Most relevant to this paper, the tail parts of interbank network characteristics,
such as degree distribution, have been shown to follow a power law too (see [4] for
Brazil, [5, 6] for Austria, [7] for Japan, and [8] for the commercial banks in the
US). This ubiquituous presence of power laws has resulted in an extensive search
for universal dynamics that can explain their existence (see [9, 10] for examples of
such search in interbank networks).

Recently, however, Clauset et. al. [11] (followed by [12]) call these findings
into question. In particular, they criticize the commonly used methods for ana-
lyzing power-law data, such as least-squares fitting, which can produce inaccu-
rate estimates of parameters for power-law distributions or provide no indication
of whether the data obey a power law at all. Clauset et. al. propose a statistical
framework for discerning and quantifying power-law behavior in empirical data
and apply that framework to twenty-four real-world data sets, each of which has
been conjectured to follow a power law. For most datasets they find moderate to
weak evidence in favor of power laws.

This debate about the potential of power laws to capture the underlying net-
work dynamics is important for economic policy. For example, during the recent
financial crisis, the interbank lending market was one of the most important chan-
nels of financial contagion. The malfunctioning of the interconnectivity of the
interbank lending network, caused a liquidity drought with consequences rever-
berating throughout the entire economy. Since then, interbank markets research
has proliferated. In those studies one wishes to uncover the network topology of
interbank markets, to understand how they function, and how they could catalyse
a systemic meltdown [13, 14]. Current research on contagion in interbank markets
often relies on a scale-free topology to simulate the interbank network [15, 16].
This choice likely affects the outcome of conducted stress tests (as is explicitly
confirmed by [16]) and, therefore, the policy implications stemming from them.
Yet the evidence supporting this choice is not ironclad. Understanding the prop-
erties of the tail is crucial to understand shock propagation in dynamic networks.
The authors of Refs. [17, 18], among others, find that only a small fraction of pos-
sible network structures may spread relatively sizable contagion losses across the
system, thus highlighting the non-linear nature of shock propagation effects and
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stressing that contagion is to a considerable extent a tail risk problem.
This paper contributes to the debate by providing a detailed analysis of the

network characteristics of a real interbank network over an extended period of
time. We use daily data on bilateral interbank exposures and monthly bank bal-
ance sheets to study network characteristics of the Russian interbank market over
Aug 1998 - Oct 2004. Among other things, the analysis allows one to determine
the theoretical distributions of connectivity among banks via interbank loans, cru-
cial to assess efficiency and stability of the Russian interbank market. We focus
on measures that represent essential input for most of the interbank contagion sim-
ulations. Specifically, we examine the distributions of (un)directed (un)weighted
degree, nodal attributes (bank assets, capital and capital-to-assets ratio) and edge
weights (loan size and counterparty exposure). Using the methodology of [11] we
set up a horse race between the different theoretical distributions to find one that
fits the data best. We then study the time evolution of the best-fit parameters.

We observe that all studied distributions are heavy tailed. The fat tail typically
contains 20% of the data and can be systematically described by a truncated power
law. In most cases, however, separating the bulk and tail parts of the data is hard,
so we proceed to study the full range of the events. We find that the stretched
exponential and the log-normal distributions fit the full range of the data best.
Our conclusions turn out to be robust to whether we aggregate the data over a
week, month, quarter or year. Further, we find no qualitative difference between
the “growth” and “maturity” phases of interbank market development and little
difference between the “crisis” and “non-crisis” periods.

Sec. 2.3 describes our data, defines the network measures we study, and sum-
marizes the conclusions from previous studies of those measures. Sec. 2.4 and 2.5,
respectively, describe and illustrate the methodology we use to find the theoretical
distribution that fits the data best. Sec. 2.6 reports the results. Sec. 2.7 concludes.

2.3 Data and Definitions

2.3.1 Data Source

Mobile, a private financial information agency, provided us with two datasets for
the period Aug 1998 - Oct 2004 1. The information in the datasets is a part of
standard disclosure requirements and is supplied to the regulator on a monthly
basis. The first dataset, described in [19], contains monthly bank balances for
most Russian banks. From this dataset we take two variables: total assets and
capital. The second dataset contains monthly reports “On Interbank Loans and
Deposits” (official form’s code 0409501) and represents a register of all interbank
loans issued in the Russian market. For each loan we know its size, interest rate,

1For more information on the data provider see its website at www.mobile.ru.
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Country Paper Sample Period Aggregation Level # Banks
Mexican [20] 2005 - 2010 day 40
Italy [21] 1999 - 2002 day ± 200
Italy [22] 1999 - 2010 day/quarter ± 200
Japan [7] 2009m3 2013m3 month 125
Brazil [4] 2007 - 2008 month 2400
Austria [5] 2000 - 2003 month (only 10) 900
Germany [23, 24] 2002q1 - 2012q3 quarter 2000+

Table 2.1: The levels of aggregation and the number of banks for earlier empirical studies
of interbank markets (overnight as well as credit networks).

issuer, receiver, reporting date and maturity date. On average, about half of the
Russian banks are active on the interbank market. Consequently, the analysis of
interbank network measures includes fewer banks than the analysis of balance
sheet indicators. With regard to the maturity of the loans, we discriminate between
short-term and long-term loans. Short-term loans are defined as loans with a one-
day or a one-week maturity. In this paper, we restrict ourselves to short-term loans
which account for more than 80% of the transactions both in terms of the number
and of the volume. The reasons for this restriction is because the data provide
information about the repayment date and not about the issuance date of the loans.
This makes it hard to infer the exact duration of the connection between two banks
for the long-term loans.

2.3.2 Network Measures

Before we start constructing an interbank network from our data, we stress that
there are several different ways of how banks can interact. For example, one can
have liability [4, 5, 7, 20, 23, 24] and overnight lending networks [21, 22], but
one can also construct networks of the financial payment flows between banks, or
in aggregated form between countries [20, 25–29]. Banks are also connected by
mutual cross holdings [30]. In this work we choose to consider all loans between
banks with a maturity of less than a week. Hence, we construct an interbank
network which combines the overnight market with the short-term liability market.
This enables us to keep our finger on the pulse of the interbank market, by not
including longer and hence stickier contracts.

We use the two aforementioned datasets to construct an interbank network with
banks as nodes and mutual contracts representing edges. This procedure is per-
formed for aggregated data covering various time intervals. In every situation, we
construct three versions of the interbank network, which differ in the level of de-
tail in quantifying the edges. In the undirected version, an undirected unweighted
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edge is established between banks if they exchange money on the interbank mar-
ket during the considered time period. For the directed versions, we discriminate
between the issuer and the receiver of the interbank loan. A directed edge, which
points from issuer to receiver, is established if the issuer has lent money to the re-
ceiver in the considered period. In the multidirected version, every interbank loan
is represented by a directed edge pointing from issuer to receiver. This implies
there can be several edges between pairs of nodes. The directed and undirected
versions represent complementary views of the interbank network. The directed
version captures the lending/borrowing activity by looking at the direction of the
flows and therefore the contribution of each bank, whereas the undirected version
merely captures the existence of interbank relations.

In this paper we focus on network characteristics that represent essential input
for typical interbank contagion simulations [7, 15, 17, 18, 31–34]. We distinguish
three types of network characteristics: nodal attributes, edge weights and various
measures of a node’s centrality.

We consider three nodal attributes: bank capital, total assets and leverage. To-
tal assets proxy for bank size. Capital measures its financial buffer. Leverage is
defined as capital divided by total assets. Upon evaluating nodal attributes, we
exclude banks with negative assets (which we attribute to data errors) or nega-
tive capital (banks in effective default). In determining the distributions of edge
weights and of node centrality measures we do not exclude banks with negative as-
sets or negative capital. Edge weights are measured separately for the directed and
the multidirected network. For the former, the edge weight equals counterparty
exposure, that is, the total amount of money the issuer has lent to the receiver in
the considered time period. For the multidirected network, the edge weight equals
the size of the issued loan.

We consider various measures of a node’s centrality. For an undirected net-
work, we define the degree of a node as the number of edges connected to that
node. It measures the number of counterparties a bank has on the interbank mar-
ket. For the directed network, an in-degree (out-degree) of a node is the number
of incoming (outgoing) edges; it measures the number of interbank lenders (bor-
rowers) a bank has. For the multidirected network, an in-degree (out-degree) is
the number of received (issued) loans. Finally, for each bank we define the total
in-exposure (out-exposure) as the total amount of money borrowed from (lent to)
the market.

The interbank credit network characteristics we consider in this paper have
already been studied for a number of countries. Before sketching the main findings
of those studies, we would like to draw the attention to Table 2.1 which summarizes
the sheer variety of considered aggregation periods and of the actual networks’
size. Because of this variation, care needs to be taken when comparing our results
with those of other studies.
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The majority of studies find numerous heavy tailed variables in the interbank
network. In addition, many authors propose a power law as the best-fit candidate
to (at least the tail of) the empirical distribution. In particular, Goddard et al. [8]
find that the asset size distribution of U.S. commercial banks is well described by
a truncated lognormal, while the tail part is well fitted with a power law. Cont
et al. [4] obtain fair fits to the tails of the in-degree, out-degree, total degree, and
exposure size distributions of the Brazilian interbank network with power laws.
In the Austrian interbank market the loan size distribution is well described by a
power law [5, 6]. That same study also examines the degree distribution of the
undirected network and the in- and out-degree distribution of the directed alterna-
tive. Each of these three distributions is seemingly well described by two power
laws, one for the low-degree region and one for the tail part. For Japan, Kanno
et al. [7] find a power-law distribution for the entire range of the counter-party
exposure size distribution. Finally, Iori et al. [21] investigate the distributions of
the in-degree, out-degree and exposure of the individual banks in the Italian mar-
ket. The authors do not attempt to fit their data with some theoretical distribution.
They do find, however, a structural difference in the network topology between the
months of the global financial crisis of 2008 and normal operating months.

Few studies, however, consider alternate theoretical distributions as candidates
to describe their data. The ones that do [22], in fact, cast doubt on the ability of
power laws to provide the best empirical fit. In what follows, we too consider an
extensive list of alternative theoretical distributions and identify those that describe
both the tail and the entire distribution better than the power law. Along the way,
we apply a criterion which allows us to discriminate between the tail and the bulk
parts of the data.

2.3.3 Descriptive Statistics

Different phases of the interbank market development (for example, growth versus
maturity, or crisis versus non-crisis) may be guided by a different data generat-
ing mechanism. For example, Iori et al. [21] find a structural difference in the
Italian interbank network topology before versus during the 2008 financial crisis.
This finding suggests that the choice of the distribution that best fits the data may
vary over time, and in particular may differ between crisis and non-crisis periods.
In Sect. 2.6 we check whether such variation exists. In this section, we provide
evidence that the Russian interbank market, indeed, went through some distinct
development phases.

Fig. 2.1 shows the time series of the number of banks active on the interbank
market and of the number of issued loans. For this figure we use data aggregated
over a month. Over 1998-2002 the interbank network experiences growth: we
observe a steady and comparable increase in the number of active banks and of
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Figure 2.1: (Color online) The time dependence of the number of active banks (solid line)
and the number of interbank loans (dashed line) in the Russian interbank network between

1998 and 2005. Data are aggregated over a month. The arrows indicate the start of the
two “crises”.

issued loans. After 2002, the interbank network gradually matures: the number
of active banks flattens out while the number of loans per bank grows. Note,
however, the strong variation in the number of issued loans from the second half
of 2003 onwards.

As is clearly indicated in Fig. 2.1, our sample period includes two crises: one
in August 1998 and one in the summer of 2004. Both crises resulted in a partial
meltdown of the Russian interbank market. They coincide with the edges of the
sample period and are clearly marked by a reduction in the number of active banks
and issued loans. The first crisis got triggered on August 17, 1998 when Russia
abandoned its exchange rate regime, defaulted on its domestic public debt and
declared a moratorium on all private foreign liabilities. The second crisis was
ignited by an investigation of banks accused of money laundering and sponsorship
of terrorism. This gave rise to a wave of distrust among banks and a consequent
liquidity drought.

Fig. 2.2 illustrates the impact of Aug 1998 crisis on the Russian interbank
network. Nodes are banks, and directed edges represent issued loans. The first
panel shows the activity in the market in the two weeks leading up to the seizure,
whereas the second panel covers the two weeks after the collapse. Evidently, we
see a decrease in the number of active banks, from 87 to 65, and in the number of
loans granted, from 507 to 96. When considering the structure in this unweighted
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Figure 2.2: (Color online) The activity on the interbank market in the two weeks leading
up to August 17, 1998 (left panel) and the two consecutive weeks (right panel). A bank is
represented as node and each link represents an issued loan. Nodes are colored per block

as defined in Ref. [35].

multidirected network we can find a clear distinction between the “normal” and
“crisis” periods. The technique of Ref. [35] can be used to uncover groups of
nodes, called blocks, which fulfil similar roles in the network 2. In the two weeks
leading up to the crisis we get an interbank market with 5 blocks (and two isolated
banks). After the crisis the number of identified blocks goes down to 3. Notably,
the identified blocks interact with each other before the crisis but not after. So the
crisis disintegrates the network and reconfigures banks’ role in it.

We can also see evidence of different development phases by studying the time
evolution of two basic network measures: the average local clustering coefficient,
which is a potential indicator of systemic risk [36], and the average shortest path
length. For an undirected network, the local clustering coefficient 0 ≤ cu ≤ 1 of
a node u is the number of the edges between the nodes of the neighborhood of u
divided by the maximum amount that could possibly exist between them. It can be
conveniently defined as in [37]

cu =
2T (u)

deg(u) (deg(u)− 1)
, (2.1)

where T (u) is the number of triangles (a subgraph with three nodes and three
edges) attached to u and deg(u) is the degree of u. The average of this local

2The technique of Ref. [35] makes use of a hierarchical version of stochastic block modeling and
offers an alternative to the usual modularity optimization algorithms.
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clustering coefficient is

C =
1

n

∑
u∈G

cu, (2.2)

where n is the number of nodes in the network G [38]. The average shortest path
length D is defined as

D =
∑
u,v∈V

d(u, v)

n(n− 1)
(2.3)

where V is the set of nodes in the networkG, and d(u, v) is the length of the short-
est path from node u to v [39]. In a disconnected graph D can only be computed
for the largest connected component.

Fig. 2.3 shows the time evolution of C and D computed per month for the
largest connected component of the undirected interbank network. First, note that
the local clustering coefficient averaged over all nodes and time periods (C =

0.198) is nearly identical to the one reported by [4] for the Brazilian interbank
market (C = 0.2) but is much lower than for the German market (directed clus-
tering C = 0.80) [23]. In contrast, the average shortest path length (D ≈ 3) is
notably higher compared to German (D = 2.14) [23], to Austrian (D = 2) [5]
and Mexican (D = 1.7) [20] interbank networks. In the case of the Mexican and
Austrian ones, this difference is likely driven by the fact that the Russian network
is sizably larger.

The C and D tend to move in the opposite direction: three months after the
first crisis hits C drops while D spikes; during the growing phase of the network
(1999-2002) C grows while D falls; during the mature phase (2002-2004) both
measures stabilize at C ≈ 0.22 and D ≈ 3; finally, during the 2004 crisis C drops
while D spikes again. The average local clustering coefficient C, however, tends
to have bigger fluctuations from period to period. In contrast, the time series of
the average shortest path length is very smooth, and the only two obvious spikes
occur around the two crises. Clearly, those crises disrupted the overall network
structure: the liquidity drought, which is equivalent to the pruning of links, caused
a significant increase in the average shortest path length. Even the decrease in the
number of nodes, and hence shrinking of the network, could not offset this effect.
The 1998 spike in D is particularly remarkable given we only consider the largest
connected component, that is, about one third of the nodes (see Fig. 2.2).

2.4 Methodology

For each network measure we test whether the power law or an alternate fat-tailed
distribution fits the data best. First, we fit distributions to the tail, then to the entire
data range. Along the way, we apply a criterion which allows us to discriminate
between the tail and the bulk parts of the data.
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Figure 2.3: (Color online) The time dependence of the average clustering coefficient (solid
line) and the average shortest path length (dashed line) calculated for the most connected
component of the undirected version of the Russian interbank network between 1998 and

2005. Data are aggregated over a month.

Distribution f(x)
Power law (PL) Cx−α

Truncated power law (TPL) Cx−αe−λx

Exponential (Exp) Ce−λx

Stretched exponential (SExp) Cxβ−1e−(λx)β

Log-normal (LN) C
x exp

[
− (ln x−µ)2

2σ2

]

Table 2.2: Definition of the normalized distributions used in this work. The constant C is
defined by the normalization condition

∫∞
xmin

f(x)dx = 1.

To study the tail we adopt the methodology of Ref. [11]. First, we fit a power
law (PL) to the data to determine the starting point of the tail part (the so-called
cut-off xmin of the scaling range). Then we fit each of the theoretical distributions
to the tail using maximum likelihood (ML). Finally, we use a relative goodness-
of-fit test to select the distribution that fits the data best. We consider the same
selection of theoretical distributions as in Ref. [11]. Their functional forms are
listed in Table 2.2 and involve one or two free parameters.

For completeness and to introduce the notation we briefly sketch the method-
ology of Ref. [11]. Consider a given ordered data set {xj , j = 1, . . . , N}. Every
entry xj is a potential xmin and for each of those we compute the ML estimate of
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the power-law exponent α

α̂ (xj = xmin) = 1 + (N − j + 1)

 N∑
i=j

ln
xi
xmin

 . (2.4)

We then use the Kolmogorov-Smirnov test to select the optimum x̂min. It is
defined as the cut-off which minimizes the quantity

Z = max
x≥xmin

| S(x)− P (x) | . (2.5)

Here, S(x) is the cumulative distribution function (CDF) of the observed values
for xj ≥ xmin, and P (x) = C

−α+1

(
x−α+1 − x−α+1

min

)
is the CDF of the power-

law fit to the tail part of the data.
In the next step, for given xmin, we perform ML fits to the data with the other

four candidate distributions of Table 2.2. As argued by Ref. [11], it is more
useful to know which distribution is the best possible fit candidate, rather than the
goodness of fit for each distribution individually. To compare the relative goodness
of the different fits, we compute the likelihood ratios R for the pairs of probability
density functions (PDFs) p1(xi) and p2(xi)

R (p1, p2) =
L1

L2
=

N∏
i=j

p1(xi)

p2(xi)
. (2.6)

The corresponding normalized loglikelihood ratiosR (p1, p2) read

R (p1, p2) =
1

σ12

√
N − j + 1

N∑
i=j

[
ln
p1(xi)

p2(xi)

]

=
1

σ12

√
N − j + 1

N∑
i=j

[
l
(1)
i − l

(2)
i

]
, (2.7)

where l(k)
i = ln pk(xi) and σ12 is defined as

σ2
12 =

1

N − j + 1

N∑
i=j

[(
l
(1)
i − l

(2)
i

)
−
(
l̄(1) − l̄(2)

)]2
. (2.8)

TheR (p1, p2) is positive (negative) if the data is more likely in the p1 (p2) distri-
bution.

In order to guarantee that the value ofR is not merely a product of fluctuations
and that the true expectation value of R is zero, we compute the probability that
the measured normalized log likelihood ratio has a magnitude as large or larger
than the observed value |R|. This so-called p-value is defined as

p (R) =
1√
2π

[∫ −|R|
−∞

e−
t2

2 dt+

∫ ∞
|R|

e−
t2

2 dt

]
. (2.9)
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Figure 2.4: (Color online) The complementary cumulative distribution functiom (CCDF)
of the entire (a) and tail part (b) of the monthly-aggregated out-exposure distribution for

January 2002. Also shown are the ML fits to the CCDFs for the five distributons of
Table 2.2.

The distribution pk with the highest value of

g (pk) =
∑
l 6=k

R (pk, pl) , (2.10)

is considered as the most suitable distribution among the different candidates {pi}.
Bootstrapping and the Kolmogorov-Smirnov test are alternate methods to compute
the p values. Both methods, however, are subject to some pitfalls as outlined in
Ref. [40]. By using the PL as a benchmark and letting it decide on the value of
xmin, we are confident that our methodology produces the best possible PL fit
to the data. If it turns out that an alternate distribution provides a significantly
better fit to the tail part of the data than the PL, strong evidence emerges that this
theoretical distribution better accounts for reality than a power law.

We stress that the above-sketched methodology of Ref. [11] can not only be
applied to the analysis of the tail part of the data but also to the full range of the
data by setting xmin = x1. When considering the full range of data it is natural
to select a set of theoretical distributions that encompass a Gaussian-like regime
(thermal or bulk part) supplemented with a fat tail (superthermal part). Examples
of such distributions include the stretched exponential and the log-normal.

2.5 Illustration of Methodology for Out-exposure dis-
tribution

As a prototypical example of the methodology sketched in Sec. 2.4, we explore
the out-exposure distribution for the monthly aggregated data. The data for the
out-exposure distribution of January 2002 shown in Fig. 2.4 are exemplary for all



INTERBANK NETWORK 37

1999 2000 2001 2002 2003 2004 2005
Time (year)

0

5

10

15

20

25
R

(p
1
=
L
N
,p

2)

(a)p2 =PL

p2 =TPL

p2 =Exp

p2 =SExp

1999 2000 2001 2002 2003 2004 2005
Time (year)

0

1

2

3

4

5

6

7

R
(p

1
=
T
P
L
,p

2)

(b)p2 =PL

p2 =Exp

p2 =SExp

p2 =LN

Figure 2.5: (Color online) (a) The time series of the normalized loglikelihood ratios
R (p1 = LN, p2) of Eq. (2.7) for the different fits to the total distribution of the

monthly-aggregated out-exposure. (b) The time series ofR (p1 = TPL, p2) for the fit to
the tail of the monthly-aggregated out-exposure distribution.

1999 2000 2001 2002 2003 2004 2005
2

3

4

5

6

µ

(a)

1.75

2.00

2.25

2.50

2.75
σ

1999 2000 2001 2002 2003 2004 2005
1

2

3

4

α

(b)

0

1

2

3

4

λ
(1

0−
4
)

Figure 2.6: (Color online) The time evolution of the parameters for the best fit to the total
(a) and tail (b) part of the out-exposure distributions. The total data range is fitted with a

log-normal distribution with parameters µ (solid line) and σ (dashed line). The tail part is
fitted with a truncated power-law distribution with parameters α (solid line) and λ

(dashed line).



38 CHAPTER 2

Table
2.3:

Sum
m

ary
ofthe

results
ofthe

fits
to

the
tails

ofthe
m

onthly-aggregated
data

ofallthe
netw

ork
features

considered
in

this
w

ork.W
e

listthe
average

fraction
ofthe

events
in

the
tailand

the
distribution

w
hich

provides
the

bestfit,together
w

ith
the

percentage
ofm

onths
for

w
hich

itcom
es

out
“best”

according
to

the
criterion

ofE
q.(2.10).C

olum
ns

4
and

5
provide

the
average

values
ofthe

param
eters

ofthe
best-fitdistributions.The

last
colum

n
lists

the
distributions

w
hich

are
notsignificantly

(1
percentlevel)w

orse
for

m
ore

than
halfofthe

70
m

onths
(January

1
9
9
9

-O
ctober

2
0
0
4)

considered,together
w

ith
the

percentage
ofm

onths
for

w
hich

this
is

the
situation.The

m
easures

w
ith

an
extra

label”(B
)”

refer
to

an
analysis

ofa
sam

ple
obtained

after
bootstrapping

the
realdata.

M
easure

Tail(%
)

B
estfit(%

)
α

λ
A

lternate
fits

(%
)

A
ssetSize

23
±

9
T

PL
(77)

1
.8

0
±

0
.0

6
(4
.4

7
±

9.5
6
)×

1
0
−

7
PL

(100),SE
xp

(100),L
N

(97)
C

apitalSize
3
1
±

1
8

T
PL

(58)
1
.9

1
±

0
.1

4
(1
.2

5
±

1.7
1
)×

1
0
−

5
PL

(100),SE
xp

(100),L
N

(89)
L

everage
2
4
±

9
PL

(57)
3
.6

7
±

0
.7

6
N

one
T

PL
(100),E

xp
(86),SE

xp
(100),L

N
(100)

L
everage

(B
)

2
8
±

10
T

PL
(57)

3
.7

7
±

0
.1

0
(1
.8

1
±

2.7
7
)×

1
0
−

6
PL

(100),E
xp

(93),SE
xp

(100),L
N

(100)
L

oan
Size

5
±

9
T

PL
(75)

2
.4

9
±

0
.4

7
(3
.2

2
±

3
.5

4
)×

1
0
−

4
PL

(91),SE
xp

(87),L
N

(71)
C

ounterparty-E
xposure

12
±

8
T

PL
(80)

2
.1

7
±

0
.5

1
(2
.5

3
±

2
.4

4
)×

1
0
−

4
PL

(53),SE
xp

(81),L
N

(71)
C

ounterparty-E
xposure

(B
)

1
6
±

9
T

PL
(86)

2
.0

2
±

0
.3

6
(3
.1

3
±

2
.3

3
)×

1
0
−

4
PL

(91),SE
xp

(100),L
N

(100)
U

ndirected
D

egree
2
1
±

16
T

PL
(100)

1.8
0
±

0
.3

6
(1
.8

3
±

0
.8

3
)×

1
0
−

2
PL

(70),E
xp

(68),SE
xp

(97),L
N

(97)
D

irected
In-D

egree
25
±

2
0

T
PL

(94)
1.7

2
±

0
.4

3
(2
.6

5
±

2
.7

4
)×

1
0
−

2
PL

(71),E
xp

(68),SE
xp

(91),L
N

(95)
D

irected
O

ut-D
egree

1
3
±

8
T

PL
(89)

2.0
7
±

0.6
6

(2
.9

3
±

1
.9

2
)×

1
0
−

2
PL

(85),E
xp

(98),SE
xp

(100),L
N

(100)
D

irected
O

ut-D
egree

(B
)

28
±

1
8

T
PL

(77)
1.9

4
±

0.7
1

(4
.1

3
±

3
.9

9
)×

1
0
−

2
PL

(99),E
xp

(100),SE
xp

(99),L
N

(99)
M

ultidirected
In-D

egree
23
±

2
4

T
PL

(97)
1.8

3
±

0.4
8

(5
.0

5
±

3
.9

3
)×

1
0
−

3
PL

(74),E
xp

(77),SE
xp

(99),L
N

(100)
M

ultidirected
O

ut-D
egree

23
±

1
7

T
PL

(93)
1.7

4
±

0.5
0

(7
.8

0
±

5
.8

3
)×

1
0
−

3
PL

(63),E
xp

(88),SE
xp

(93),L
N

(91)
In-E

xposure
30
±

1
7

T
PL

(97)
1.4

9
±

0.4
3

(7
.6

8
±

5
.1

1
)×

1
0
−

5
SE

xp
(57)

O
ut-E

xposure
20
±

1
1

T
PL

(94)
1.7

6
±

0.3
9

(7
.4

9
±

6
.2

3
)×

1
0
−

5
PL

(59),SE
xp

(94),L
N

(83)



INTERBANK NETWORK 39

considered 70 months (January 1999 - October 2004). The considered values for
the out exposure extend over more than five orders of magnitude and the distribu-
tion can be labelled as heavy-tailed 3.

Using the methodology outlined in Sec. 2.4 we identify the tail part of the
data. From Fig. 2.4(b) it is clear that fits to the tail part of the considered data with
the two-parameter log-normal (LN), stretched exponential (SExp) and truncated
power law (TPL) distributions outperform those with the one-parameter exponen-
tial (Exp) and power law (PL) distributions. The parameter λ in the TPL accounts
for the finite-size effects near the upper edge of the out-exposure distribution. For
each of the 70 months in our sample we compute the ratiosR (p1, p2) of Eq. (2.7)
for all pair combinations out of the list of five distributions of Table 2.2. In Fig. 2.5
we display the time series of theR (TPL, p2) for p2 =PL, Exp, SExp, and LN. We
observe that R (TPL, p2) is mostly positive, which indicates that the TPL offers
the best overall description of the tail of the out-exposure data. In order to test the
significance of this observation, we evaluate the p values. If the normalized ratio
for a pair of distributions in a given month is significant at a one percent level,
the data points in Fig. 2.5 are dotted. The figure indicates that the two-parameter
TPL is a significantly better fit to the tail of the monthly-aggregated out-exposure
distribution than a power law and an exponential. The TPL, however, does not
provide a significantly better fit than the LN or SExp for most of the months.

Fig. 2.6(b) shows the time evolution of the TPL parameters. Whereas α fluc-
tuates around the same average value, λ falls over time. Hence, as time proceeds,
the exponential cutoff to the power law shifts to larger values of the out-exposure.

To weigh the relative performance of the different distributions we compute
their monthly g (pi) scores (see Eq. (2.10)). We dub pi as the “best” overall fit
candidate when its g (pi) score is highest for the largest fraction of the 70 months
in our sample. As can be seen in Table 2.3, the truncated power law is the best-fit
candidate in 94% of the considered months. Nevertheless, R (TPL,SExp) is not
significantly different from zero in 94% of the considered months as is the case
with R (TPL,PL) in 59% and with R (TPL,LN) in 83% of the months. So we
list the SExp as well as PL and LN as alternate best-fit candidates. In general, if a
distribution is not significantly worse than the best-fit candidate in more than half
of the months, it is mentioned in the last column of Table 2.3. We conclude that
although the tail is described best by a TPL, the fit is not significantly better than
the power-law, stretched-exponential and log-normal fits.

We now turn our attention to the distributions covering all out-exposure data
points, from small to large. Again we consider the five PDFs of Table 2.2. From
the ML fits, for example for January 2002 displayed in Fig. 2.4(a), we immediately
notice that the exponential and power law do not fit the entire range of data well.
This is a clear indication of the fact that the distribution of the out-exposure has

3A distribution is defined as heavy-tailed if it is not exponentially bounded [40].
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both a thermal (Gaussian-like) and a superthermal (fat tail) part. Fig. 2.5 shows
the normalized loglikelihood ratios R (p1 = LN, p2) over time. Using the same
criteria as for the tail part, we conclude that the log-normal is the best fit candidate
for 80% of the 70 months studied.

We also find that the stretched exponential is not significantly worse in 57%
of the cases, which is reflected in the persistently small values of their likelihood
ratios in the top panel of Fig. 2.5. During the 2004 crisis the stretched exponen-
tial has a significantly better fit than the log-normal. As the number of interbank
loans is subject to a sudden drop in the summer of 2004 (Fig. 2.1), this change in
the best-fit candidate illustrates how the network adapts to changing overall con-
ditions. Fig. 2.6(a) shows the time evolution of the log-normal fit parameters. The
parameter µ increases during the “growth” stage of the network whereas σ de-
creases, and both tend to flatten out in the “mature” phase of the network when
few nodes or links are added (see Fig. 2.1).

Now, we investigate in how far the size of the time bin widths affects the con-
clusions with regard to the “best” theoretical distributions describing the data. To
this end, we study the out-exposure and consider different time intervals to ag-
gregate the data. Beside the networks build with all loans issued in one month,
we can do this for all loans issued in a week, quarter or year. Fig. 2.7 shows the
out-exposure distribution for the second week of January 2002, January 2002, the
first quarter of 2002, and the entire year of 2002. We also include the ML fit with
the stretched exponential and log-normal for each of the aggregates. If we calcu-
late g (pk) for every distribution in Table 2.2, we find that the log-normal is the
preferred candidate to fit each dataset, although, again, the stretched exponential is
not significantly worse. For the tail part, the truncated power law stays on top too.
Because the data has a monthly periodicity, linked to the monthly compliance with
regulatory requirements, aggregating the data monthly is the most natural thing to
do.

To check whether these observations can be generalized, we repeat the illus-
trated procedure for weekly, quarterly, and yearly aggregates. Tab. 2.5 shows the
“best” fit candidate for the tail and entire distribution over our data sample. For
the tail part, the TPL is preferred over the others for each aggregate. It does so in
85% of the weeks and up to 100% of the years. For the entire distribution, the LN
is always preferred.

2.6 Results

The methodology used for analysing the out-exposures in the previous section, is
used for each of the 12 complementary interbank network measures introduced
in Sec. 2.3 and listed in Table 2.3. For a few combinations of network variables
and time instances, we find that the xmin, which marks the lower boundary of
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TPL (green) fit. Panel (b) shows the data over the entire range together with LN fit. For

illustrative reasons, the data for the cp-exposure have been scaled by a factor of 0.1.
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the tail parts of the distributions and results from minimizing the quantity Z of
Eq. (2.5), is close to the upper edge of the distribution. Under those circumstances
the identified tail does not hold a sufficient amount of datapoints to perform a
meaningful fit. This is particularly common during the 1998 interbank network
collapse. For this reason, we only study the best-fit parameters from January 1999
onwards.

A prototypical example of a data set for which the fit with the functions of
Table 2.2 is not fully satisfactory is shown in Fig. 2.8. The figure includes the loan
size and counterparty-exposure measures for January 2004. Whereas the TPL is a
good match for the tail parts of the data, the “best” fit to the entire range of the data
with a LN distribution clearly underestimates the probablility of events in the tail.
Fig. 2.9 displays for January 2004 the “tail” and “bulk+tail” parts of the 10 other
interbank network measures considered. It is clear that the data can be reasonably
well described by the adopted procedure and proposed theoretical distributions.

Table 2.3 reports our findings on the tail parts of the empirical distributions.
The second column shows the percentage of data points assigned to the tail via
the Kolmogorov-Smirnov criterion of Eq. (2.5). This number averages to about
20% across the considered network measures but varies a lot. In particular, the
loan size, counterparty exposure, and directed out-degree have fewer than 20% of
the data-points in the tail. For most of the 70 months included in the analysis, the
truncated power law outperforms, according to our methodology, the other four
candidates for every measure. In Table 2.3 the time-averaged values for the α and
λ parameters are also reported. The power α is consistently of the order of two. It
emerges from our studies that a fat tail is a characteristic feature of the measurable
quantities of an interbank system. We notice that λ is very volatile.

Upon evaluating the last column of Table 2.3, we find that although the trun-
cated power law systematically provides the best fit, the other candidates are hardly
significantly worse at the 1 percent level. This observation is particularly true for
the unweighted degree measures which are discrete. In fact, for the degree mea-
sures all directed and undirected versions lead to similar results. We find that none
of the five distribution candidates can be conclusively labeled as representing the
best fit to the degree data. We note that the fraction of events located in the tail
fluctuates a lot.

In order to evaluate the degree of sensitivity of our results to the amount of
observations in the tail, we have made use of bootstrapping. For some prototypical
measures we have drawn 1000 bootstrapped samples (random samples with re-
placement) of the real observations. The results of the analysis of the bootstrapped
sample for the leverage, counterparty-exposure and directed out-degree are also in-
cluded in Table 2.3. For the directed out-degree and the counterparty exposure, the
fits to the real and bootstrapped data provide results which are compatible within
the error bars. The leverage is the only studied network measure for which the best
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fit to the real data is provided by a PL. The PL, however, is the best fit for only
57% of the studied months. For all studied months, the TPL emerges as a good
alternate fit to the leverage data. Accordingly, it is not all that surprising that a
TPL emerges as the best fit to the bootstrapped leverage data. All by all, we may
conclude that despite the fact that the number of observations in the tails is rather
volatile, the fits to the tails are rather robust.

The fact that the fraction of events in the tail is very volatile hints that a more
integrated approach whereby the bulk and the tail parts of the data are simultane-
ously fitted with a non-Gaussian distribution may lead to a more robust description
of the network features.

Table 2.4 summarizes our fits to the entire distributions of all 12 network mea-
sures over all 70 months using monthly-aggregated data. The asset, capital, lever-
age, loan sizes, as well as the counterparty-exposure and in-exposure distributions
are described significantly best by a log-normal. The various degree distributions
prefer the stretched exponential, which is on average not significantly better than
the log-normal and/or the truncated power law. Similar results are obtained for
the directed and undirected versions of the degree distributions. For those network
measures for which the stretched exponential represents the best fit, we observe
that the parameter λ is very volatile. It is worth noting that the stretched expo-
nential has been put forward as a natural fat tail distribution for many physical
and economic phenomena which cannot be satisfactorily described by a power
law [41]. In general, the parameters entering the fits to the tail parts are subject to
larger fluctuations than those entering the distributions for the complete data set.

Our results compare well with some of the existing studies of interbank net-
works, but differ from others. Specifically, our findings are in line with Goddard
et al. [8] who study U.S. banks: the log-normal distribution fits the bulk part of
the asset-size data well, while the power law does the same for the tail part. Our
findings are not too different from those of Cont et al. [4] for the Brazilian inter-
bank network: while our TPL fits to the tails of various degree distributions (see
Table 2.3) deliver values of α between 1.7 and 2.2, Cont et al. [4] report power-law
exponents between 2.2 and 2.8 (α = 2.54 for total degree, α = 2.46 for in-degree,
α = 2.83 for out-degree, and α = 2.27 for out-exposure size). Finally, in con-
trast to [5] studying the Austrian interbank market we do not find that the power
law provides a good fit to the entire loan-size distribution ( [5] report α = 1.87).
Their power-law exponents reported for the tails of total and in-degree distribu-
tions (resp. α = 2.0 and α = 3.11) are comparable to the TPL values in Table 2.3,
while their out-degree α = 1.72 differs substantially.

The most extensive study of interbank distributions was performed for the e-
mid market [22]. In line with this work, the authors consider both the complete
and tail parts of the distributions and report results for daily and quarterly time
aggregates. For the quarterly aggregates of the in-, out- and total degree distribu-
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tion, a stretched exponential emerged as the best fit to the entire distribution. This
confirms our findings. A log normal was reported as a best fit to the tail parts of
the data. We also find that the LN can reasonably account for the tail parts. It
is slightly outperformed by the truncated power law (which was not included in
the set of possible distributions in the work of Ref. [22]) and flags as not signifi-
cantly worse in our table. For the quarterly aggregated number of transactions, a
network feature comparable to the multidirected degree considered here, they also
find similar results as for the regular degrees.

Upon scrutiny of the time evolution of the fitted distributions and their param-
eters, we do not find any systematic changes in the distributions which emerge
as best fit to the data, between the “growth” phase (1999-2002) and the “mature”
phase (2002-2004). In line with the expectations, however, the extracted parame-
ters are subject to smaller variations as the network grows and the number of nodes
and edges increases.

As already mentioned, our data set covers two crises, the first in August 1998
and the second in the summer of 2004. We would like to know if the best-fit
candidates for the crisis periods are different than the ones for the normal operation
periods.

As a consequence of the moratorium in August 1998, the interbank market
collapsed in September, and then again in December 1998 (see Fig. 2.1). Due to
this collapse, the network is too small and their are too few transactions to gather
proper statistics. Fits to the data in this period are inconclusive for most of the
measures, and hence are not included in the overall discussion.

During the second crisis period, the network does stay large enough to have
proper statistics. From Fig. 2.5 it is clear that the stretched exponential distribution
is significantly better than the log-normal from mid 2004 onwards. Thus, for the
out-exposure (as well as the in-exposure), there is a difference between pre- and
post-crisis best-fit candidates. For the other measures, however, we find that the
preferred distributions are identical in ”crisis” and in ”normal” operation periods.

To end this section, we test the qualitative robustness of the obtained results
using different time windows. This is particulary important in view of the fact
that a recent study has shown that the interbank network properties depend on the
aggregation period [42]. We stress that on average the number of banks active in
one week is 77% of the monthly active ones. Accordingly, some banks are active in
the interbank credit market during one week of a particular month. For the quarters
and years this is respectively 114% and 132%. This increase is mainly driven by
new entrants to the market. Hence, banks tend to participate in the market at least
once per month. To check if the preferred distribution is the same for different
time aggregates, we repeat the monthly procedure for weekly, quarterly, and yearly
aggregates. Table 2.5 shows the “best” fit for each measure-aggregate pair and the
percentage of the bins it is considered so. For the tail parts, we find that the TPL
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can be considered as the best overall fit candidate. We notice that in general the
TPL becomes more preferred as the bin width increases. For each measure, the
favoured fits to the entire distribution stay the same for different bin widths. We
emphasize that the stability of the best-fit distribution with respect to variations in
time do not imply that the parameters are not subject to time variations.

2.7 Conclusion

In this paper we use daily data on bilateral interbank exposures and monthly
bank balance sheets to study network characteristics of the Russian interbank
market over Aug 1998 - Oct 2004. Specifically, we examine the distributions
of (un)directed (un)weighted degree, nodal attributes (bank assets, capital and
capital-to-assets ratio) and edge weights (loan size and counterparty exposure).
Using the methodology of [11] we set up a horse race between the different theo-
retical distributions to find one that fits the data best.

In line with the existing literature, we observe that all studied distributions are
heavy tailed with the tail typically containing 20% of the data. The tail is best de-
scribed by a truncated power law, although the fit of other candidate distributions
is only marginally worse. In most cases, separating the bulk and tail parts of the
data turns out to be hard, and the proportion of observations assigned to the tail
varies a lot. More stable fits to the data are obtained in an integrated approach that
accounts for both the Gaussian and the non-Gaussian parts of the distributions. We
find two distributions that fit the full range of the data best: the stretched exponen-
tial for measures related to unweighted degree and the log-normal for everything
else. In case of the former, the log-normal performs only marginally worse. The
power law distribution is rather ill suited to represent the full range of the studied
characteristics of the Russian interbank market.

Our conclusions with regard to the best-fit distributions turn out to be robust
to whether we aggregate the data over a week, month, quarter or year. Further,
we find no qualitative difference between the “growth” and “maturity” phases of
interbank market development and little difference between the “crisis” and “non-
crisis” periods.

Our findings support the recent call [11, 12] for more rigorous statistical tests
to detect power-law behavior in empirical data. While for most variables we find
that the power law fits the tail of the distribution reasonably well, it is:

1. almost never the best candidate to describe the tail;

2. typically not a good candidate to describe the whole distribution.

Our findings echo those of Ref. [22] who also find that the power law provides an
inferior fit, compared to alternative distributions, to their overnight money market
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data coming from the e-mid trading platform. We thus tend to conclude that the
evidence on power laws is not (yet) strong enough to warrant their widespread
use in policy simulations. From the study presented in this work we provide al-
ternate distributions and corresponding parameters which can systematically and
robustly capture the interbank network measures. We deem that those distribu-
tions represent a more realistic account of the interbank network structure than the
widely used power laws. They could facilitate more realistic contagion modeling
and provide more realistic estimates of interbank network measures.
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[38] Jari Saramäki, Mikko Kivelä, Jukka-Pekka Onnela, Kimmo Kaski, and Janos
Kertesz. Generalizations of the clustering coefficient to weighted complex
networks. Phys. Rev. E, 75(2):027105, 2007.

[39] M.E.J. Newman. The structure and function of complex networks. SIAM
Rev., 45(2):167–256, 2003.

[40] Jeff Alstott, Ed Bullmore, and Dietmar Plenz. powerlaw: a Python package
for analysis of heavy-tailed distributions. PloS one, 9(1):e85777, 2014.

[41] Jean Laherrere and Didier Sornette. Stretched exponential distributions in
nature and economy:fat tails with characteristic scales. EPJ B, 2(4):525–
539, 1998.



INTERBANK NETWORK 53

[42] Karl Finger, Daniel Fricke, and Thomas Lux. Network analysis of the e-MID
overnight money market: the informational value of different aggregation
levels for intrinsic dynamic processes. Comput. Manag. Sci., 10(2-3):187–
211, 2013.





3
Structure and evolution of

the world’s historical trade patterns

3.1 Abstract

International trade has been an important driver for the development of our mod-
ern world, but capturing trade patterns and their change over time continues to
prove a daunting task. Painting a detailed picture of historical trade patterns not
only puts a high demand on the availability and quality of data, it also begs for
an intuitive and succinct way to describe the resulting patterns. To uncover the
overall patterns in the data we adopt the complex network perspective and search
for signs of globalization, regionalization or a core-periphery structure. After con-
structing the historical trade integration network spanning the period 1880s to the
late 1980s, we use temporal stochastic block models to extract the meso-scale net-
work structure. This SBM methodology makes full use of all available data, takes
the time dimension into account and does not make a priori assumptions about
the structure of the network. During the first globalization wave (1880-1913), we
find a very strong core-periphery structure, where the core is made up of countries
like the USA and Great Britain. However, during the interbellum and the second
wave of globalization, we see the slow dismantlement of this structure into a hub-
and-spoke pattern where regional clusters are linked to a central hub, a sign of
increasing regionalization.
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3.2 Introduction

As a mathematical framework to study interactions, network theory is a natural
candidate to explore international trade and uncover worldwide trade patterns. It
should come as no surprise that its tools to uncover meso-scale structures have
been used extensively to address questions on globalization [1], regionalization
[2, 3] and the core-periphery structure of international trade [4, 5].

The way in which trade networks have been modeled has evolved strongly
over time, even within the family of networks where countries are represented
by nodes and the edges depict the flow of trade.1 Initial studies started with the
most simple definition of the edges where binary variables indicated the presence
or absence of any trade (import or exports) between two countries e.g. [3, 11].
There are many ways in which the edge definition can be more informative on
the actual trade flows between the countries. Edges can be directed to distinguish
a situation where one country A sells goods to another country B but not vice
versa [5, 12–15]. The edges can be weighted with the volume of exports [16–18],
allowing us to distinguish countries that trade a lot. These weights can be further
refined by making the edges proportional to either the total trade of the country [19]
or to the GDP of the country [20], as a trade flow of a million USD will be more
important to a small economy that trades little, than to a large country that trades a
lot. Finally, the networks constructed in this way can be linked over time, allowing
us to study the changing role of certain countries in the trade network, or examine
how the overall structure changes over time.

Using these networks social scientists have tried to discern structure of the
worldwide trade pattern and track its evolution over time. Most efforts have been
focused on the identification of one of three specific network structures: global-
ization, regionalization and core-periphery. A popular definition of globalization
links it to geographical neutrality or the “death of distance”: a world in which all
countries are connected with each other regardless of how far they lie from each
other [21]. Regionalization on the other hand is a situation where the trade net-
work is organized into a few regions that trade intensively with each other, but
where inter-regional links are sparse. The core-periphery structure, as defined by
world-system analysis, speaks of a world where there is a small group of very
densely connected countries (the core), surrounded by a large peripheral group of
countries that trades mostly with the core and not among themselves.

This chapter outlines how Peixoto’s (2015) temporal stochastic block model

1Other ways in which trade networks have been modeled focus on transportation infrastructure
or the social network among traders or entrepreneurs. Examples of the former include the ORBIS
project [6], which reconstructed the Roman Empire’s transportation network and linked to the overland
trade expansion, and [7] who looked at road networks and overland trade expansion in Sub-Saharan
Africa. [8] and [9] analyzed the social network of traders in medieval Genoa and the eighteenth century
Indies, respectively, while [10] for example combined both the social and transportation networks.
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(SBM) technique can be used to elicit the structure of worldwide trade patterns
and track its evolution over time. There are a number of reasons why this tech-
nique is particularly effective in addressing this question. To start, it uses all the
information contained in the weighted directed network, unlike some of the more
coarse-grained alternatives that are limited to unweighed or undirected networks.
Secondly, the SBM technique uses the temporal dimension of the data and is able
to find the best fitting structure describing the network consistently throughout the
entire period studied. Other studies either (arbitrarily) aggregate over several years
or only discuss a limited set of years. Finally, while most tests look for a particular
structure in the data (e.g. communities or a core-periphery structure), SBM is an
agnostic procedure that does not make any a priori assumptions about the struc-
ture. The flexibility of this more generic approach allows us to better detect the
transitions of the network structure as well as uncover patterns that run counter to
expectations.

After discussing how globalization, regionalization and the core-periphery struc-
ture are analyzed in complex network theory, section 3.6 sets out to reveal the
structure and evolution of the world’s trade patterns from the 1880s to the late
1980s. To model the worldwide trade network we use the historical trade integra-
tion (hti) index developed in [22]. This index captures the level of trade integration
between two countries, i.e. the importance of the bilateral import and export flows
to each of their economies. Because it combines various historical data sets and
uses statistical techniques to address availability problems, the hti allows us to
construct one of the most replete images of trade relations over this hundred year
period (including e.g. colonial trade flows). Using the index, we are able to con-
struct a temporal weighted directed network capturing worldwide trade integration
during three consecutive periods: the first wave of globalization (1880-1913), the
interbellum (1919-1939), and the second wave of globalization up till the disinte-
gration of the former USSR (1946-1989).

In section 3.3 we first discuss how international trade concepts like globaliza-
tion and regionalization can be translated to complex network theory, after which
stochastic block models are introduced. Finally, sections 3.5 and 3.6 cover the
steps in the construction of the historical trade network and discuss our findings.

3.3 Networks and trade patterns

In this first section we discuss three key concepts from the international trade lit-
erature and show the link with corresponding concepts in network theory. We
discuss globalization, regionalization and the core-periphery idea.
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3.3.1 Globalization

Since the 1980s, the term globalization has been used in a myriad of scientific dis-
ciplines, each using its own definition(s). Nevertheless, a common denominator
to most definitions is the shift of economic transactions from the local toward the
global market. In other words, the role of distance as a determinant of trade flows
decreases, and countries increasingly trade with partners all over the world. This
idea was summarized by [21] as the “death of distance”. Together with this defi-
nition, the economic history literature identifies two important waves of globaliza-
tion before and after the World Wars and a period of de-globalization in between.

There has been much discussion on the timing of the first phase of global-
ization. Some authors believe it started at the end of the nineteenth century (e.g.
[23, 24]). Others believe that it started from as early as the 1840s (e.g. [25, 26]).
Nevertheless, both recognize that the end of the nineteenth century was part of the
first globalization wave. With Great Britain in the lead, the mercantilist era was
replaced by the idea of a more free trade regime. The European colonizers also
imposed this new trading regime on their colonies and even forced independent
countries to open up their trade. Technological progress, such as the use of steam
engines and the construction of an extensive railway network significantly reduced
trading costs. At the same time, the gold standard offered a stable international
trading climate [27].

This liberalizing trend was undone by the first World War and the subsequent
conference of Versailles which did little to stabilize international relations. The
situation was further exacerbated by the Great Depression and the protectionist
policies it induced. At the time, the USA took over the leading role in the world
economy but failed to further the free trade agenda and could not pull the world
economy out of the recession. World War II strengthened the anti-imperialist na-
tionalist and communist states, the disintegrating effect of which lasted till the
1990s. On top of that, globalization was countered by the use of higher tariffs
in support of import-substitution policies, mostly by newly decolonized coun-
tries [28]. Although the decades following the second World War are entitled as a
second wave of globalization, it was mostly a regional evolution limited to West-
ern Europe and Northern America. This was not only a result of disintegrating
communist and anti-imperialist states, but also by the protectionist trade politics
of newly decolonized countries [28]. Intensification of trade relations took place
but were geographically determined and did not extend to the rest of the world.
Geopolitical factors were in comparison with the reduction of trade costs during
the first globalization wave- the main determinant of the intensifying trade pat-
terns.

In a network context where countries are represented by nodes and their trade
by (directed) edges, globalization and the death of distance would be represented
by a uniform increase in the number of edges between all nodes. The theoretical
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extreme would be a completely connected network where each country trades with
all other countries. A number of studies have looked for globalization by study-
ing the network density, but because of data availability issues this research has
mostly been focussed on the second half of the 20th century, i.e. the second glob-
alization wave. For example, [1], [5] and [18] all found an increase in the number
of edges. Their trade networks was constructed respectively using import data for
1959 and 1975, using import and export data for 1992 and 1998 and using import
data for the period 1950 till 2000. All three studies also concluded that the global
trade network was far from totally connected. Using the historical trade integra-
tion index, [22] were able to compare both globalization waves and found that the
importance of distance has significantly dropped since the early 1880s and that
once you control for the increase in the number of countries over time the network
density increased during both waves.

3.3.2 Regionalization

While globalization is an indiscriminate increase in the number of trade links be-
tween countries, regionalization implies the emergence of groups of countries that
trade strongly amongst themselves, but have few linkages to countries outside of
their group. These regions might be actual geographical regions, i.e. determined
by distance, but can also be seen more broadly as cultural regions, or those de-
termined by (former) colonial powers and their colonies. Multilateral trade agree-
ments like the European Union or the North American Free Trade Agreements
are examples of political institutions aimed at increasing the integration among
countries in their region above those in the rest in the world. Whether or not re-
gionalization is a first step to a globalized trade pattern is a hotly debated topic in
economics (see e.g. the building block vs stumbling block debate surveyed in [29]).

The concept of trade groups and regionalization has a natural counterpart in
network theory: communities and the community-structure. The panels of figure
3.1 show three diagrams representing a typical network with a community struc-
ture [30]. First, the left diagram shows the actual network which has three distinct
groups of nodes. One can observe that there are many connections among the
members of a given group but that there are very little connections to members of
other groups. This is the signature of a network with a community structure. The
center diagram coarse grains the network and shows a block for each of the corre-
sponding communities. Finally, the right diagram expresses the average number of
edges between nodes of a combination of any two groups. For example nodes from
block 1 have a high average edge density (black) with other nodes from block 1

but a low edge density (grey) with nodes from block 2 or block 3.2 In contrast,

2Blocks are numbered according to their order of appearance in this edge density matrix. Block 1
is the blue block, block 2 is red, and block 3 is green.
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the same figure of a globalized world would be represented by a single block of
completely connected countries.

Several studies already investigated the community structure of the interna-
tional trade network. There are variations in the techniques used as well as the
time periods covered. For example [19] study the structure and evolution of the
trade network using a visual inspection of so-called “islands”3 starting in 1948. [2]
and [3] use a more quantitative technique called modularity maximization [30] to
study the trade network respectively starting in 1992 and 1970. While these stud-
ies find some evidence of the existence of a community structure,this turns out to
be not highly significant. In other words they cannot unambiguously conclude that
the worldwide trade network consists of clear-cut, close-knitted communities.

Notes: color online. The network is displayed on the left, the middle panel shows the
coarse-grained view of the network where nodes with a similar position are in the same
block, and the right panel is a matrix showing the the average edge density between the

nodes in each block (darker color = higher density).

Figure 3.1: The community structure-regionalization

3.3.3 Core-periphery

A third structure claimed to be present in international trade is the core-periphery
structure. It was first developed by [31]. In his theory the world comprises of a core
of industrially developed countries and a periphery of developing countries. The
pattern of dependence between the core and periphery is lopsided. The peripheral
countries depend predominantly on one of more core countries, while core coun-
tries are only connected to other core countries. While Wallerstein’s theory also
concerns production systems and dependency relations, we will restrict ourselves
to the trade pattern associated with the core-periphery model.

If the core-periphery theory holds, we would expect the international trade
network to be separable into a core of highly integrated countries and a periphery
which is heavily integrated with the core countries but hardly among themselves.

3An island is a connected component in which the weights of the arcs within the community are
significantly larger than those outside the community. It is a measure implemented in the Pajek library.
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The panels of figure 3.2 show the prototypical example of a core-periphery struc-
ture using the same three diagrams as above [32]. The tightly connected core
countries are represented by the blue nodes while the sparsely connected periph-
ery is formed by the red nodes. The right diagram shows the corresponding edge
density fingerprint where the color white signifies an edge density of zero.

[5] looked for this echo in the binary (i.e. unweighted) trade network of the
1990s. Using the Lorenz curves of the degree4 of the countries in the network, they
concluded that the world indeed has a core-periphery structure. [4] used a more
complex stochastic block model technique to allocate 118 countries into either
the core or the periphery between 1955 and 1970. However, while both studies
confirmed the existence of the core-periphery model, they did so using a binary
(i.e. unweighted) trade network and covered only a relatively limited number of
counties and years.

Notes: the actual network is displayed on the left, the middle panel shows the
coarse-grained view of the network where nodes with a similar position are in the same
block, and the right panel is a matrix showing the the average edge density between the

nodes in each block (darker color = higher density).

Figure 3.2: The core-periphery structure (color online)

3.4 A general descriptor: stochastic block models
In the previous section, we saw that using tests that look for specific network struc-
tures, we find evidence that the trade network shows signs of globalization, core-
periphery and (to a lesser extent) of regionalization. To some extent, this is because
the tests used do not discern well enough between the different possible network
structures, either because the test itself is rather crude (e.g. looking at the network
density) or because it requires a less informative network (e.g. a binary network).
To resolve this problem, we need a method that uses all information available to
see which pattern, if any, the worldwide trade network conforms to and how it has
changed over time. The solution to this problem was also mentioned in the pre-
vious section, namely the so-called stochastic block models (SBM). An SBM is a

4The degree of a node in a network is the number of other nodes the node is connected to.
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flexible way to provide a high level description of the structure of a network [33].
It identifies groups of nodes that have a similar behavior in the graph, taking into
account both incoming and outgoing (weighted) edges. To that end, it summarizes
the average relation between the nodes of different partitions. Examples are dis-
played in the final panels of figures 3.2-3.3. The rows of these matrices show for
each block how the outgoing edges are distributed over the different blocks, while
the columns show the same for the incoming edges.

Stochastic block models are explicitly designed in order to elicit and describe
any type of network structure. It can capture a core-periphery structure, as was
done in [4], but it can also distill associative patterns, such as community struc-
tures, and dis-associative patterns in the network. Because of their flexibility,
picking the right stochastic block model to describe a network is not an easy
task and the number of possible partitions increases exponentially with the num-
ber of nodes. To pick the optimal partition, we use the methodology developed
by [34, 35]. The algorithm looks for the partition that best describes the network
with minimum description length, or in other words that uses the least amount of
information. In this way, the number of partitions is only increased when it sig-
nificantly improves the description of the network. Unlike the other methods de-
scribed above, Peixoto’s (2015) method also allows us to take the time-dimension
of our dataset into account, allowing us to link different blocks over time and en-
suring that the partitioning of the dataset remains consistent and optimal through
time.

Lets consider figure 3.3 where we have an example of a general network struc-
ture. There are three types of node positions in the network. The blue nodes of
block 1 are connected among themselves, are not connected to the red nodes of
block 2 and have some connections with the green nodes of block 3.

The nodes of block 2 are also connected among themselves and have some
connections with block 3, but are not connected to block 1. Finally, the nodes of
block 3, as already said, have some connections with the nodes of block 2 and 3,
but are not connected among themselves. Again, we coarse-grain the nodes with a
similar structure into blocks in the middle diagram. The right diagram summarizes
the average edge density among the nodes of any given pair of blocks.

In summary, this methodology has three particular advantages compared to
other techniques. To start, it uses all the information contained in the weighted
directed network, unlike some of the more coarse-grained alternatives that are lim-
ited to unweighted or undirected networks. Moreover, the SBM technique also
uses the temporal dimension of the data and is able to find the best fitting structure
describing the network consistently throughout the entire period studied. Other
studies either (arbitrarily) aggregate over several years or only discuss a limited
set of years. Finally, while most tests look for a particular structure in the data
(e.g. communities or a core-periphery structure), SBM is an agnostic procedure
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Notes: The actual network is displayed on the left, the middle panel shows the
coarse-grained view of the network where nodes with a similar position are in the same
block, and the right panel is a matrix showing the the average edge density between the

nodes in each block (darker color = higher density).

Figure 3.3: A block-model structure (color online)

that does not make any a priori assumptions about the structure. The flexibility of
this more generic approach allows us to better detect the transitions of the network
structure as well as uncover patterns that run counter to expectations.

3.5 Constructing the historical trade integration net-
work

In order to uncover the patterns underlying worldwide trade flows, we construct a
worldwide network of trade integration using the historical trade integration (hti)
index from [22]. A detailed discussion of the construction of the hti can be found
in Appendix A. Trade integration, while based on the bilateral trade flows also
takes into account the size of the countries. As a result, it captures the degree
of interpenetration, i.e., the extent to which the bilateral import and export flows
matter for each country. After all, the importance of a million dollars in trade will
be vastly different for Estonia than it will be for the United States, both because of
the size of their economy and the total size of their imports/exports. In addition,
the dependence on a specific trading partner can be both because you import a lot
from or because you export a lot to that country.

The historical trade integration index has a number of advantages over other
indicators of trade integration. The most important of which is that it covers a
significantly larger fraction of trade, especially in the period before the 1950s. Not
only does the index go back to the 1880s (excluding the world wars), it also covers
trade between colonies and their colonial power and even trade flows between
colonies. While this dataset is far from complete (e.g. it covers only covers the
official trade flows), its increased data availability reduces the risk that for example
changes in the number of countries covered are mistaken for actual changes in the
structure of worldwide trade flows.
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Unlike most other indicators of trade integration the hti is a composite index,
combining various indicators of trade integration into one overall index. On the
one hand, this allows the index to present a more discriminating picture of trade
integration. Export and import flows are considered separately, allowing us to
identify those countries that strongly depend on one particular market for their
imports but not their exports, or vice versa. These trade flows are also normalized
in different ways, filtering out important trade flows both because they are large
relative to the GDP of the country, or because they constitute a significant fraction
of total trade. Because these indicators are combined using a state-space model,
differences in their availability can be used in an offsetting manner. Instead of
reducing the dataset to those observations where all data is available, the state-
space model can compute the index even when only partial data is available. The
information on the indicators that are available is combined with past and future
values of the index to compute the most likely index value for each observation.5

The hti does not simply give us one value for the level of integration for each
country-pair (dyad) and year, it gives the entire distribution of this value. If the in-
dex was computed with only partial data, or if the indicators disagreed on the level
of integration, the index of those observations will have a much higher standard
deviation. The fact that the entire probability distribution of the index is available
is also important for the construction of the trade integration network. First of
all, it allows us to construct a much more sparse network by only modeling those
edges where the level of integration is significantly greater than zero. Trade flows
are marked by an overabundance of very small, but non-zero trade flows.6 This
means that normally either an arbitrary cut-off point has to be chosen, or a much
more dense network has to be constructed in which the majority of the edges has
a trivial weight. Instead, we construct a weighted directed network by drawing an
edge from country A to country B if the htiBA,t is significantly greater than zero
at the 1% level. The edge weights are simply the value of the hti index.

Figure 3.4 shows the number of nodes and edges of this network over time. The
strong increase in the former is for the most part due to the birth of new nations
over time, like the Austro-Hungarian Empire disbanding into Austria and Hungary
in 1918, or the dissolution of the Soviet Union. Keeping the number of countries
constant, we actually see an increase in the network density during 1880-1918 and
1950-2008.

5The index can be downloaded at: http://www.sherppa.ugent.be/hti/hti.html.
Technical details on the construction of the hti and a comparison with other indicators of trade in-
tegration can be found in [22].

6This overabundance of meaningless edges risks significantly slowing down the computation of the
more complex network characteristics and analyses.
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Figure 3.4: Number of nodes and edges of the hti network

3.6 Revealing the structure of the world’s trade pat-
terns

Having constructed the hti network, we are now set to elicit the structure of world-
wide trade from the 1880s to 1990s. While the SBM technique can be used to
analyze how this structure changes from year to year, we will restrict the analysis
in this chapter to a more high-level analysis. To that end, we split up the sample
into three periods, separated by the world wars: i.e. the first wave of globalization
(1880-1913), the interbellum (1919-1939), and the second wave of globalization
up till the disintegration of the former USSR (1946-1989).

3.6.1 The first wave of globalization: 1880-1913

We start our discussion with the first wave of globalization, in particular the years
1880-1913. Figure 3.5 shows the results of applying the temporal SBM technique
to the hti network. The left panel is similar to edge density fingerprint discussed
in figure 3.3. The gray scale of square represents the average extent to which the
countries in each stochastic block (the rows) is integrated into every other block
(the columns). This panel shows that the 146 countries that existed over this period
can be separated into three groups. What becomes immediately clear is that the
graph is far from symmetric. The first column shows that almost all countries
are strongly integrated into the first block (including the first block itself). The
other links are far less strong and blocks one and two are poorly integrated with
themselves. To aid the interpretation of the fingerprint, the second panel of figure
3.5 shows which countries belong to each of the blocks. As mentioned earlier, only
countries which existed and were actively integrated with other countries anytime
during the first wave of globalization, will appear in the analysis.7

7Because borders were subject to change during the years under consideration, we do not use a
chloropleth map but use a dot to represent a country. The borders are only there for indicative purposes.
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Notes: color online. The left panel shows a matrix with the (log of the) average index
values of links between the nodes in one block with the nodes of any other block and the
right panel a world map where countries are colored according to their block assignment.

Figure 3.5: The first globalization wave

Looking at the countries that make up the different blocks in the second panel,
we see that the first block (blue) is centered around Western-Europe and North-
America although it also includes e.g. Brazil. The second block (green) roughly
consists of former Spanish colonies in South-America and the Western part of the
African continent, while the third block (red) covers Asia, Oceania and the East-
ern part of Africa, lining up more closely with the British colonies at that time.8

Table 3.1 shows the top five countries according to how much other countries are
integrated into them. It shows Great Britain as the top country in the first block
-the block which itself has the highest indegree- making it the pivot country during
the first globalization wave.

Block 1 Block 2 Block 3
Great Britain Chile India
USA Peru China
France Bolivia Japan
Germany Ecuador Austria
Belgium Columbia Mauritius

Notes: the top 5 countries per block for the period 1880-1913 according to how strongly
other countries are integrated into them.

Table 3.1: Top 5 highest indegree: 1880-1913

8The block assignment of some small countries might sometimes seem debatable. Mostly there
really is a connection with the block, e.g. France and its overseas territories, but sometimes this is
a result of the stochastic nature of the SBM technique. For example we see that for the interbellum
Cameroon is assigned to the Scandinavian block. Overall, the bulk of the blocks stays constant when
we repeat the partitioning. But sometimes a smaller countries gets reassigned to another block. This
reassignment can happen because a country might show behavior which equally likely places it in two
different blocks.
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In terms of the particular network structure, it is clear that the trade pattern
formed during the first globalization wave fits a core-periphery model, where the
core consists of the first block (blue) and the periphery can be split up roughly
speaking into the former French and Spanish colonies (block 2, green) and the
former British colonies (block three, red). All three groups of countries are highly
integrated into the core, and the periphery’s links to itself are much weaker than
their link to the core. This is particularly strong in the case of the French/Span-
ish colonies, where the link to the core countries is many times stronger than the
links to their own peripheral block. However, there is a significant difference be-
tween the two groups of peripheral countries. To start, the former British colonies
have many more intra-block links than the French/Spanish colonies. Moreover,
unlike the latter they also have incoming links from the core countries. Return-
ing to Wallerstein’s world-system analysis, we see that while the first block forms
the core and the second block the periphery, the third block corresponds to the
semi-periphery. Of course, we realize that these findings are not new to the field
of economic history. The power of the SBM technique is that it reaches these
conclusion using only the raw trade data, without any preconception of the world
functioned during this period.

3.6.2 The Interbellum: 1919-1939

Period = 1919-1939, N = 148

0.0

0.5

1.0

1.5

2.0

2.5

lo
g(
h
ti

)

Notes: color online. The left panel shows a matrix with the (log of the) average index
values of links between the nodes in one block with the nodes of any other block and the
right panel a world map where countries are colored according to their block assignment.

Figure 3.6: Interbellum

The second time period we study is that of the inter-war period. The inter-
bellum is particularly interesting not only because it is known as a period of de-
globalization, but also to study the effects of the First World War on the worldwide
trade network. To that end, figure 3.6 shows the SBM decomposition of the trade
network during the interbellum. The group of countries more or less the same as
that during the first globalization wave, although for example end of the Austria-
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Hungarian empire resulted in a slight increase in the number of countries (148).
Comparing the pre-WWI to the post-WWI graphs, we see first of all that the

number of blocks has increased from three to five. The former group of core
countries has split up into three new blocks. This has resulted in a new group
of core countries (block 1, blue) that now also includes the newly-independent
South-American countries, a second block (orange) consisting mostly of Scandi-
navian countries and a third group (yellow) of countries from Central and South-
Eastern Europe. The fourth group (green) now consists of Canada, Mexico and the
Caribbean countries, while the final block (red) remains dominated by the (former)
British colonies (table 3.2).

While the pre-WWI trade pattern was an almost perfect example of the core-
periphery system, we see that this system has started to shift during the interbel-
lum. While the core group of countries (block 1, blue) still remains the most
linked-to block and keeps its pivotal role in the world trade system, most blocks
have started forming much stronger intra-block links. The Eastern-European block
for example is much stronger connected to itself than to any other block. In addi-
tion, the core countries are also forming stronger ties to countries outside of their
block. Similarly, the other blocks have started to form links to blocks outside of
the core, although these ties remain weak.

block 1 block 2 block 3 block 4 block 5
Great Britain Sweden Italy Canada Japan
USA Denmark Romania Virgin Isl. (Br) India
Germany Finland Czechoslovakia Guyana Australia
France Santa Lucia Austria Venezuela China
Belgium Norway Greece Jamaica Indonesia

Notes: the top 5 countries per block for the period 1919-1939 according to how strongly
other countries are integrated into them.

Table 3.2: Top 5 highest indegree: 1919-1939

3.6.3 The second wave of globalization: 1946-1989

Finally, we discuss the second globalization wave from the late 1940s to the the
fall of the Berlin wall in 1989. The change of the administrative borders of coun-
tries and the birth of new nations that followed the end of the USSR would distort
the analysis too much. In comparison to the previous two periods, the number of
countries increases with almost a third to a total of 193 in this last period. This is
mostly the result of the independence of many North and West-African countries.
Even after independence most have remained strongly linked to their former colo-
nial power, which is why the majority of these “new” countries are grouped with
the former core.
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Notes: color online. The left panel shows a matrix with the (log of the) average index
values of links between the nodes in one block with the nodes of any other block and the
right panel a world map where countries are colored according to their block assignment.

Figure 3.7: The second globalization wave

The number of blocks needed to describe the network has increased again to
six. The biggest change is the split up of the block that was dominated by British
colonies (the red blocks in figures 3.5 and 3.6). In general, the blocks now follow
mostly regional lines (e.g. the Scandinavian block (block 2, orange) or the South-
ern Africa block (block 6, purple)), although there are exceptions. For example, as
we would expect during the cold-war period, the USSR and the USSR-dominated
countries have formed a block separated from the core-group (block 3, yellow).
Added to this group is a large contingent of South-American countries, that were
grouped together with the USSR countries because of their similar links to a num-
ber of Eastern-European countries rather than their link to the USSR. Finally, table
3.3 also shows the United States taking over the leading role in the trade network.

In line with the changes made during the Interbellum, the post WWII period
show a further dismantlement of the core-periphery structure. While the first block
still remains the most important block and all of the other blocks link strongly
to it, almost all blocks link more strongly to themselves. In other words, both
the grouping of countries and the trade links between the groups now suggest
a more strong regionalized trade pattern. That being said, Western Europe and
North America remain an important central player on the world stage, forming
links to all other blocks. For example, in spite of their short distance to each other,
the two African blocks are linked much more strongly to the core group than to
each other. On the whole, we see that with a couple of exceptions, the area of the
matrix that is colored white keeps shrinking over time, meaning that most blocks
do form trade ties with the other blocks. While this could be interpreted as a
sign of an increasingly globalized world, the main trading partners remain either
countries from your own block or those from the first block in Western Europe or
North America. In other words, rather than a core-periphery pattern seen in the
two periods before, the second trade globalization wave follows a hub-and-spoke
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pattern where strong regional groupings feed into a central hub. The fact that
this pattern contains elements from globalization, core-periphery and communities
explains why earlier papers found evidence of these structures.

block 1 block 2 block 3 block 4 block 5 block 6
USA Canada Sweden Russia Japan Portugal
Great Britain Venezuela Denmark Romania Australia South Africa
Germany Antilles Norway Czech Rep. India Zimbabwe
France Trinidad Finland Congo DR S. Arabia Kenia
Italy Guyana Iceland Argentina China Angola

Notes: The top 5 countries per block for the period 1946-1989 according to how strongly
other countries are integrated into them.

Table 3.3: Top 5 highest indegree: 1946-1989

3.7 Conclusion
This chapter studied the structure of the worldwide trade network from the 1880s
to the late 1980s, looking specifically for a pattern corresponding to globaliza-
tion, regionalization or a core-periphery structure. To that end, we constructed
a weighted, directed network that captures the extent to which countries are in-
tegrated into each other. We did this using the historical trade integration index
which expresses for any country-pair worldwide the importance of import and ex-
port flows matter on their economy from as early as the 1880s.

The total time-period was split up into three sections: the first globalization
wave (1880-1913), the Interbellum, a period of de-globalization (1919-1939) and
the second globalization wave until the fall of the Berlin wall (1946-1989). The
structure of the network during these periods was analyzed using stochastic block
models, specifically using the methodology of [34–36]. These allow us to study
all the information in the network (weighted, directed and temporal) and elicit the
structure in an agnostic way allowing us to see which of these network structure,
if any, underlies in the data.

During the first globalization wave, we find a very strong core-periphery struc-
ture, where the core is made up of countries like the USA and Great Britain, the
semi-periphery by India and China, and the periphery by Chile and Peru. However,
over the next two periods, we see the slow dismantlement of this structure. First of
all, an increasing number of countries starts forming its own block and the strength
of those intra-block links surpasses in many instances the link to the original core
group. The core itself is no longer the same homogenous group it was during the
first interbellum as many former colonies are grouped together with their colonial
power. In other words, we see signs of increasing regionalization, but unlike the
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strict community structure the link with the core group remains strong. While most
blocks also start forming links with blocks other than the core (a sign of global-
ization) these links remain relatively weak. In summary, the start of the second
globalization wave is not marked by either globalization, regionalization or core-
periphery, but rather a hub-and-spoke pattern where regional clusters are linked to
a central hub.

While the current analyses are high level studies that summarize the overall
network structure over 20 to 43 years, the technique can also be used to draw
the network structure each year and link the different blocks through time. This
would allow a much more intricate look at how the network structure has evolved
from core-periphery to this hub-and-spoke pattern. For example, it can be used to
see whether this change is gradual and happens throughout the period studied, or
whether the destabilizing effect of the World Wars is the main contributor to these
high level structural changes. A more detailed look would also allow us to flag
countries that do not conform to expectations, which could lead to new insights
into the behavior of countries on this long time span. We hope to address these
and other questions in future research.
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4
Discrete hierarchy of sizes and

performances in the exchange-traded
fund universe

4.1 Abstract

Using detailed statistical analyses of the size distribution of a universe of equity
exchange-traded funds (ETFs), we discover a discrete hierarchy of sizes, which
imprints a log-periodic structure on the probability distribution of ETF sizes that
dominates the details of the asymptotic tail. This allows us to propose a classifi-
cation of the studied universe of ETFs into seven size layers approximately orga-
nized according to a multiplicative ratio of 3.5 in their total market capitalization.
Introducing a similarity metric generalising the Herfindhal index, we find that the
largest ETFs exhibit a significantly stronger intra-layer and inter-layer similarity
compared with the smaller ETFs. Comparing the performance across the seven
discerned ETF size layers, we find an inverse size effect, namely large ETFs per-
form significantly better than the small ones both in 2014 and 2015.

4.2 Introduction

An exchange-traded fund (ETF) can be thought of as a portfolio of stocks, com-
modities, or bonds, which is traded like stocks on stock exchanges. Exchange-
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traded funds have been made available as investment funds in the US in the early
nineties and in Europe in the late nineties. Ever since, ETFs have emerged as a
very important investment vehicle attracting ever increasing volumes of capital.
Its attractiveness is partly due to the relatively low management and transaction
costs involved, an element that is particularly important in times of low yields and
low interest rates. Exchange-traded funds represent an increasingly important in-
vestment vehicle with potential hazards for systemic risk and possible dangerous
menaces for the financial system [1] [2] [3]. For example, it has been shown that
arbitrageurs can contribute to cross-sectional return co-movement via ETF arbi-
trage. The presence of a stock in ETFs increases return co-movement at both the
fund and the stock levels, where the effect is strongest among small and illiquid
stocks [4]. These days, ETFs come in many different types of flavours [5]. For
example, the degree of active management varies very much from one ETF to
another.

The focus of this paper is on establishing a taxonomy of the equity ETF land-
scape on the basis of their size. From our discussion we exclude leveraged ETFs
and ETFs holding bonds and commodities, mainly to not overly complicate the
analysis. As our focus is on determining the robust and stylized features of the eq-
uity ETF landscape using size, we do not segregate by types of ETFs, for example
in terms of managed versus active versus passive, or index tracking ETFs.

Size distributions often carry information about the underlying dynamics of a
system. The analysis of the distribution of the equity ETF sizes described below
discloses some features that suggest departures from a simple power-like tail. The
occurrence of a fat tail in the distribution of ETF sizes does not really come as a
surprise given the well-documented approximate Zipf-law distribution of firm cap-
italisations [6]. The fact, however, that there are strong indications that the tail is
decorated with some log-periodic structure is remarkable. As this structure is con-
nected with discrete scale invariance, one can infer some interesting constraints on
the underlying dynamics of the equity ETF universe. Accordingly, we consider the
disclosed log-periodic structure in the size distribution as a natural tool for classi-
fication of the universe of ETFs. The inferred classification of the ETFs in several
size layers is used to study various economic indicators. We address questions
like: ’How similar are the various kinds of ETFs?’; ’How do ETFs distribute their
holdings over the wide landscape of possible holdings?’; and ’Is there a connec-
tion between the ETF size and their performance?’. These questions are naturally
motivated by the existence of the size effect, exploited in the famous Fama-French
3 factor model [7] that also addresses the fundamental issues of the relationships
between diversification and performance.

The remainder of this paper is organized as follows. In Section 4.3 we present
our empirical analysis of the equity ETF size distribution. We start off (Sec-
tion 4.3.1) with providing details of the ETF size data used and with performing a
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maximum-likelihood fit to their distribution. This reveals indications for an inter-
esting discrete hierarchical structure in the ETF size distribution that is discussed
in more detail in Section 4.3.2. In order to put this structure on more solid grounds
and to get better hold on the disclosed periodicity in the size distribution, in Sec-
tion 4.3.3 we pursue a detailed analysis of the ETF size distribution using kernel
density estimation and Lomb periodograms. In Section 4.3.4 we sketch some dy-
namical features of the ETF universe that may give rise to the observed hierarchical
structure. We work out in detail how a model based on nonextensive (or, Tsallis)
statistical mechanics, a current generalization of Boltzmann-Gibbs (BG) statisti-
cal mechanics, can give rise to the discerned oscillatory structures in the ETF size
distribution. The basic premises of the proposed model is that the system consist-
ing of all ETFs operates as an open system in a capital reservoir. The size of the
ETF system is subject to capital exchange with the reservoir, whereby there is a
mechanism of both preferential attachment and growth. In Section 4.4 we intro-
duce a classification into seven layers of the equity ETFs based on the discerned
log-periodic hierarchy. We also explore how the economic properties vary over the
various size layers. Thereby, we investigate the intra-layer and inter-layer similar-
ities (Section 4.4.1), the variations in the stock holding ubiquity and capitalisation
over the different layers (Section 4.4.2), and the connection between layer and
performance (Section 4.4.3). Our conclusions are drawn in Section 4.5.

4.3 Analysis of the distribution of ETF sizes

4.3.1 Distribution of total net asset values of ETFs

At the end of 2014, we collected data for all exchange-traded funds (ETFs) la-
belled as equity ETFs from Thomson Reuters Eikon. This resulted in a set of 479

ETFs for which we obtained the total net assets and the entire composition of their
portfolios. In total, this comprised 11, 643 different assets and about 100, 000 po-
sitions, for a total net assets over all ETFs of 1.399×1012 US$. Figure 4.1 includes
the complementary cumulative distribution function (CCDF) of the total net assets
of ETFs, i.e., the fraction of ETFs of total net assets larger than or equal to S.
Also shown is the CCDF of the log-normal that best fits the data, as obtained by
the maximum-likelihood method. The probability density function (PDF) of the
log-normal law lnN reads

lnN (µL, σ
2
L) =

1

x
√

2πσ2
L

e
− (ln x−µL)2

2σ2
L , (4.1)

with µL the location and σL the scale parameter whose maximum-likelihood esti-
mates are µ̂L = 18.7 and σ̂L = 2.24. This corresponds to the mode (or most prob-
able) ETF size of approximately 130×106 US$ and a mean ETF size of 1.6×109
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Figure 4.1: The left figure shows the empirical complementary cumulative distribution
function (CCDF) of total net assets as a function of total net assets (decimal log-log scale)
for the set of 479 equity ETFs collected from Thomson Reuters Eikon in December 2014.
The green full line is the maximum likelihood estimation of the lognormal distribution of

Eq. 4.1 with µ̂L = 18.7 and σ̂L = 2.24. The right figure shows the corresponding
residuals – the difference between the lognormal fit and the data – as a function of total net

assets.

US$. The much larger value of the mean compared to the mode reflects the exis-
tence of a very strong “fat tail” quantified by σ̂L.

When referring to fat tails, it is often convenient to use power law distribu-
tions. The tail of a log-normal distribution with large variance (as found here) is
difficult to distinguish from a power law distribution (see e.g. Ref. [8] and Sec-
tion 4.1.3 of Ref. [9]). Indeed, visually, the tail of the empirical CCDF shown in
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Fig. 4.1 seems roughly compatible with an asymptotic power law with an expo-
nent of about 1 (Zipf’s law). Such an approximate asymptotic Zipf’s law has been
documented for the distribution of firm sizes [6]. The fact that a similar approxi-
mate behaviour in the asymptotic tail is observed for the distribution of ETF sizes
is not really a surprise as it can be expected from the presence of two joint and mu-
tually reinforcing mechanisms. First, it is well known that the size of individual
firms approximately obeys Zipf’s law [6, 10–13]. This result is robust [14] and has
been confirmed for different countries [10] and for several measures of firm size
including number of employees, profits, sales, value added, and market capitaliza-
tions. Therefore, randomly generated portfolios with weights roughly proportional
to firm capitalisations will also have an asymptotic Zipf distribution in their tail,
as a result of the generalized central limit theorem (see Section 4 of Ref. [9] for a
pedagogical presentation). Second, Zipf’s law appears quite generically from the
combination of three very robust ingredients, namely ETFs are born, they grow
via proportional growth and then can also die or close. As outlined in Refs. [15]
(Chapter 10) and [16], mergers and acquisitions do not change significantly the
overall picture. If the stochastic component of proportional growth is large, Zipf’s
law is generically an excellent approximation of the tail [15, 17].

Figure 4.2: Lomb periodogram of the residual function ∆F (S) shown in the right figure of
Fig. 4.1. Here, ω is the conjugate variable to the logarithm of the ETF sizes. The

occurrence of the three peaks at ω1 = 2.5 (large peak), ω2 = 5.2 ≈ 2ω1 and
ω3 = 8.2 ≈ 3ω1 is interpreted in the text. As explained in the text, the peak at ω = 0.78 is

likely due to the conjunction of noise in the presence of a finite range of analysis.

Therefore, the observation of a fat tail that looks roughly like Zipf’s law is not
of much significance. What is much more surprising is the existence of very large
deviations from a smooth tail, as made apparent by the structure of the residuals
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∆F (S) of the lognormal calibration also shown in Fig. 4.1. The pattern of these
residuals clearly dominates the question of what is the asymptotic behaviour at
large ETF sizes. A first preliminary conclusion is that there appears to be signifi-
cant more texture to the tail of the CCDF than just a power law or log-normal tail.
We now turn to the detailed quantitative analysis of these residuals.

4.3.2 Evidence of a discrete hierarchical texture in the distri-
bution of ETF sizes by spectral analysis of the residuals

A visual inspection of the residuals ∆F (S) shown in Fig. 4.1 suggests a noisy os-
cillation. To ascertain the significance of this observation, we calculate the Lomb
periodogram of these residuals, shown in Fig. 4.2. The use of the Lomb peri-
odogram, instead of a Fourier transform, is required as a result of the non-even
spacing of the pseudo-time variable, namely the logarithm of the total net assets
S. Recall that the Lomb periodogram is a method for spectral analysis, which
quantifies the contribution of each frequency to a given signal, based on the local
least square fit of sine functions to the data [18]. In our case, the signal is the func-
tion ∆F (S) shown in the right panel of Fig. 4.1 expressed as a function of lnS.
A statistically significant oscillatory component would mean that ∆F (S) can be
expressed as

∆F (S) = A+B cos[ω lnS + φ] +O
(
(lnS)2

)
, (4.2)

where (A,B, φ) are three constants and O
(
(lnS)2

)
is a second-order residual

function of amplitude much smaller than B.
It is important to note that ω is not an angular frequency in the usual sense,

as it is the conjugate variable to lnS and not to S. In other words, as already
mentioned, the Lomb spectral analysis is performed in terms of the variable lnS.
Thus, the presence of periodicity in the lnS variable means that the residual func-
tion ∆F (S) is log-periodic in the function S, i.e. it exhibits the symmetry of “dis-
crete scale invariance” [19, 20]. In particular, ω is dimensionless. Fig. 4.2 exhibits
an extremely large peak at ω = 2.5 ± 0.2, which embodies the value of the scal-
ing ratio p1 := exp(2π/ω1) = 12.3 for ω1 = 2.5 and quantifies the ratio of the
geometrical series Sn at which the cosine in expression (4.2) is equal to 1 (i.e.
ω ln(Sn) + φ = 2πn, where n is an arbitrary integer). According to extensive
simulations in the possible presence of heavy-tailed and correlated noise [21], one
can ascertain that this peak at ω = 2.5 ± 0.2 is statistically highly significant. It
expresses the existence of a discrete hierarchy of ETF sizes, roughly spaced ac-
cording to the ratio p1 = 12.3. Note also the existence of the two smaller peaks
at ω2 = 5.2 ± 0.2 ≈ 2ω1 and ω3 = 8.2 ± 0.4 ≈ 3ω1. The presence of these
harmonics strengthens the evidence for log-periodicity [22, 23]. The peak at the
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lowest value ω = 0.78 corresponds to an oscillation of about the size of the entire
range of values, which can be expected just from cumulative noise effect [24] and
we thus ignore it.

4.3.3 Generalized derivative and Lomb periodogram of the PDF
of ETF sizes

In science, and especially in statistics, it is challenging to prove the absolute re-
ality of an empirical observation. But one can scrutinise the data with a variety
of distinct and complementary methods, which altogether may provide confirming
evidence of the claimed phenomenon and thus stronger trust in its genuine exis-
tence. Because the claim of discrete scale invariance and of a discrete hierarchical
structure in the distribution of ETF sizes is rather unexpected and of possible eco-
nomic importance, we present a detailed analysis of the observed log-periodicity
using a completely different methodology, which follows precisely the procedure
described in [25, 26]. The procedure has three components: (i) the kernel density
estimation (KDE) of the probability density function (PDF) (instead of using the
CCDF) of the ETF sizes; (ii) the construction of the generalized (H, q)-derivative
of the PDF, and (iii) the calculation of its Lomb periodogram.

Working with the PDF of ETF sizes has the advantage compared with the
CCDF of being a local measure of the distribution, hence less prone to the in-
fluence of contamination by systematic biases. However, the PDF is more noisy
and harder to estimate with limited data. A standard and robust estimation method
consists in constructing its kernel density estimator, which is a kind of smoothed
histogram. The Gaussian KDE of the PDF of the logarithms lnS of ETF sizes is
defined as

f̂σ (lnS) =
1

N

N∑
i=1

N
(
lnS − lnSi, σ

2
)
, (4.3)

with N (0, σ2) a zero-mean Gaussian distribution with variance σ2, and the sum
is over the N = 479 data points lnSi. Further, in the context of KDE one refers
to σ as the bandwidth. Figure 4.3 shows the KDE of the PDF of ETF sizes for
different bandwidths σ. The optimal bandwidth σo = 0.22 is determined with
cross validation. Recall that, in cross validation, the model is first fit to part of
the data, after which a quantitative metric is computed to determine how well
this model fits the remaining data. Obviously, there are strong indications for
oscillatory behavior emerging from the KDE analysis of the PDF of ETF sizes.
We use the generalized derivative of this function in order to gain a better insight
into this oscillatory behaviour.

The generalized (H, q)-derivative of a function f(x) is defined as [27, 28]

DH
q f(x) ≡ f(x)− f(qx)

[(1− q)x]
H

, (4.4)
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Figure 4.3: The left figure shows the Gaussian KDE of the PDF of the logarithms of the
ETF sizes for three different values of the bandwidth. The blue line is for the optimal

bandwidth (σo = 0.22) determined using cross validation. The green and red line
correspond with a bandwidth of σo/2 and 2σo. The right figure shows the generalized

derivative DH=0.5
q=0.65 of the curves of the left figure. For σo/2 we also show DH

q for different
combinations of the values (0.5 ≤ H ≤ 0.9, 0.65 ≤ q ≤ 0.95).

and provides a robust metric of the trend or slope of a function. This is particularly
useful to detect features in a noisy function, such as the PDF of ETF sizes studied
here. Figure 4.3 includes the DH

q of the KDE of the PDF of ETF sizes for three
bandwidths. As recommended in Refs. [27, 28], we have scanned H from 0.5

to 0.9 in steps of 0.08, and q from 0.65 to 0.95 in steps of 0.06 and found that
the results are robust. Accordingly, the displayed DH=0.5

q=0.65f(lnS) results can be
considered representative. One can observe three to four well formed oscillations
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Figure 4.4: Lomb periodogram of the generalized (H, q)-derivative of the Gaussian KDE
of the PDF of the decimal logs of the ETF sizes with σo/2 and different values of the

combination (0.5 ≤ H ≤ 0.9, 0.65 ≤ q ≤ 0.95). The black vertical line is at the center
value of ω = 4.6± 0.6, which corresponds to the scaling ratio for the ETF sizes S of

p = exp(2π/ω) = 3.9± 0.4.

in the logarithm of the ETF sizes S, quite similarly to the observations of the
cumulative distribution approach.

In order to extract the strongest contributing frequencies, we have computed
the Lomb periodogram of the generalized (H, q)-derivative of the Gaussian KDE
of the PDF of the logarithms of the ETF sizes. We choose the kernel estimation
with σo/2 as it is representative of the other estimators but exhibits the largest os-
cillatory amplitudes. The resulting periodograms are shown in Fig. 4.4. First, the
peaks at low angular log-frequencies ω < 1.5 represent oscillations with a wave-
length of about the size of the entire range of values and hence can be ignored as
explained above [24]. There is only one noticeable peak at a value of ω = 4.6±0.6

that can be put in correspondence with the second harmonic ω2 = 5.2 ± 0.2 pre-
viously reported. This angular log-frequency corresponds to a scaling ratio of
p2 = exp(2π/ω2) = 3.9± 0.4. Note that, when averaging the Lomb periodogram
over the scanned H and q, the same estimate ω = 4.6± 0.6 for the unique signif-
icant peak is obtained, providing evidence that it has a real existence. There is no
significant peak at ω1, likely as a result of the high-frequency noise associated with
the construction of the PDF. Note that the general available theory of log-periodic
functions indicates that different harmonics can have very different amplitudes that
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depend on subtle properties of the problem [29]. In other words, one should not be
surprised that the different harmonics of log-periodicity express themselves with
different amplitudes in distinct signals.

4.3.4 Mechanisms of discrete scale invariance in the PDF of
ETF sizes

Sections 4.3.2 and 4.3.3 have presented statistically significant evidence of the ex-
istence of a discrete hierarchical structure in the distribution of ETF sizes, with
preferred scaling ratios approximately equal to p1 ≈ 12 and p2 =

√
p1 ≈ 3.5.

Reference [19] provides a review of the many mechanisms that can produce such
a discrete hierarchy. While we cannot offer a definite mechanism and test for its
relevance, the most likely candidates are the Kesten process [30, 31] and aggrega-
tion/fragmentation dynamics [32]. The Kesten process can be used to describe the
growth of portfolio as a result of the joint addition of new deposits and of stochastic
proportional growth. Log-periodic PDFs emerge quite robustly if the multiplica-
tive stochastic factors are not too broadly distributed. The aggregation/fragmenta-
tion dynamics could be also a limiting process for the formation of ETF portfolios,
for which it can be shown that discrete scale invariance may emerge for quite gen-
eral aggregation/fragmentation kernels.

Another explanation for the occurrence of distributions with a power law deco-
rated by log-periodic oscillations finds its origin in the formalism of nonextensive
statistical mechanics [33]. At any instant of time, the universe of ETFs behaves as
an open system that seeks to find equilibrium with the whole of the capital market
that acts as a reservoir. In the context of equilibrium statistical physics, this equi-
librium process [34] gives rise to the well-known Boltzmann-Gibbs distribution of
the sizes of the ETFs

PBG (0 ≤ S ≤ ∞) =
1

T0
exp− S

T0
, (4.5)

where the temperature T0 acts as a typical scale parameter for the size of the ETFs.
In this picture, all ETFs (independent of size) are subject to a similar stochastically
driven capital exchange with the reservoir of the complete market. In other words,
the universe of ETFs is embedded in the reservoir of investment products and
the exchange between any element in the ETF universe and the reservoir can be
parametrized by a single scale parameter T0. The larger T0 the larger the average
size of the ETFs. Obviously, Eq. (4.5) does not give rise to fat tails in the distri-
bution of the ETF sizes and cannot be considered realistic given the observations
of Section 4.3.1. A generalization, however, proceeds as follows. The Boltzmann-
Gibbs exponential distribution (4.5) is a solution to the following equation

dPBG(S)

dS
= − 1

T0
PBG(S) . (4.6)



EXCHANGE-TRADED FUNDS 85

In nonextensive statistical mechanics, this equation is extended by adding a nonex-
tensivity parameter n

dP (S)

dS
= − 1

T (S)
P (S) = − 1

T0 + S
n

P (S) . (4.7)

A particular solution to this equation is known as the Tsallis distribution

P (S) =
n− 1

nT0

(
1 +

S

nT0

)−n
. (4.8)

The Tsallis distribution nicely interpolates between the Boltzmann-Gibbs expo-
nential for ETF sizes S smaller than the scale parameter T0 and a power law tail
for S � T0. The nonextensivity parameter n makes the temperature –in the cur-
rent context a proxy for the typical amount of capital exchange of an ETF with the
reservoir of investment products– dependent on the actual ETF size S. Loosely
speaking, the parameter 1

n can be interpreted as a measure for the degree of pref-
erential attachment [35], or the extent to which the rich ETFs get richer. In the
current context, the n accounts for the fact that there is an increased linear ten-
dency of an ETF to accrue money from the reservoir of investment products as it
increases in size S. The quantity n determines the asymptotic behaviour of the dis-
tribution P (S). The normalization condition

∫∞
0
P (S)dS of the distribution (4.8)

requires that n > 1. The Tsallis distribution, for example, provides an excellent
fit to transverse momentum distributions in high-energy collisions with values of
n of the order 6-8 [36]. Obviously, the limit n → ∞ corresponds to a vanishing
preferential attachment effect. The smaller n the larger the difference between the
temperature associated with the small and the large ETFs. Small ETFs, that are
defined as those with a current size smaller than the scale T0 experience a temper-
ature T ≈ T0 in their interaction with the capital market. Large ETFs, defined as
ETFs larger than the scale T0, experience a temperature T (S) that scales linearly
with their size T (S) = T0 + S

n .
Building on the connection between preferential attachment growth and nonex-

tensive statistical mechanics [35] and following the derivations of Ref. [20] we now
explain that the differential equation of the type (4.7) can give rise to distributions
P (S) that have a power law tail decorated with log-periodic oscillations if one
adds an evolutionary aspect to the system. In finite difference form, the Eq. (4.7)
can be written as

P (S + δS) =
−nδS + nT0 + S

nT0 + S
P (S) =

−δS + T (S)

T (S)
P (S) , (4.9)

where δS can be interpreted as a single-step small increment of the ETF size S. We
now seek to find the solutions to the evolution equation (4.9) for a specific choice
for the increment δS. As the changes δS can be anticipated to be proportional to
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the fluctuating temperature T (S) one can introduce an additional scale parameter
γ

δS ≡ γnT (S) = γn

(
T0 +

S

n

)
= γnT0

(
1 +

S

nT0

)
, (4.10)

where γ can be made arbitrary small by imposing the condition γ � 1
n and recall-

ing that n > 1. After inserting the expression (4.10) into (4.9) one finds that

P (S(1 + γ) + γnT0) = (1− γn)P (S) . (4.11)

In the asymptotic regime S � T0, one finds

P (S(1 + γ)) ≈ (1− γn)P (S) (S � T0), (4.12)

an expression that for finite values of γ is directly recognized as the usual condition
P (λS) = µP (S) for scale invariance of the function P (S). It is well known
[19, 20] that the most general solution for the asymptotic part of the distribution is
a linear combination of power laws with complex exponents αk(γ, n)

P (S) ≈
∑
k∈N

wkS
−αk(γ,n) (S � T0), (4.13)

with,

αk∈N(γ, n) = − ln (1− nγ)

ln (1 + γ)
+

2πik

ln (1 + γ)
. (4.14)

As is usually done, we retain only the terms in w0 and w1 and the real part of the
function, to obtain

P (S) ∼ S−n−
n
2 (n+1)γ+O(γ2)

[
w0 + w1 cos

(
2π

ln(1 + γ)
lnS

)]
(S � T0) .

(4.15)
For large values of the ETF size S (S � T0), the distribution P (S) behaves as
a power law decorated with a log-periodic oscillation of the type ∆F (S) defined
in Eq. (4.2). This is compatible with the qualitative findings for the tail parts of
the empirical distribution of ETF sizes (see Figs. 4.1 and 4.3). We stress that the
log-periodic oscillation in the above distribution P (S) is determined by the finite
parameter γ that is connected with the time evolution of the system in accordance
with multiplicative size increments δS that obey the relation (4.10). For infinitesi-
mally small increments – that correspond with γ → 0 – one has that

lim
γ→0

e−αk(γ,n) = e−α0 (∀k) , (4.16)

and the asymptotic distribution of (4.15) reduces to the tail S−n of the Tsallis
distribution (4.8).
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As a matter of fact, the proposed asymptotic solution (4.15) of the evolution
equation, provides one with a prediction for the angular frequency of the oscilla-
tions in lnS after one time step

ω1 =
2π

ln(1 + γ)
. (4.17)

The measured distribution of ETF sizes is the result of many multiplicative evolu-
tion steps of the type (4.9) each with its finite characteristic scale parameter γt. The
size of the ETF at the time instances t and t−∆t are connected by an expression
of the type (4.10)

δSt = St − St−∆t = γtn

(
T0 +

St−∆t

n

)
. (4.18)

For the sake of simplicity, let us assume that there are κ time steps ∆t and that all
γt are equal: γt = γ,∀t.

Proceeding in a fashion analogous to the above derivations and detailed in
Ref. [20], one finds after κ time steps an asymptotic distribution P (S) that is
similar to the result of (4.15) apart from the following substitution in the angular
frequency ωκ of the cos (ω lnS) term

ω1 =
2π

ln(1 + γ)
=⇒ ωκ =

2π

κ ln(1 + γ)
. (4.19)

This means that the angular frequency of the oscillations in lnS decrease with the
finite number of time steps κ as 1

κ . As a consistency check and referring to the
observed oscillations in the size distributions of the ETFs in Fig. 4.4: for ω = 4.6

one finds γ = 0.014 for κ = 100 and γ = 0.0014 for κ = 1000.

4.4 Analysis of the economic significance of the hier-
archy of ETF sizes

We now explore whether the discrete hierarchical structure in the distribution of
ETF sizes could be associated with economic properties of the ETF portfolios.
Studying the return-risk properties of the hierarchy of ETF sizes is tantamount to
investigating the generalisation of the size factor (also often referred to as SMB for
“Small [market capitalization] Minus Big [market capitalization]”) of the three-
factor Fama-French model [37]. Recall that the introduction of the SMB factor
was motivated by the observation that small capitalisation stocks have tended to
do better than the market as a whole. The observation that the size effect is rather
weak, especially in the last decade, has pushed Fama and French to extend their
three-factor model to a five-factor model [38]. Therefore, we expect to find only
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Figure 4.5: Partitioning of the distribution of ETF sizes obtained with the Gaussian KDE
of the PDF of the logarithms of the ETF sizes with σo/2, by identifying the minima and

maxima that are separated by a factor close to p2 ≈ 3.5. The seven size layers are
bracketed by the vertical lines.
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weak signatures of the size hierarchy. Nevertheless, we propose that it is worth-
while to investigate a generalisation of the dichotomy between small and big ETF
sizes, by using the discrete hierarchy discovered above.

In order to construct the size layers partitioning the ETF universe, we use a
specific geometric partitioning of the ETF universe based on the discovered scaling
ratio p2 = exp(2π/ω2) ≈ √p1 ≈ 3.5, because it is present both in the analysis of
the CCDF (Section 4.3.2) and of the PDF (Section 4.3.3) of ETF sizes. Moreover,
it amounts to the simplest substructure to the dominant scaling ratio p1 ≈ 12

identified in Section 4.3.2. We partition the distribution of ETF sizes obtained with
the Gaussian KDE of the PDF of the logarithms of the ETF sizes with σo/2, by
identifying the minima and maxima that are separated by a factor close to p2 ≈ 3.5.
The obtained set of seven size layers are represented in Fig. 4.5. Table 4.1 reports
a number of properties for each size layer i, including the number of ETFs, the
average number of holdings per ETF, the upper bound size (ubi) and the ratio
ubi/ubi−1. One can observe that the mean value of this ratio is 3.6, which is close
to the scaling ratio of p2 = 3.5 ± 0.2, as expected. Note that the most probable
ETF size of approximately 130 million US$ determined in Section 4.3.1 falls close
to the boundary between the third and fourth size layer. In contrast, the mean ETF
size of 1.6 billion US$ is close to the boundary between the fifth and sixth size
layer.

4.4.1 Intra-layer and inter-layer similarity of stock holdings across
ETF size layers

To investigate whether there is a connection between the different size layers and
the portfolio composition of the ETFs, we compare the portfolio similarity of the
different scales. The portfolio similarity simee′ of ETFs e and e′ is defined as

simee′ = sime′e =

∑
i∈|he∩he′ |

weiwe′i√∑
k∈he w

2
ek

√∑
l∈he′

w2
e′l

, (4.20)

where he and he′ are all the holdings of ETFs e and e′, and wei is the portfolio
weight of holding i in ETF e.

Figure 4.6 represents the matrix of average intra-layer and inter-layer similar-
ities of ETFs, as defined by (4.20) across the seven size layers. Specifically, an
entry SIM(i, j) of this matrix is the average similarity simee′ between the portfo-
lios of all ETFs e in size layer iwith all the ETFs e′ in size layer j. Firstly, one sees
that size layers consisting of larger ETFs are more self-similar. As the size layer
number i increases, there is less diversity in the number of holdings used to con-
struct the portfolios of the corresponding ETFs. The SIMI ≡SIM(I, I) column of
Table 4.1 reports these intra-size layer similarities. To sum up, two size layers of
large ETFs are more similar than two size layers of smaller ETFs or than a size
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Figure 4.6: Matrix of the average intra-layer and inter-layers similarities of ETFs across
the seven size layers defined from Fig. 4.5 and detailed in Table 4.1. An entry SIM(i, j) of
this matrix, as indicated by the white number and the color scale, is the average similarity

expressed in percentages between the portfolios of all ETFs in size layer i with all the
ETFs in size layer j. The similarity between two ETFs is defined by Eq. (4.20).
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layer of small ETFs and a size layer of large ETFs. The first smallest size layer
1 breaks this regularity, which is kind of an oddity that can perhaps be associated
with the very small sizes of these ETFs. The column SIMM of Table 4.1 reports
the average overlap of the ETFs in a given size layer with the market portfolio.
To construct the market portfolio, we consider all the stocks held by ETFs. The
weight of a stock in this portfolio is simply its market capitalization divided by
the total market capitalization of all the stocks combined. Not surprisingly, one
can observe that the larger size layers exhibit a stronger similarity to the market
portfolio.

Size layer #ETFs N̄h ubi/ubi−1 SIMI (%) SIMM (%)
]lbi, ubi]

(
106US$

)
1: ]0, 9] 48 172 3.03 13.04

2: ]9, 38] 88 150 4.2 1.04 7.78
3: ]38, 150] 109 183 3.9 1.82 8.54

4: ]150, 430] 84 229 2.9 4.5 14.37
5: ]430, 1500] 77 258 3.4 5.72 17.58

6: ]1500, 5000] 43 281 3.3 6.74 19.44
7: ]5000,∞] 30 288 11.29 26.13

Table 4.1: For each identified ETF size layer i = 1, 2, . . . , 7, this table reports the
corresponding interval of covered market capitalisations with the upper (ubi) and lower

bound (lbi). For example, size layer 2 contains ETFs with capitalisations between
9×106 US$ and 38×106 US$. Further, for each size layer we provide the number of
ETFs, the average number N̄h of holdings per ETF, the ratio ubi/ubi−1, the average

overlap similarity over all ETF pairs in a band (SIMI) and the average overlap with the
market portfolio (SIMM ).

The greater intra-layer and inter-layer similarity of ETFs of large sizes is not
surprising, as a large amount of capital to invest needs to find a large number of
potential firms with not too large weights in order to limit market impact. As the
universe of available stock investment is finite, and the set of attractive stocks is
even more limited at any given time, it can be expected that the large ETFs exhibit
significant overlaps in their holdings. For instance, who would not hold the largest
firms such at Apple in their portfolio?

To quantify further this similarity in the holdings of the large ETFs, we define
the two adjacency matricesMbin

bh andMfrac
bh with dimensions (Nb ×Nh). Here,

Nb = 7 is the number of size layers and Nh = 11, 643 is the total number of
distinct holdings over the 479 equity ETFs considered. The fact that one ETF in
the size layer b has a position in stock h is encoded by Mbin

bh = 1, otherwise
Mbin

bh = 0. The second matrix is defined such that the element Mfrac
bh is equal

to the fraction of ETFs in the size layer b that have a position in the holding h.
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Figure 4.7: The matricesMbin
bh (left) andMfrac

bh (right) as defined in the text. The upper
panel ofMfrac

bh shows the fraction of the equity ETFs in which a certain holding occurs.
The 11,643 holdings are sorted according to their ubiquity with rank 1 corresponding to

the most ubiquitous stock.

The adjacency matricesMbin
bh andMfrac

bh are shown in Fig. 4.7. The holdings are
sorted from highest to lowest ubiquity in the 479 equity ETFs considered in our
analysis. The adjacency matrices of Fig. 4.7 allow us to draw several conclusions.
First, larger ETFs tend to use a smaller set of stocks to invest in. Second, larger
ETFs tend to select increasingly from the same ubiquitous stocks. The ETFs in
size layer 2, on the other hand, nicely sample from the entire space of holdings.
Third, the first size layer 1 is an exception to this stylized picture and appears to
be a smaller version of size layers 5 and 6.
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Figure 4.8: For all the 479 ETFs and for each size layer separately, the market
capitalization at the end of 2014 for all the holdings considered in Fig. 4.7. The holdings

are sorted from highest to lowest ubiquity and the results are plotted on log-log axes (base
10). The dashed red line in the upper left panel indicates the separation between the two

clusters mentioned in the text.

4.4.2 Relationship between stock holding ubiquity and capital-
isation within ETF size layers

As already mentioned, an obvious explanation for why larger ETFs tend to be more
similar is that they need to hold stocks with a larger market capitalisation. Holding
too many smaller stocks might prove too costly and not sufficient to absorb the
capital in need of investment opportunities. The concentration and similarity of
large ETFs may, in large part, just reflect the reduction in available large stocks
to invest in. To investigate this hypothesis, we first study the relation between the
ubiquity of a stock and its market capitalisation. The results are shown in Fig. 4.8
for all holdings and per size layer respectively. The figure exemplifies that, up
to the 500 largest firms (up to rank 500), the sizes of the corresponding firms are
drawn from approximately the same distribution with a minimum size of about
5×109 US$. In contrast, below rank ≈500, one can observe a simple power law
relationship relating the size of the smallest admissible firms with respect to their
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Figure 4.9: For the entire sample of 479 equity ETFs and for each size layer separately,
this figure shows the boxplots of the market capitalisations of all the stocks held by the

ETFs. We note that the boxplot covering all the holdings is not a mere aggregation of all
the size layers. In addition to presenting the boxplots, we show also the so-called violin

plots that give the full distribution in thin lines along each vertical axis.
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abundance in the universe of ETFs. The corresponding exponent of the power law
is α = 1.7028± 0.0002 where the power law is f(x) ∝ 1/xα+1.

As expected, smaller stocks tend to be less ubiquitous in large ETFs. This ef-
fect is most obvious in the panel of size layer seven. On the contrary, we do not see
that small ETFs only hold small cap stocks. Surprisingly, Fig. 4.8 uncovers some
additional structure. There appear to be two clusters in the considered “market
cap”-“holding ubiquity” matrix, and to guide the eye we have drawn a separation
line in the panel including all stocks.

Figure 4.10: Performance for the entire sample of ETFs and the different size layers in the
years 2014 (left) and 2015 (right). We present the performance measure as boxplots

complemented by violin plots giving the full distribution in thin lines along each vertical
axis.

We have also investigated the distribution of the market capitalisation of all
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the stocks that appear in the discerned size layers. Figure 4.9 shows the market
capitalisations of all the stocks that are held by the ETFs in the considered subset,
be it the entire sample of ETFs or a particular size layer. The boxplot for all the
holdings over all ETFs is not a mere aggregation of the boxplots of all size layers,
as stocks can appear only once. For size layers 6 and 7, but remarkably also
for size layer 1, the distribution is clearly shifted to stocks with a larger market
capitalisation. The violin plots of the full PDFs for the whole ETF market and
each size layer reveal that the distributions have more structure than being uni-
modal and symmetric. They exhibit significant skewness as well as bi-modality as
is the case for size layers 1 and 5.

4.4.3 Investment performance across the seven ETF size layers

Figure 4.10 presents a measure of performance of the ETFs in each size layer and
in total for 2014 and 2015. Unfortunately, we do not have access to comparable
data on ETFs for other calendar years, which prevents us from performing factor
regressions as in [7, 38]. As metric of performance, we use the Sharpe ratio,
defined as the annualised mean return divided by annualised volatility (standard
deviation of the returns). We take a reference risk free interest rate equal to 0.
In addition to presenting the standard boxplots, we show also the violin plots that
give the full distribution in thin lines along each vertical axis.

In 2014, all median Sharpe ratios were positive, showing that the majority of
ETFs generated positive returns. In addition, a significant inverse-size effect can
be observed: the upper size layers 5-7 significantly over-perform the lowest size
layers 1-3, with size layer 4 representing an intermediary case. In contrast, 2015
has been a difficult year for ETFs as well as for hedge-funds in general. Except for
size layer 6, all other size layers have negative median Sharpe ratios. One can also
observe an inverse size effect, in the sense that the upper size layers also perform
better than the lower ones, but the difference is less pronounced than in 2014.
The higher performance of large ETFs is reminiscent of the increasing returns
to wealth inequality found, for example, for university endowments [39] and for
households’ portfolios [40]: larger endowments provide much larger returns as a
result of better economies of scales, and of access to more investment opportunities
and to more skilled managers. Similarly, larger households’ wealth enable access
to more diversified portfolios.

The violin plots of the full PDFs for the whole ETF market and each size
layer in Fig. 4.10 reveal that the distributions have more structure than being uni-
modal and symmetric. The discerned bi-modality of the PDF of Sharpe ratios for
the whole market can be attributed to the distinct performance of two classes of
ETFs, the less performing one represented mostly in size layers 2-4 and the more
performing one populating the size layers 5-7.
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4.5 Conclusion
We provided a novel detailed analysis of the size distribution of a universe of al-
most 500 equity ETFs and discovered a discrete hierarchy of sizes, which imprints
a log-periodic structure on the probability distribution of ETF sizes that dominates
the details of the asymptotic tail. We used the found discrete hierarchy to propose
a classification of the whole universe of ETFs into seven size layers. Introducing a
similarity metric, we found that the largest ETFs exhibit both stronger intra-layer
similarity and stronger inter-layer similarity compared with the smaller ETFs. We
have found strong indications that this reflects the obligation for large ETFs to
spread their capitalisation on a relatively more reduced set of large stocks. This
lack of diversification in the classes of large ETFs seems to reinforce the concen-
tration of stock capitalisation known as Zipf’s law. This concentration together
with the similarity of holdings suggests potential vulnerability to systemic risks.
We also provided comparative performance across the seven ETF size layers and
found an inverse size effect, namely large ETFs perform significantly better than
the small ones.
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Part II

Methodological contributions
to temporal network theory





5
Dynamical properties of interaction

data

5.1 Abstract

Network dynamics are typically presented as a time series of network properties
captured at each period. The current approach examines the dynamical properties
of transmission via novel measures on an integrated, temporally extended network
representation of interaction data across time. Because it encodes time and interac-
tions as network connections, static network measures can be applied to this “tem-
poral web” to reveal features of the dynamics themselves. Here we provide the
technical details and apply it to agent-based implementations of the well-known
SEIR and SEIS epidemiological models.

5.2 Introduction

Network measures provide useful insight into the structure of relationships and
interactions, and the breadth of systems that can be represented as a network has
fostered an explosive growth in network analyses across all disciplines (for an
introduction see [1]). Separately, analyzing system dynamics is common to all
sciences; sometimes as differential equations, other times as regressions on time
series data, and yet other times in animations or sequences of large patterns in
data (e.g., changes in spatial maps or structural diagrams). But these standard
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approaches capture only the dynamics of a measure rather than a true measure
of the system’s dynamics. In order to measure a system’s processes directly, the
methodology presented here captures the interaction and/or structural dynamics in
a temporally extended network representation. Network measures applied to this
“temporal web” then reveal features of the processes itself.

A number of recent papers have outlined similar techniques for capturing dy-
namic networks and/or dynamics on networks using a layered graph structure
[2, 3]. Although these other temporal graphs have layers through time, those lay-
ers are not connected and the analysis focuses on time slices of the graph. Us-
ing the standard or adapted network measures for structural properties, values for
time slices are calculated and compared to other slices. Our approach utilizes
connections across time, i.e., spanning multiple slices. While standard “temporal
networks are not graphs” [4], but rather series of graphs in temporal layers, our
technique creates a single graph through transtemporal edges. We further differ in
that our analytical technique is applied to this temporally extruded graph (i.e., the
graph generated by connecting the layers) and its cross-temporal subgraphs rather
than to time-slice layers. This makes a very different class of measures useful and
provides distinct insights into the system’s dynamics.

To demonstrate the technique we apply it to agent-based models (ABM) of
both SEIR and SEIS epidemiological systems (i.e., a disease for which people go
through the stages susceptible, exposed, infectious, and removed/recovered and
alternatively in which people become susceptible again after the infectious state).
This class of models offers a good test case because it has been well explored and
is analogous to processes in many fields outside epidemiology (spread of ideas,
technology, ...) [5]. Using an ABM instead of a categorical or stochastic differen-
tial equation model allows us to record the actual transmission events as well as
perform agent- and time-specific contingency analyses. The purpose of this pa-
per is not to contribute substantively to the modeling of SEIR or SEIS dynamics,
but rather to demonstrate a new technique for measuring those dynamics. For this
reason we have calibrated our SEIR ABM models to the ones presented by Rah-
mandad and Sterman [6]. By doing so we intend to inherit their description and
minimize our exposition of the ABM model, its comparison to differential equa-
tions models, and the implications of heterogeneity in the ABM for health policy
and transmission effects. Our SEIS model uses the same parameters as the SEIR
model, and furthermore is build using the same interaction “skeleton” and random
seeds as the SEIR models to provide the closest comparisons (more details below).

The purpose here is not to endorse a particular form of modeling or to con-
tribute substantively to epidemiology in a direct way. The purpose is to present a
methodology for examining intertemporal interaction data, and the agent-based
modeling approach of this epidemiology problem is convenient for generating
data with the appropriate structure. It also provides a clear demonstration that the
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method produces additional insight into an already well understood phenomenon.
The key is the interaction data. Upcoming research utilizes data collected from
transactions among banks, neural activity (connectome) data across brain regions,
inventory flows in logistic systems, and traffic patterns on road-rail-flight net-
works.

Techniques such as this one are important for delivering the potential of com-
puter simulations of complex adaptive systems. For example, the cornerstone con-
cept of emergence is purported to be a property of a system’s interactions and
dynamics, and therefore formal definitions of emergence may become available
by analyzing the temporal webs of such systems. We do not attempt that task here,
but instead make progress on current methodologies’ inadequate ability to capture
dynamics and analyze processes. For example, the projection or flattening of the
interaction data into a single-layered graph makes the standard collection of net-
work measures applicable, but it produces unreliable and/or incorrect propagation
dynamics [7]. Our evaluation of the usefulness of existing measures (such as di-
ameter, clustering, betweenness, eigenvector centrality, ...) on the temporal web
revealed that these intuitive and useful time-slice measures fail to provide use-
ful information on the temporally extended network representation (for reasons
explained below). We therefore propose a new suite of measures grounded in net-
work flow, in- and out-components, time-reversed in- and out-components, and
transtemporal motifs. We demonstrate the effectiveness of this class of measures
for identifying the agents and times upon which disease spread is the most contin-
gent using a comparison to an exhaustive temporal knockout (TKO) measure.

5.3 The Agent-Based SEIR and SEIS Models
Our agent-based model of SEIR disease progression and spread follows the speci-
fication in Rahmandad and Sterman [6].1 For the SEIS we used an identical setup
and parameters, only changing the I→R transition to I→S.

Our simulations contain 200 agents that are connected in an explicit undirected
base network – the collection of potential interaction conduits. The probability that
agent i contacts agent j, given they’re connected in the base network, is:

cij =

1
kj

ΣKi
1
kn

with kj being the undirected degree of agent j, and the summation in the denomi-
nator is over each network neighbor (n) of node i (written Ki). For the results pre-
sented here we include only a fully connected base network which makes agent

1We provide the core details here for ease of reference, which will suffice for those already familiar
with SEIR models. For more details about their ABM model, and their comparison to differential
equations models, please refer to their paper.
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interaction uniformly random over the full set of other agents. In our follow-up
research we also analyze random, small world, and scale-free base networks fol-
lowing Rahmandad and Sterman [6], but we have omitted those scenarios in order
to maintain focus on presenting the novel analysis technique being described in
this paper. Updates are performed synchronously, so that that each agent’s state
at t depends on the states of agents at t − 1. For each trial, these contact and
state-changing dynamics are run for 400 time steps in order to ensure most SEIR
infections are able to run their course and most SEIS infections reach full penetra-
tion.

Each individual has four key parameters: (1) expected contact rate, (2) infec-
tivity, (3) emergence time, and (4) disease duration. The values for these char-
acteristics (below) are calibrated to statistics for the common cold according to
Rahmandad and Sterman [6]. Agents are in one of four states: susceptible, ex-
posed, infectious, or recovered. Disease spread dynamics follow these rules:

• Initially two agents (1% of the population) are chosen uniformly at random
and set to the infectious state.

• If an exposed agent contacts a susceptible agent, then the latter has a prob-
ability iSE = 0.05 to become exposed (i.e., enter the first stage of the dis-
ease).

• If an infected agent contacts a susceptible agent, then the latter has a proba-
bility iSI = 0.06 to become exposed.2

• At each time step, exposed agents have a probability of 1/15 = 0.0666̄ to
enter the next stage of the disease, and become infectious.

• Infectious agents likewise have a probability of 1/15 to become recovered
in the SEIR case, or to become susceptible in the SEIS case.

• Recovered agents stay in that state indefinitely, and so they can also be
thought of as removed.

5.4 Building a Temporal Web
The measures of dynamical properties utilized in this paper depend on a specific
temporally extended network representation, so we now detail how to construct

2In this model the exposed state can be seen as an infectious but non-symptomatic state, whereas
during the infectious state the agent shows symptoms. In many SEIR models the exposed agents are
considered to be in an incubation stage and therefore not able to infect other agents (which matches the
labels of the states better). In those models the time spent in the exposed state is referred to as a latency
period between initial infection and overt illness. Thus the Rahmandad and Sterman model can be seen
as an S-I1-I2-R model if one prefers that nomenclature. The distinction is not an important difference
for our purposes here.
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this representation. The “temporal web” presented here is distinct from other
“temporal graphs”, “temporal networks”, or “layered networks” in its connections
across time; however, they are all variations on a theme. As this subfield matures
a better nomenclature will become necessary to disambiguate the techniques, al-
though we will not propose one here.

The first step in building a temporal web is to decide upon a property to track:
for us here it is the disease state. In our example we generate a temporal web
directly from the model dynamics described above, but the technique is not a way
to build generative models. Typically one will feed the appropriate interaction
and state-change data (either empirical data or from a model’s output) into a post-
processing temporal web generating and analysis routine (for which we plan to
offer a python package in the future).

In other applications, the original model or dataset may include a tremendous
level of detail. Our SEIR system only has one property of interest, but separate
temporal webs can be constructed from the same system for each property that
one wishes to analyze in this way. These interactions may represent any sort of
relationship among those elements: e.g., physical proximity, sharing of an idea,
flow of resources, level of attraction, social obligations, financial debt, or any of
the myriad relations that have been (or could be) encoded in a network. The nodes
may likewise encode any properties that (potentially) change in response to what
is chosen to be represented as the edges.

The only requirements for building a temporal web from a dataset is that it
includes both:

• State changes in the elements across time and

• Interactions and/or relationships among the elements (e.g. agents) indexed
by time.

Each period in the dataset becomes a layer in the temporal web; every element
at each period is represented as a node in that layer.3 The first period of state
data is assigned to t = 0 and captures the initial values for the nodes. For each
element, the node representing that element at t is connected to the node for the
same element at period t+1 (if it exists) with a directed edge following the flow of
time. These “temporal edges” connect the layers through the assumption that every
element interacts with, or is related to, its former self. Naturally this assumption
can be relaxed when appropriate.

Network connections among the elements (such as social connections, trans-
actions, spatial relations, etc.) exist at the layer(s) representing when they occur. If
the edges represent an existing relationship (directed or undirected) among the el-
ements, then those relationships will usually be attached between pairs of nodes at

3An expansion of the technique under development allows for continuous time and heterogeneous
time intervals (i.e., event-driven dynamics).
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the same time step (intra-temporal). However, if the edges represent an interaction,
behavior, or process, then that often happens across time and the nodes should be
linked with a directed edge across time accordingly (cross-temporal). It is possible
to have both flavors of inter-personal edges (intra-temporal and cross-temporal) in
the same temporal web (e.g., ideas can spread immediately through talking and
also by mail which takes time to arrive). For the synchronously updated SEIR
and SEIS models used here, the inter-personal edges represent potentially disease-
transmitting interactions that use agents’ states at time t−1 to determine the states
of other agents at time t, and so we will build a temporal web with cross-temporal
inter-personal edges.4

Figure 5.1: A simplified example of building the temporal web from state-change and
interaction data for the SEIR model. Note that the interaction edges are cross-temporal to

capture simultaneous updating in the generated data.

Figure 6.1 demonstrates the building process with just seven nodes (referred
to as nodes 1-7 from left to right). In panel (a) the initial state of each agent is
drawn for t = 0. According to the data used to build this temporal web, there were
two interactions in the first period: from the infectious (red) agent 2 to agent 5,
and from agent 4 to agent 7. Disease-transmitting edges are colored red while safe
interactions are colored green. As a result of those transmissions agent 5 becomes
exposed at t = 1 and is represented as yellow in (b). All other agents inherit their
state from the previous period.

This procedure is continued to period t = 2 shown in panel (c). The exposed
agent 5 communicates with node 1 but it does not transmit the disease. The data
also reveals that between t = 1 and t = 2 agent 5 changed state from exposed
(yellow) to infectious (red). All other agents are again unchanged.

From t = 2 to t = 3 (d) we again have two interactions: from the now in-
fectious agent 5 that exposes agent 4 (red arrow), and from the susceptible agent
6 to the infectious agent 2. That this interaction from a susceptible agent to an

4Other research in progress applies this technique to empirical data (e.g., interbank loan data) that
includes a detailed description of building a temporal web with temporally flat edges representing all
transactions within a time-span. Though the analysis algorithms apply unchanged, there are difference
in the constraints, caveats, and interpretations.
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infectious agent failed to transmit the disease is not an assumption of the temporal
web, that is simply read in from the data (i.e. it is either true of the empirical data
or a product of the model used to generate this data).

The temporal web rendering process continues like this until all data points are
represented. Larger sets of agents, longer time periods, more interactions, and het-
erogeneities in agent numbers and interaction lengths across time add complication
to this procedure (and time to the analysis), but the rendering process follows the
same steps as this simplified example.

5.5 Temporal Web Analysis

Visualizing the crystallized dynamics of your model/data in a static temporal web
structure may provide some immediate insights that cannot be realized from ani-
mations or equilibrium states, such as patterns in activity or transient effects. Al-
though useful for conceptualizing a system, those benefits are limited and quali-
tative. Because this way of generating a temporal web results in a single graph
(rather than layers of graphs) existing measures from network and graph theory
can be directly applied (with reinterpretation) to the temporally extended graph
representation. And because we chose an SEIR/SEIS model as our example, there
are also available measures from epidemiology that can be derived from the tem-
poral web, indicating useful interpretations for other systems captured in this way.
All that notwithstanding, a deeper understanding on the dynamics can be derived
through a suite of analysis algorithms that have been adapted to harness the unique
characteristics of this representation.

5.5.1 Standard SEIR Measures

Among the standard measures of disease virulence, prevalence, and morbidity the
reproduction number (R0) is the dominant metric. As succinctly stated in [6]:
“A central parameter in epidemic models is the basic reproduction number, R0,
the expected number of new cases each contagious individual generates before
removal, assuming all others are susceptible.” They report that a differential equa-
tion model using the same parameters we used for the ABM yields an R0 value of
4.125, making this a highly infectious disease.

Cumulative cases (CC) captures the number of individuals that ever become
exposed or infected in the course of the disease. As a measure of impact it captures
the breadth of infection and approximates the total morbidity. The peak number
(PN ) is the maximum number of agents sick at the same time. Because in the
SEIR model the recovery rate is near the rate of new infections, the number of
agents that are exposed or infected (EI agents) hovers in a fairly narrow band
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compared to the cumulative number of cases.5 For diseases in which R stands for
recovery, the peak number approximates the maximal impact the disease has on
the functioning of society – how many people are compromised on the worst day.
The time step at which the peak number is reached is the peak time (PT ) (if there
are multiple time steps with a number of EI agents equaling the peak number, then
it is the first of such periods).

The temporal network approach facilitates another intuitive measure of disease
morbidity that combines the cumulative number of cases and the length of their
illness. The temporal magnitude is the proportion of nodes in the temporal web
that are exposed or infected (EI nodes). Because the nodes represent an agent at
a time-step, the number of nodes (N ) is equal to the number of agents (A) times
the number of time-steps (T ).6 Temporal magnitude for our application therefore
equals NEIN = NEI

AT . For intuition purposes it may be helpful to note that when only
normalized by the number of agents this quantity matches the area underneath a
curve representing the percent of exposed and infected agents at each period.

Given the parameters and methods of the infection model used here, the length
of the illness for each agent after first infection is determined by the probability of
transitioning from E to I (p(E → I) = 1/15), and the probability of transitioning
from I to R/S (p(I → R) = p(I → S) = 1/15); these rates are constant and ho-
mogeneous across the population yielding an expected infection length of 30 time
steps for each infection.7 Because in this case the expected length of infection
is homogeneous and known a priori, for the SEIR scenario the temporal magni-
tude is strongly correlated with the cumulative number of cases: the correlation
coefficient is 0.9939.

However, for other applications in which either the cumulative cases or the av-
erage length are more complicated, temporal magnitude offers a simple measure
of morbidity that is not reachable through combining other measures. One only
has to consider SIS, SEIS, and SEIRS variations within epidemiology to find such
cases because recurrent illnesses do not increase the cumulative case measure. In
our SEIS experiments the correlation coefficient of the temporal magnitude with
the cumulative number of cases drops to 0.9512. This value is still quite high,
however, this reveals that within the first 400 periods of the disease outbreak new
agent infections are (unsurprisingly) the dominant driver of increased disease mor-
bidity. We found that it typically takes nearly the full 400 periods for everybody to

5Among all SEIR runs µ(PN) = 24.54 and σ2 = 15.10 compared to an average of 95.90
cumulative cases. Out of the 1000 runs, 272 runs produce an infection with fewer than 30 cumulative
cases and we refer to these runs as “duds”. Removing the duds from the analysis yields µ(PN) =
32.35 and σ2 = 9.24 out of an average of 129.42 cumulative cases.

6This holds as long as there is no agent entry or exit. It is possible to incorporate birth/death
processes with the appropriate modifications to node counting.

7We observe a mean disease duration of 29.843 time steps in the SEIR model across all agents for
1000 runs. In some runs, there are agents still in the E or I state when the runs terminate at 400 periods,
thus truncating their disease duration.
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Figure 5.2: The progression of the disease states as well as 5 measures of disease
morbidity for run 592 of the SEIR model (a) and the same run of the SEIS model (b). The

choice of this case is explained in section 5.6.

become infected in the SEIS model given our interaction parameters. Thus we can
expect cumulative cases and morbidity to become increasingly uncoupled as time
goes on. Thus, in the contexts in which cumulative cases is appropriate, magnitude
tracks it well; in the cases in which cumulative cases fails to capture morbidity due
to reinfection, magnitude continues to measure morbidity.

Furthermore, when assessing the impact of quantitative agent states/properties
across time (such as the debt of a bank, trade balance of nations, ...) the tempo-
ral magnitude measure generalizes to capture any attribute x of the agents (ai).
Summing a property’s value across agents and across time will be informative
only in certain contexts; for example, normalizing this by the number of nodes
( 1
AT

∑T
t=1

∑A
i=1 ai(xt) = 1

N

∑N
n=1 xn) simply calculates the average property

value across agents and time...a simple measure which has nonetheless demon-
strated its usefulness time and time again. For the SEIR and SEIS models, the av-
erage property is equivalent to normalized magnitude when exposed and infected
agents have value 1 and susceptible and recovered agents have value 0. This, we
believe, is not a commonly presented measure of cumulative impact across time,
yet it is an accurate representation of total morbidity and has clear applications
to other systems (banks, nations, etc.). It can be used to compare the total mor-
bidity of different scenarios, in a way that improves over cumulative cases and
peak number. However, it cannot distinguish the different timings of disease in-
stances, which we consider to be critical for understanding dynamical properties
(and disease spread).

5.5.2 Temporal Knockout Analysis

In order to gauge the importance of each agent at each time for the spread of the
disease, we propose a knockout sensitivity analysis inspired by knockout tech-
niques used in genetic research [8] and ecology [9]. Temporal knockout (TKO)
analysis determines how much a cross-time system property (such as total disease
morbidity) changes when a particular agent is removed from that system at a par-
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ticular time. That is, for each agent at each time, remove it and run the system
process holding everything else constant to identify what effect that agent has on
the system and when. The contingency of the system property to each agent-time’s
removal determines its unique causal influence on that property.

To achieve the ceteris paribus condition a preliminary step in performing a
knockout analysis is to generate the complete interaction dynamics including who
interacts with whom and which interactions would spread disease. We call this
the temporal network “skeleton”. For our models we generate an interaction struc-
ture based on the degree-depended interaction probabilities as well as store all the
random numbers needed to govern the effects of interactions; i.e., whether each
interaction would spread the disease if exposed or infected (which have differ-
ent rates). We do this so that we can preserve the interaction structure and the
contingent effects of each agent on the others while altering any of the infection
parameters and disease states. Then for each node in the system, we remove it
(set it to the recovered state) while keeping the interactions the same. The effect
this removal has on the temporal magnitude of the disease is our measure of the
sensitivity of the dynamics to that agent at that time (see Figure 5.3). We refer to
this as the node’s temporal knockout score or just TKO for short.

Figure 5.3: The difference in dynamics between the base case (a) and the case in which
agent 7 is removed at t = 10 (b). The normalized difference in the number of EI nodes (i.e.

the delta temporal magnitude) is that node’s temporal knockout sensitivity score.
Furthermore, there are variations in the exposed vs infectious profile (e.g. new positives

generated vs infections averted) which can be picked up and differentiated by more
fine-grained measures to produce multiple types of sensitivity.

The sensitivity of multiple system properties can be analyzed using temporal
knockout, but we are focused only on total disease morbidity measured as temporal
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magnitude. We believe that the TKO score is the best measure of an agent-time’s
influence on the system (at least for propagation models), and we therefore use it
as the benchmark value against which all other sensitivity measures are compared.
Because the knockout analysis requires rerunning the simulation for all periods
after the node in question for each node in the temporal network, it is compu-
tationally expensive: O(A3T 2) = O(AN2). Considering this needs to be done
for every run of a model, it is prohibitively time consuming for large numbers of
agents and/or long periods of simulated time. We therefore wish to find proxy
measures that match the TKO rankings over nodes but with less computational
time complexity. Clearly any proxy measure for contingent total magnitude will
need to span both time and the agents, and we are exploring the possibility that
network measures across the temporal web will fill this role.

5.5.3 Standard Network Theory Measures

As described above, the directed edges connecting agents to their t+ 1 selves pro-
duces a temporally extended single graph (rather than a temporally layered series
of graphs). In this application we have also used cross-temporal interaction edges
to capture the simultaneous updating of the model, but even when the interactions
are restricted to their time-slices the temporal web is a single network (though
possibly a disconnected one) . Because the temporal web structure is also a net-
work/graph, some common off-the-shelf measures from network and graph theory
can be applied to it. Naturally they must be reinterpreted to reflect the transtem-
poral meaning of the edges, and many common measures need to be adapted to
work on directed graphs. We will see that most existing measures fail to measure
interesting properties of the dynamics under this formalism.

It is also worth noting that while most measures on static graphs and temporally
layered graph time-slices are agent-focused, our representation allows nodes that
represent agent-times to be the focus of the analysis. Although we also want to
tie it back to an agent for identification and intervention purposes, and eventually
to compare the dynamical properties to properties of the agents themselves, as
an analytical technique the shift from agents to agent-time nodes fosters distinct
calculations and insights.

5.5.3.1 Out-Component

The out-component of a node is the set of nodes that are reachable from that node
by following directed edges. The definition is identical to the static (directed)
graph case, but now it tracks influence across time through cross-temporal links.
In a temporal web the set of out-component nodes no longer represent specific
agents, but rather all influenced agent-times of the focal agent. In our analysis
here we can restrict the range of our analysis to the EI-subgraph of the interac-
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(a) (b)

Figure 5.4: The full temporal web of one run (case 848) of the SEIR model (a) and one run
(case 338) of the SEIS model (b). The yellow (E) and red (I) nodes together form the

EI-subgraph representing the disease transmission in these scenarios. Although difficult to
see at this scale, the nodes are sized by their OCPaths/EI score (see section 5.5.4.2) and

these are cases in which that measure best matches the node-by-node TKO scores.

tion structure. The EI-subgraph consists of all nodes in state E or I together with
the future-self connecting links between them and all the cross-temporal infect-
ing links. Note that a cross-temporal infecting link can also connect to a node
which already is in the E or I state. The number of EI-nodes in a node’s out-
component captures the proportion of the disease magnitude that the node could
have generated. However, because there is typically a great deal of overlap in the
out-components, this measure alone is not sufficient to capture unique, contingent
contribution. By incorporating various refinements we use the out-component as
the base for many of our temporal web measures presented below.
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Figure 5.5: The out-component of a node (green) in the isolated EI-node subgraph. Note
that in applications for which not all nodes are connected to their future selves

(non-inheritance), the out-component may include a distinct set of individuals compared to
temporally flattened graphs. Furthermore, in the SEIS model agents enter and leave and
reenter the EI subset over time; as such, one’s future self at a particular period may or

may not be in one’s own out-component.

5.5.3.2 Clustering Coefficient

Standard measures of the clustering coefficient report how frequently a node A
is connected to a node C given that both are connected to a node B. The use of
directed edges in this application already requires an alteration to the measure of
the clustering coefficient, and cross-temporal interaction links makes true triangles
impossible. Modifying this measure to track quadrangles of connection measures
the frequency of interaction at time t given an interaction at time t− 1, a property
which would be useful for many models (e.g. as a measure of the amount of
preferential interaction). Doing so is equivalent to measuring the edge-overlap of
adjacent time-slices [2], which is a notion of clustering, but not akin to the original
“friends of mine are also friends of each other” purpose of the clustering coefficient
measure. For networks with interaction dynamics as sparse as our SEIR and SEIS
models, the quadrangle measure is not (in practice) useful because the overlap of
edges (in adjacent time-slices or otherwise) is frequently zero across the entire EI
subgraph.

Capturing temporal clustering requires looking at larger inter-temporal pat-
terns and determining how best to handle interaction directionality, time-induced
directionality, and the span of time to consider. Given a timespan, and whether
interactions are intra- or cross-temporal, one can determine the number of possi-
ble interaction patterns consistent with a triangle in the flattened subgraph. Each
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such pattern constitutes an inter-temporal network motif equivalent to the “clus-
ter” measured by the clustering coefficient. Figure 5.15 in section 5.7.2 on our
motif detection extension illustrates one such example. A minimal cross-temporal
example is: If A interacts with B and C in period t, do B and C interact with each
other in t+ 1? This has the same flavor of counting the number of triples that are
triangles. The case of A interacting with B in t, and then B interacting with C and
C interacting with A in t+1 also creates a 3t-spanning triangle, but it doesn’t have
the “closing the triangle” look and feel. Most importantly, it will take considerably
more work to determine if any of these triplet motifs provide useful information
for temporal webs.

5.5.3.3 Redundancy and Efficiency

Redundancy and efficiency have technical definitions specific to network theory.
Redundancy measures how many of a chosen node’s neighbors are connected to
other neighbors of the chosen node – for each node this is equivalent to one ver-
sion of the clustering coefficient. The ratio of the redundancy to the number of
the chosen node’s neighbors is the network’s efficiency. The lower the efficiency
the greater the network density and number of redundant edges. One can also
interpret redundancy as a knockout measure: what proportion of the network’s
“connections” (not just edges) are lost when that node is removed. As a mea-
sure of the robustness of network’s connectivity it informs you of the number of
nodes (or edges) that can be eliminated without compromising the propagation of
the property. The weakness of these measures for temporal web applications is
how the local node scores aggregate up to the global value. The kinds of reroutes
that are implied by measuring redundancy on a flattened (or potential connection)
graph are typically not possible on temporal webs.

However, the idea of measuring the robustness of propagation along paths can
be measured in an alternative way for some temporal webs. Imagine an SI or SEI
model – one in which nobody ever recovers (models of idea spread are often like
this...no forgetting). In such a model we can trace the propagation along every path
from the first infected to all the nodes infected at the final time step. Then for each
agent-time node in the temporal web we determine what proportion of the paths are
broken if that node is removed. Low scores indicate redundant paths and low effi-
ciency. However, because the first nodes will always have extremely high scores,
and the final nodes will have scores of zero, to measure a system’s redundancy one
will need to use the distribution of node scores to establish a redundancy/efficiency
profile. The null hypothesis would be that redundancy scales linearly with the time
progression, and deviations from that indicate particular properties of the system’s
dynamics. An approach similar to the Gini coefficient can then be used to compare
redundancy across systems. The use of such a path-knockout calculation has other
uses beyond pure propagation sensitivity, but because we do not deploy them for
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the SEIR/SEIS analysis we leave deeper details to be described elsewhere. As you
will see in section 5.5.4.2 we do use a notion of path redundancy to augment the
out-component measure, but it is not used to calculate a measure like the standard
redundancy measure.

5.5.3.4 Diameter

The diameter of a network is the longest geodesic path between all pairs of nodes;
the minimal distance that ensures you can traverse the network. For a temporal
web the diameter’s constraints depends on the specific construction. If we put no
restriction on the time-delay or time-span of interactions, then the diameter can
be as small as 1 step when one of the initial nodes sends something to one of
the final nodes. If the agent interactions/relationships are within the time-slices
(i.e., layered graphs), then the smallest possible diameter is always T + 1 due to
the essential directionality of transtemporal links. If inheritance isn’t assumed for
the layered time slices then the longest finite length that the geodesic path could
be is T (A − 1). When inheritance is assumed the worst-case scenario is length
T + (A − 1) because any agent that got revisited could just jump to its future
self. If the interaction links are cross-temporal links, as they are in our SEIR/SEIS
models here, then the diameter is always T (or infinity) because no path will use
multiple edges per time step.

Determining the path length from each initially infected agent to every final
agent across the EI nodes in an SI or SEI model reveals a combined measure
of the time and the number of intermediaries necessary to reach the end state
(or whichever time periods you choose). By subtracting T from the maximum
geodesic time-spanning path one can find just the number of intermediaries re-
quired for a time-order-respecting diameter of the flattened graph (obviously only
useful on layered temporal webs). In standard graphs, the diameter divided by the
number of nodes is a useful, though basic comparison measure of overall network
density/connectivity. Whenever inheritance is assumed the normalized diameter
reports the same feature while respecting the time-ordering of links. When inher-
itance is not assumed, it reveals features of the interaction dynamics and connec-
tivity that cannot be measured on flattened graphs. And because a temporal web is
build from interaction data (with no explicit network required), the diameter can
be used to analyze differences in connectivity (e.g. small world effects) found in a
dataset’s or an ABM’s de facto interactions.

5.5.3.5 Closeness Centrality

The standard directed closeness centrality of a node is calculated as the inverse of
the sum of distances to all nodes in its out-component (or the harmonic mean to all
nodes). Because the graph is directed across time, it is never strongly connected,
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and therefore closeness centrality is intuitively of little use. Suspending the direc-
tionality yields a measure of which node is most central to all other nodes in both
receiving and sending influence, which may have some useful applications for in-
formation propagation. The result is not a measure of influence because it traces
backwards in time, but it can act as a measure of how “in the thick of it” an agent
is at at time step. Our measure of nexus centrality in section 5.5.4.6 is similar to
this bi-directional closeness centrality.

Note that when interactions are cross-temporal the length of any path connect-
ing two nodes is the time difference between them, which simplifies the calculation
algorithm. In our SEIR/SEIS application the temporal edges dominate the tempo-
ral web’s and the EI-subgraph’s connectivity, so the later the period the closer the
node is to all the nodes in its out-component. In other applications, temporally
adapted variations of closeness can be used to rank the importance of both agents
and time periods for achieving a specific end-state by only measuring distances to
the target time period(s). For example, in the EI-subgraph of the SEIR model there
are many dead-ends for the disease transmission. Tracking distance only along the
infecting paths yields a measure such that greater closeness implies less long-term
impact. The ratio of closeness to the out-component size indicates the balance of
multiple short paths versus a few long paths because the measures are cumulative
across all nodes along the paths. This and other versions are explored in future
work.

5.5.3.6 Betweenness Centrality

Ordinary betweenness centrality is a measure of network structure that calculates
for each node i the number of geodesic paths between all pairs of nodes that in-
clude node i. Among other things, it indicates bottlenecks in the connectivity
between communities of nodes [10]. For the spread of a disease we are very much
interested in bottlenecks of the sort that betweenness reveals in static connectivity
graphs. In a temporal web analysis, we would like to utilize bottleneck detection
to uncover crucial junctures in the way interaction dynamics unfold.

We applied the standard algorithm [11] and a directed-edge variation to each
node in the EI-subgraph to determine each node’s betweenness centrality in the
system’s infection dynamics. Because the temporally directed paths only flow in
one direction we believed that nodes near the end of the time span will typically
have the most paths going through them as they accumulated across time. How-
ever, what we found is that because betweenness only counts the shortest paths,
the highest betweenness nodes occur in the busiest time steps (when the most inter-
agent connections are found). In our experiments nodes are usually not connected
by multiple time-respecting paths in the EI-subgraph. And when they are, the
path length between nodes is always just the difference in time, so they are all the
same length. As a result, betweenness scores are the same or very similar across



TEMPORAL WEBS 1 121

the nodes of an EI-subgraph in the current application, making them predictive of
nothing.

Betweenness may be more useful for other applications, and it may be useful to
make some alterations to its calculation for the temporal web domain. For exam-
ple, using layered interactions will produce longer and varied path lengths, giving
betweenness something to track. Going further, instead of calculating betweenness
using the number of geodesic paths from all nodes to all nodes, we can consider a
subsets of nodes; specifically, from one time period (e.g., t = 0) to another period
(e.g., t = T ). This timespanning betweenness centrality may reveal how much
and when each element contributed to the transfer of the tracked property among
the agents and across time.

We can refine our use of timespanning betweenness even further. We can relax
our constraint to the EI-subgraph to calculate the timespanning betweenness of the
full graph to identify potential super-spreaders rather than actual spreaders. This
still differs from “betweenness preference” and other time-preserving betweenness
calculations [7] by focusing on the propagation of properties across agent-times,
but it becomes very close. The set of nodes identified with the greatest timespan-
ning betweenness value may correspond to what many refer to as a tipping point or
critical transition in the dynamics [12], which should correspond to the TKO score
in disease propagation. That is, the identified nodes would mark an agent and time
window in which removal (e.g. quarantine or previous inoculation) would be most
effective. Future work exploring the effect of various underlaying network struc-
tures will determine whether this or other variations of betweenness can capture
bottlenecks in temporal webs.

5.5.3.7 K-Core

The k-core measure has been increasingly used as a measure of propagation sen-
sitivity in networks. For example, Karas and Schoors show that the k-core is
most highly correlated with risk propagation in the time-flattened Russian inter-
bank loan network [13]. It is also used in neural network analysis, idea (meme)
spreading, metabolic networks, etc. The sparse interaction among EI agents in
our model makes it so that for most nodes the only edges are the temporal edges
connecting agents across time. However, those agents who undergo a short period
of elevated interaction will have a large k-core robustness. Although k-core does
not perform well in tracking temporal knockout, it might be tracking some other
dynamical property very well. Future research will investigate what feature of in-
teraction data, if any, the k-core tracks and where it may be uniquely useful. We
are also working on an adaptation of the algorithm to find the KT-core – a time-
integrating iterative k-shell removal technique to identify burst of activity in the
temporal web.



122 CHAPTER 5

5.5.3.8 Degree Centrality

We capture the out-degree centrality of every node in the EI-subgraph with the
idea that a node’s individual contribution to disease spread may be best captured
by its direct influence. We also include the in-degree centrality to account for
others’ influence on it. These two combined are measure of a node’s throughput,
which could indicate that a node is important for how the dynamics unfold. De-
gree centrality performs well on temporally flattened graphs as a rough measure of
influence, but on the temporally extended graph all our variations fails to capture
the infection sensitivity. The reason is that all nodes have the out-edge to their
t + 1 self and a few have one interactions, and a very few nodes have more than
one interaction, and so every spreading agent will have the same out-degree. Node
degree fails because it only captures the immediate effects, and the kind of contin-
gency that parallels temporal knockout requires incorporating downstream effects
as well. In section 5.5.4.1 we present extensions of degree centrality that further
incorporate temporality through accumulating degree values. Although node de-
gree does not capture the property we are looking for, it is worth thinking further
about what it might capture in other models and other constructions.

5.5.3.9 Network Flow

Network flow is less of a measure and more of a method to calculate measures.
There are many ways to construct and use a network flow algorithm, and many
of our adapted measures presented below have an inspiration and calculation via
network flow-type algorithms. Determining critical agents with network flow is
already common in networked epidemiological models [5, 14], and it can also be
used for community structure identification and robustness. As with other mea-
sures the temporal directionality of our construct undercuts much of the power of
network flow approaches. With no cycles, and therefore no feedback, the stan-
dard measure is merely tracing the out-component, but it can be used in various
alternative ways.

For example, if we start flow from each node, let it follow all out-going edges,
and add the flow at each node to account for all nodes that the flow passes through,
then we can use the stored flow as a measure of message reception: how much
of the system’s flow passes through each node. Looking at the full temporal web
skeleton, we can use flow to determine the likelihood of nodes becoming infected
for scenarios in which we don’t know which agents will be initially infected. Es-
sentially this determines the number of time-ordered paths that a node is on as a
measure of infectability.

But this is not a metric that is useful for disease propagation in which influ-
ence over the future is what is important. For this application we can calculate the
time-reversed network flow which scores previous nodes by their responsibility as
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a source of infection for each later node. Or we can use it as another time-spanning
technique that traces back to the actual or potential initial source for each unit of
infection present at time t = T . Such time-spanning measures are good for models
without recovery, but fail to capture dead ends in SEIR or SEIS disease spread; and
dead ends in the disease propagation still contribute to overall morbidity. Hence
network flow, normal and time reversed, is not a reliable proxy measure for tem-
poral knockout here, but it is explored in depth in other work regarding the spread
of technology and of bank risk leading up to a systemic collapse.

5.5.4 Temporal Network Measures

Graphs are tightly constrained representations that have been explored thoroughly
over the past several decades. As a result there are few possible unexplored, simple
measures of properties of networks. However, variations in the structure of graphs
(such as k-partite graphs, weighted multi-graphs, hypergraphs, and layered graphs)
open up new avenues of analysis. A temporal web as constructed here, however,
is just a normal directed graph and therefore the measures that follow make use
of familiar network property calculations. Below we present a few measures de-
vised to extract information about dynamical properties from the temporal web to
demonstrate the sorts of mathematical gymnastics that make use of the temporal
interpretation of the directionality.

5.5.4.1 Cumulative Degree Measures

Cumulative in- and out-degree is the amount of a system property that feeds into
and flows out from an agent, accumulated across time. For the SEIR model we
can consider the property as 0 for the S and R states (not infected) or 1 for the
E or I states (infected).8 Summing in-degree for an agent going forward in time
calculates how many times the agent has been infected up to each node’s time-
slice; we call this uptake. The cumulative out-degree, or discharge, measures how
many times the agent has already infected others up to that time slice. The values
of these measures at t = T are the same as the respective flattened graph measures,
and insofar as it tracks influence, the temporal web versions foster distinctions for
when an agent’s influence arises.

Running backward in time, the reverse cumulative in-degree, or popularity,
measure reveals how many times the agent will receive an interaction in the future.
The popularity measure could be useful for assessing the impact of vaccination
schemes by informing us of both who and when a vaccination will protect an agent
the most from likely infections. Finally the time-reversed cumulative out-degree

8In a more nuanced application we could choose a value for the exposed states between 0 and 1 that
captures the relative rate of infection spread for those nodes. In general, it is not difficult to adapt these
measures for real-valued node properties and/or edge weights.
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measures how many times the agent will spread the property (i.e., infect) to others
in the future. We can call this gregariousness which, like popularity, highlights the
dispositional nature of measures over future behavior; these describe inputs and
outputs if nothing intervenes.

These four variations on the degree measure can be combined to capture a va-
riety of dynamical properties. Including the temporal aspect through cumulative
sums allows these measures to go beyond immediate effects. Intuitively one could
combine the information regarding how many more times an agent will receive
an infecting connection and how many agents it will contact in the future to de-
termine the benefit of vaccinating that person at that time; e.g., by multiplying
popularity and gregariousness. However, due to the actual propagation patterns of
diseases with our duration and infection parameters there are rarely more than a
few interactions across time for any agent. In our models an individual’s impact
on overall morbidity occurs through the indirect downstream infections, which are
not revealed through degree measurements. For other uses of temporal webs, such
as the interbank loan network, in which interactions themselves are important in-
dicators of system health, these temporal web measures of cumulative degree may
reveal themselves to be more useful.

5.5.4.2 Out-Component Paths (OCP)

The standard out-component (described in 5.5.3.1) counts every node that is “down-
stream” of the focal node; i.e., every infected agent-time that this node may be
responsible for (figure 5.6). However, it turns out that this, by itself, fails to ac-
count for several other features that are important for capturing temporal knockout
sensitivity. The feature of betweenness that we wish to capture in a dynamical
measure is its ability to identify bottlenecks in the spread of the disease. The out-
component actually under-represents the out-flow from a node because there are
multiple paths from the focal node to many of the nodes downstream. In this case,
we are not particularly interested in the shortest path connecting them – any path
will succeed in spreading the disease. Thus we sum the number of paths from the
focal node to each node in its out component.

By counting the number of paths to a node we can better account for a node’s
potential, or contingent, impact on future morbidity. This allows a better match
with the sensitivity analysis, but it is only a measure of output. To really capture
the bottlenecks we want to measure not just high throughput, but high throughput
with few alternative paths capable of maintaining that throughput. The problem
with out-component paths is that there may be multiple agents with the same num-
ber of out-component paths (and many of the same paths) at a given time-slice.
Although each one can be considered responsible for spreading the disease, none
of them can be seen as crucial for spreading the disease. In order to match the sen-
sitivities of the knockout analysis we further divide a node’s out-component paths
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Figure 5.6: To calculate the out-component paths score for the green node, we sum the
lengths of all the paths from this node to each of the nodes in its out-component.

(OCP) score by the number of EI nodes that exist at its time-slice (OCP/EI). This
is still rather crude, and a technique that more carefully identified and adjusted
for influence overlap may perform better, however we leave that analysis for fu-
ture work because our results here show that it would be difficult to identify any
measure that outperforms OCP/EI on these models.

Our algorithm for identifying all the paths for each node pair exploits the time
directed nature of the temporal network structure. We start with the nodes at the
last time period (those with no out-edges). Nodes at time T trace back across each
incoming edge and adds itself to each T − 1 node’s list of out-component nodes.
The T − 1 nodes add themselves to their list of out-component nodes as they pass
the list down to the T − 2 nodes...and so on until T = 0. The time-reversed
path tracing allows us to calculate all possible pairwise paths while crossing each
edge of the temporal web exactly once. For the case in which interactions are re-
stricted to the immediate successor time period (such as our models here) the worst
case computational time complexity for determining the out-component paths is
O(A2T ) = O(AN). Each node would need to add itself to the list of every node
at the previous period and this would be required for every period.

5.5.4.3 Out-Component Paths Future In-Agents Weighted (OCPFIAw)

As we will see in section 5.6, the OCP/EI actually performs the best of the mea-
sures we developed, and better than any of the off-the-shelf network measures
applied to the EI-subgraph. We also developed three other refinements that can
be applied to the out-component or out-component paths that performed nearly
as well in this application and may perform better in other applications. These
refinements also demonstrate the kinds of features one can look for in the dynam-
ics captured by temporal webs, and hopefully inspire others to develop their own
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refinements.
The first of these refinements weighs each EI node by the number of unique

agents with an edge to that node or any future self of that agent. This measure
connects the temporal web measures with a measure more similar to the temporally
flattened ones. It utilizes unique agents and includes all future connections to the
focal agent (rather than just that node). Our reasoning is that this node, if not
infected by the path currently being evaluated, would still become infected via one
of these future in-agents (figure 5.7). Thus the contribution that this node adds to
each of the paths using it is discounted by multiplying 1/(1+#FIA); with #FIA
being the number of future infecting agents.

Figure 5.7: Each node’s contribution to the out-component path measure is weighted by
the number of incoming edges (green glow) from other agents that occur in the future of
this node’s agent (gray nodes). The greater the number of future in-edges from other EI

nodes the less important this agent at this time is to the spread of the disease.

In a variant of this we also calculated a weighting based on future in-nodes,
instead of agents (OCPFINw). The idea here is to capture the fact that those other
agents have multiple infection paths running through them, and therefore counting
it only once may fail to pick-up the disease contingencies properly. In practice, our
SEIR-subgraph is sparse enough that the difference between in-agent and in-node
weights is negligible. However, we mention it here both for completeness and
because this adjustment (or a similar adjustment) may be precisely what is needed
in other applications.

5.5.4.4 Out-Component Paths In-Component Weighted (OCPICw)

Another approach to weighing the OCP nodes adjusts for the total level of influ-
ence received by that node. For each node in the EI-subgraph we determine the
size of its temporal in-component (all the nodes that have a path to it, IC). We then
calculate each node’s weight as 1/(1 + |IC|). Nodes with larger in-components
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add less weight to a node’s temporal centrality because it receives influence from
a larger base and therefore contributes less to importance of the focal node (figure
5.8).

Figure 5.8: Each node in the EI-subgraph is assigned a weight based on the size of its
in-component with larger in-components decreasing the weight of the node. The OCP

measure is then calculated as the sum of these node weights across all paths connecting a
focal node (green) to every node in its out-component.

Just as we have replaced the temporal out-component with the number of out-
component paths, one could also calculate a modified version of this measure using
in-component paths. A further refinement weighs a node’s contribution to a focal
node’s score by the proportion of in-paths to that node on which the focal node
lays. That is, if the focal node is on every path to the node, then it gets all its weight.
If several other nodes can reach it, then the focal node’s importance is diminished.
Naturally there are further refinements to taking a node’s accumulated receiving
influence into account when assigning its contribution to other nodes’ scores.

5.5.4.5 Out-Component Paths Redundant Paths Weighted (OCPRPw)

Our most complicated measure of temporal web centrality that we devise and
present here, establishes a tradeoff between immediacy and redundancy. We first
determine all the paths from the focal node to each node in its temporal out-
component. Now we use the lengths of those paths and assign a weight to each
node based on the sum of the lengths of the paths on which it lies (figure 5.9).
Specifically, each node’s contribution is the number of paths it is on divided by
the sum of the path lengths. In this way, nodes that lie on short paths count more
than nodes on long paths. If there are enough short paths then it can still equal the
weight of a long path, but the idea is to discount nodes that contribute mostly to
dead ends.

This measure, and other variations similar to it, require a certain structure of
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Figure 5.9: For each node in the focal node’s (green) out-component we determine all
paths between them and the lengths of those paths. This measure sums the number of node
occurrences along all paths divided by the sum of the lengths of all paths each node is on.
This complicated measure produces a tradeoff that weighs short and/or unique paths more

and long and/or redundant paths less.

the data to be useful. For example, in this case there must be multiple paths of dif-
ferent lengths in the EI-subgraph in order for this measure to differentiate nodes by
them. What we observe for the SEIR model is a sparse interaction graph with few
alternative paths as well as disease impact dominated by the few initially infected.
In our SEIS models the initial agents are still the most critical, although bottle-
necks can exist. These refinements will be more useful for models with denser
interaction networks, more paths of different lengths, and longer running times,
such as in our interbank loan network application.

5.5.4.6 Nexus Centrality

We also introduce a temporal measure related to closeness centrality and between-
ness that is calculated from components and can be weighted by any of the ad-
justments just presented. For each node in the temporal web (or in the appro-
priate subgraph) we determine all the paths in both the out-component and the
in-component. Then for each node we multiply (1) the sum of the lengths of all
paths to all nodes in the focal node’s out component (OCP from above) and (2) the
sum of the lengths of all paths in the focal node’s in-component (ICP). This is the
sum of the lengths of all paths running through the focal node. As with the other
centrality measures this can be utilized in various ways (e.g., using a subgraph of
“infected” nodes or using a time-spanning measure from t = 0 to t = T ) as appro-
priate to the data and the information desired. Because the in-component is not an
important feature of disease spread we omit this measure in the results below, but
preliminary results for identifying bottlenecks in ongoing processes (such as debt
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risk) are promising.

5.6 Results
We ran both the SEIR and SEIS agent-based model 1000 times and collected a
full battery of measures: standard SEIR measures, standard network measures on
the EI subnetwork, and our temporal web measures with various alternatives – 79
measures total. Recall that, as distinct from analyzing time-slices, we want to ana-
lyze the dynamics themselves by applying a measure to the whole temporal graph
and identify dynamical properties. Specifically we wish to identify those agents
with the greatest impact on the disease spread and when they are key agents. We
do this by comparing the scores for each node for each agent against its Temporal
Knockout (TKO) score. As we explained in section 5.5.2, the TKO score provides
the best contingency sensitivity test because it simulates the same infection dynam-
ics considering the elimination of each node and measures the resulting change in
disease magnitude.
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Figure 5.10: The summary results from 1000 simulations of the SEIR model showing the
node-by-node Pearson correlation between the temporal knockout score and several

temporal web measures and off-the-shelf network measures.

Both SEIR and SEIS dynamics create a situation in which the initial agents
typically have the largest impact on downstream infections. This is not always the
case, but when this is the case it is no surprise that out-component based measures
will accurately capture that dependency. In our SEIR experiments 23.5% of the
runs infect fewer than 10 people (using the cumulative cases measures) and 27.0%
yield fewer than 30 individual infections (which we call “duds”). Our SEIS ex-
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periments (which use the same random seeds) similarly produce 23.2% with fewer
than 10 and 26.5% with fewer than 30 individuals. Our temporal web measures
typically perform extremely well in these dud runs (clusters of points on the left of
figure 5.12) which may be upwardly biasing our performance results on more im-
portant scenarios. Specifically, we are interested in the the temporal web measures
because they should be able to pick up properties of dynamics, but the properties
we are interested in cannot exist in runs with so few infections. We performed the
measure comparison analysis with and without the dud runs, and the difference
was too small to change the order of the measures’ performance and therefore we
present only the results with duds included.

Due to the large scale of our experiments and the number of variables we mea-
sured we provide only a summary of the overall results along with a detailed anal-
ysis of our best measure to provide the insight into how temporal web measures
differ from traditional network measures and what they reveal. Figure 5.10 reports
the correlations of ten measures across the 1000 runs of the SEIR model. OCpaths
and OCnodes perform nearly the same in both the standard and divided-by-EI-
nodes-this-timeslice (/EIw) versions. OCagents, which is equivalent to the stan-
dard out-component on the time-flattened network, performs only slightly worse.
The off-the-shelf network measures all perform worse on average when applied to
the temporal web, although closeness and betweenness do match TKO well on a
number of runs. For reasons explained in the network measure descriptions above,
the standard K-core and degree centrality measures are poorly adapted to tempo-
ral web applications with cross-temporal interactions and that is revealed clearly
in their poor performance here. Closeness does as well as it does on the SEIR
model because it assigns the nodes at the earliest time periods with the greatest
closeness score; thus it is picking up a superficial property of SEIR dynamics on
a time-directed graph rather than an important, general property of propagation
dynamics.

As compared to SEIR models, the SEIS model has a much greater capacity
for disease morbidity both in terms of the number of agent-times that can be in
the EI state and the probability of infection through an interaction. As time goes
on in the SEIR model the pool of possible infectees decreases because more and
more agents are immune, whereas an SEIS model on the same skeleton will use
the same edge as a re-infection. You can see the differences in magnitude in figure
5.12 in which the blue marks indicate SEIR results and red marks indicate SEIS
results. Greater magnitude mean greater contingency, and reinfection means that
latter periods are more likely to be important. Although in the growth stages of a
disease, such as we modeled, the initial agents are still most likely to be the most
important, the potential for a single infected person late in the process to generate
a large magnitude is much greater. Thus matching the TKO in an SEIS is more
difficult.
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Figure 5.11: The results from 1000 simulations of the SEIS model showing the
node-by-node correlation between the temporal knockout score and several temporal web

measures of dynamical properties.

The results of our SEIS simulations are presented in figure 5.11. Here we no-
tice that dividing by the number of EI nodes in a time slices drastically increases
the performance of the temporal web measures in the SEIS model, although it had
no consistent effect in the SEIR model. Dividing by the number of EI nodes is in-
tended to factor in the number of alternative paths of disease spread, and thus how
bottleneck-like a node could be. SEIR dynamics largely eliminate the potential for
bottlenecks, but they are important for SEIS infection dynamics, and this differ-
ence is starkly revealed in the difference in performance of the “/EI” measures
here.

Also, as was expected, the OCagents measures (which are identical to the
flattened network out-component) perform worse on the SEIS models because
they cannot track increased morbidity from reinfection. Closeness performs much
worse than in the SEIR model precisely because early agents are less important in
SEIS dynamics. The other standard network measures perform consistently worse
on the SEIS model as well. OCpaths and OCpaths/EI both perform better on the
SEIS model, although our various other weightings on the paths did not make any
further improvements.

The ability of OCpaths to track the greatest TKO agents so well can be under-
stood through the features of the measure. It combines the rough measure of total
impact of the out-component with the ability to count the multiply infected and
incorporate a measure of redundancy by counting the nodes along each path. It
can also be quickly calculated, making it a desirable proxy measure for the com-
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plete knock-out analysis. By examining the performance of the measure in more
detail we may be able to identify those features of the dynamics that effect the per-
formance the most, and thus further improve our ability to capture the dynamical
properties we are interested in.
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Figure 5.12: This scatterplot shows the relationship between the morbidity of the disease
as measured by the proportional size of the EI subgraph (temporal magnitude) and the
correlation of OCP/EI and TKO. When the diseases fail to spread we can easily identify
the key, early individuals. As the disease spreads more the performance becomes highly

variable, and in some SEIR runs the OCP/EI measure is anti-correlated with TKO
although it performs well overall in both scenarios.

Figure 5.12 shows the relationship of the magnitude of infection and the perfor-
mance of OCP/EI measured in terms of Pearson correlation with TKO. Figure 5.13
instead compares the correlation with the fraction of periods in which the OCP/EI
measure accurately identified the highest TKO individual. This latter performance
measure is meant to reflect the usefulness of the temporal web measures for select-
ing the best target for intervention policies. If multiple agents could be vaccinated,
quarantined, or otherwise removed from the system, an overall high correlation
between OCP/EI and disease sensitivity indicates that our measure is generally
a reliable proxy, and better in SEIS scenarios than SEIR scenarios. Comparing
the two figures shows us that high correlation almost always parallels matching
the top agent each period, and overall lower correlation is not strongly tied to the
magnitude of the infections. Specifically, once one removes the duds, a linear
regression reveals no significant positive or negative relationship between magni-
tude and correlation whereas the matching fraction and the TKO correlation are
strongly positively correlated for both the SEIR and SEIS data.

For our simulations the overall fit, rather than only matching the highest nodes,
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Figure 5.13: This scatterplot shows the relationship between identifying the highest TKO
agent (x-axis) and the node-by-node correlation with the TKO value (y-axis). The

variation in correlation cannot be sufficiently explained by matching just the most sensitive
nodes, thus indicating an overall good fit.

was important to determine because we found that the gap between the highest
and second highest score per timeslice was often quite large. The property of
carrying the greatest TKO and OCP value appears to move from agent to agent
across interactions as time progresses, only rarely are there multiple agents with
high values at the same time step. Thus it seemed possible that matching only
this highest agent could explain most of the correlation, our investigation into the
fraction of max-TKO matching shows that this is not the case. Furthermore we
did not find and consistent patterns in the relationship between max-TKO levels
(samples shown in figure 5.14) and overall measure performance.

The four cases in figure 5.14 show the best-case and worst-case scenarios for
OCP and OCP/EI in both the SEIR and SEIS models. Actually there are many
cases in which the OCP and OCPDIVEI measures match perfectly, so I have pre-
sented here the cases with the greatest temporal magnitude for each one. Case 592
is conspicuously the worst-case for both models. Recall that both models use the
same skeleton; i.e.; the same random seed and the same sets of interactions. The
only difference between these two scenarios for case 592 is whether agents become
susceptible or recovered. And for both models this case produces nodes with neg-
ative TKO values. When a node has a negative TKO score this means removing
that agent at that time increases the total disease spread. This can happen when
the interaction structure is arranged in a way such that if some particular agents
are infected early on they quickly recover without spreading the disease, but the
same agent infected later will stay infected and infect many others. Identifying
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Figure 5.14: This plot shows the success of OCP/EI, our overall best measure, to identify
the highest TKO agent at each time step as well as demonstrate some variations in the

TKO patterns. The embedded scores indicate (from top to bottom) the raw proportion of
OCP correct matches, the OCP match proportionally weighted by the TKO value, the OCP
proportion weighted by the OCP value, and the OCP/EI weighted by the OCPDIVEI value.

Time steps with disc marks indicate a match between OCP and max-TKO.

them is tricky because it is not the focal agent being knocked out, but rather one of
the agents that the knocked-out agent infects. That is, a node will have a negative
TKO if at least one of the agents it infects (directly or indirectly) would produce
greater disease morbidity if it were instead infected at a later time. And not just
greater than that too-soon-infected agent created, the increase must be greater than
all the magnitude removed by knocking out the focal node. The reality of this
counterintuitive possibility is partly responsible for the low performance of case
592, and it also points to interesting feature of SEIR/SEIS dynamics still in need
of accurate measure.

Our results show that despite the less-than-perfect match overall and high vari-
ation across some runs, our out-component paths and related measures do outper-
form standard network centrality measures on the EI-subgraph. Recall that this is
not a comparison with these network measures applied to the temporally flattened
graph equivalent of the dynamics (that is coming in future work). We applied these
off-the-shelf measures to the time-directed EI-subgraph of the dynamics. The di-
rected edges of this network, as well as the sparseness of interactions across time,
account for the poor performance of the standard measures in this context. Nascent
techniques for time-layered networks cannot be applied here because there are no
layers in version of a temporal web with cross-time interactions.

Path-finding and network flow approaches to measuring dynamical properties
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seem to offer the best results, however the field of temporal networks is still young
and better measures may be found as it matures. What is probably more impor-
tant to keep in mind is that these measures performed better at the task of tracking
disease impact across random interactions. Changing the task will shift which
dynamical properties are relevant, and that is going to change which measure is
best at capturing the desired property. It is for this reason that we presented not
just our best measure and the SEIR/SEIS results, but also other varieties of mea-
sures and our thinking behind them. Researchers interested in other properties of
other models are invited to use, adapt, improve, and reinterpret the measures pro-
vided here. The SEIR/SEIS results are indicative of the benefits of temporal web
analyses, gaining additional insight into such well-tread territory.

5.7 Extensions and Modifications

As already mentioned, this paper presents the temporal web measures with inter-
pretations appropriate for the SEIR and SEIS models. Applying the temporal web
technique to other models, data, and problems makes other measures more rele-
vant. There are, however two, important additions to make to the methodology that
can be explored on the SEIR and SEIS structure. The first extension is to refine
the interaction protocols from random mixing to specific mixing patterns. Second,
we are interested in gaining more insight into patterns of dynamics by explicitly
identifying recurring substructures in the temporal web; i.e., detecting intertem-
poral motifs. Although the application to simple models is useful for refining and
demonstrating the technique, we plan to apply the technique to available tempo-
ral network datasets both to evaluate our approach in comparison to others and to
provide useful information regarding the behavioral contingencies and dynamical
properties.

5.7.1 Underlying Network Structure

The current analysis utilizes homogeneous agents in order to to focus on the ability
of tracing the greatest impact agent and time using only the revealed interactions;
i.e., a scenario in which no other system information could potentially inform us
of the outcome contingencies. In addition to the fully connected base network pre-
sented here (which produces uniform random interaction probabilities) we are also
interested in exploring the effects of heterogeneous interaction patterns. This can
be done using a nonuniform distribution of interaction probabilities or using struc-
tured underlying interaction topologies from the literature; for example by using
random, small world, scale-free, and ring lattice networks as the potential interac-
tion conduits. This future work will allow us to compare the typical static network
properties of agents in the underlying potential interaction structure (and/or the
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temporally flattened, observed network structure) to their TKO score and our tem-
poral web measures. Such an analysis will reveal whether an agent’s temporally
flattened network properties (such as standard degree or betweenness centrality)
really operate as reliable proxies for their dynamical properties and system influ-
ence.

In principle we could run the static network measures on the social network im-
plied by the temporally flattened graph of the observed connections in these models
to test how well standard network measures perform in comparison. Actually we
did do that, but with these interaction parameters the temporally flattened graph is
nearly fully connected in every run (average edge density is 97%). Standard net-
work analysis is useless here, but exploiting the temporal element fosters further,
though different, analysis. Where standard network theory has shined is on more
structured social interactions. By (1) restricting interaction along pre-determined
pathways, (2) exploring the effects of several different initial conditions on each
skeleton, and (3) comparing the actual disease impacts to the impact expected from
the standard flat-graph measures we will be able to test the accuracy (and hence
usefulness) of these standard measures for propagation dynamics. We may dis-
cover, for example, that different network characteristics are important at different
stages of the disease spread, and thus different interventions are recommended.
This research may also help us identify new measures for flat-graphs that perform
better in identifying key agents in social networks.

5.7.2 Dynamical Motif Detection

Network motifs are subgraphs shared across network structures and/or recurring
within the same network. Being subgraphs, they are formed from a subset of
a network’s nodes and their connections, sometimes augmented with particular
properties. Structural motifs have been examined in the context of gene regula-
tory, metabolic, neurological, and many other biological and artificial networks
[15–17]. By identifying patterns of importance in the structure of a network, and
highlighting all the occurrences of those patterns, motif detection can aid in es-
tablishing the building blocks of a larger structure, find key relationships in the
structural or functional fabric, fill in missing links, and other descriptive tasks.
The idea of using dynamical motifs to capture interesting features of network dy-
namics appears sporadically in the literature (e.g. [18]), but the approach here is
novel to the temporal web construction.

For the temporal web, the motif itself is static and only requires traditional
motif detection algorithms to capture and match. The time-directed structure ac-
tually simplifies the search algorithm. When the motifs include intertemporal or
crosstemporal interaction edges, the motif represents a pattern in the dynamics of
the system’s state changes and interactions. For example, if we wanted to test
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Figure 5.15: Dynamical motifs using intra-temporal relationships representing (a) a
reduction in interaction from 5 to 1 occurring two periods after an agent becomes

infectious, and (b) a pattern capturing questioning, discussion, and answering (among
other behaviors depending on context). Note that the flattened version of (b) is the

complete directed non-reflexive graph of three nodes, but this is only one of 4096 possible
structures that match the complete flattened graph using a 4-period time span. Motifs are
shown here using intra-temporal interactions for ease of presentation, but they can just as

easily be defined for cross-temporal interactions.

the hypothesis that people reduce their interaction rate a couple periods after be-
coming infectious, then this can be represented as a class of motifs in which the
degree of nodes is higher before and immediately after becoming infectious than it
is two periods later (an example of such a motif is shown in figure 5.15 (a)). Thus
hypotheses about individuals’ contingent behaviors, or the contingent interactions
among several individuals, can be tested for using this technique.

Dynamical motifs may involve multiple elements over time to capture patterns
of interaction and changing relationships. If there exists a repeated interaction
structure – such as repayment of debt, answering questions, reciprocity, passing
along information, etc. – then that will appear as a particular series of connec-
tions across time. Collecting the behavioral motifs of a system and comparing
them across parameter changes (and even distinct domains) can be used to dis-
cern categories of system behavior. By using motif schemata (structures including
“wildcard” elements similar to those used in genetic algorithms and/or ordinal tim-
ing of interaction events) we can eventually generalize recurring themes in system
dynamics and establish a catalog of intertemporal interaction patterns. Thus the
shared representation as a temporal web facilitates identifying the cross-domain
patterns in the dynamics of systems, an important development for the theory of
complex systems.

Aside from identifying building blocks and coherent behavior, dynamical mo-



138 CHAPTER 5

tifs can be used to make predictions over future system behavior. Given a library
of known motifs, incomplete patterns can be matched over (for example) the first
δt − 1 periods of the motif. Then one can determine the probability that the final
period will complete that motif based on either historical completion frequency
or based on all possible next steps (i.e., assuming nothing about likely connection
patterns). Such a predictive tool goes beyond exploiting cycles and chains in the
network dynamics to basing expectations on a large repertoire of previously ob-
served or theoretically important system behaviors. And because the temporal web
can be built from any collection of time-series interaction or relationship data its
usefulness extends beyond systems currently modeled as network structures.

5.7.3 Applications to Empirical Data

We are already applying this technique to empirical inter-bank loan data from Rus-
sia [19] to detect systemic risk and better understand how it accumulates. We
are interested in uncovering specific properties of the interaction system: how do
banks mitigate risk, absorb risk, and push risk off to other banks? Under what
conditions do bank failures lead to cascades, and are their patterns of behavior that
can reliable halt such a cascade. In collaboration with other groups we are also
pursuing applications to activity on a brain connectome mapping, Twitter retweet
data, online and real life social networks, idea transmission, as well as additional
simulation models on a variety of topics. Insights into the behavioral patterns of
these systems will come from understanding the dynamics (not the equilibria) and
that is why we need improved measures of the dynamical properties.

5.8 Conclusion

We introduced several measures of dynamical properties for identifying the time
and agent sensitivity of disease spread in typical SEIR and SEIS models. This
simple epidemiological demonstration provides a base from which to explore the
dynamical properties of more sophisticated models. The nature of propagation
often imbues early infections with the greatest importance for the spreading of a
disease in both SEIR and SEIS situations, but not always. Our temporal knock-
out technique is capable of determining the exact actual contribution of each agent
being infected at each time by measuring the change in social morbidity result-
ing from removing that agent at that time. The out-component and path-related
measures perform well overall in identifying the key agents and key times for the
disease propagation – and provide quantitative measures of their importance.

For other models the spread of the property of interest will depend much less
on the initial agents and more on bottlenecks through the process. This is true of
SEIS dynamics after the disease has reached a certain threshold of infection and
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becomes sustained in the population through reinfections, and it is true of dissi-
pative systems in general. Our measures may not only perform better in these
cases, but also succeed in capturing dynamical properties not yet achievable by
any other currently available means. Because the interactions here are chosen ran-
domly, there couldn’t be any agent or social property that aligns with their role in
the dynamics. However, given the uniformly random interaction structure we still
wish to understand the features that determine the sensitivity level of the disease’s
spread specifically because these are not features of the agents or of the underlying
network structure – these are features of the dynamics themselves. Although we
have made some encouraging progress on the problem of identifying and measur-
ing these dynamical properties, this is still early work. We expect to make further
discoveries in the near future and look forward to collaborating with others on the
exploration of temporal webs in its many varieties and applications.
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6
Benchmarking measures of network

influence

6.1 Abstract

Identifying key agents for the transmission of diseases (ideas, technology, etc.)
across social networks has predominantly relied on measures of centrality on a
static base network or a temporally flattened graph of agent interactions. Various
measures have been proposed as the best trackers of influence, such as degree
centrality, betweenness, and k-shell, depending on the structure of the connectivity.
We consider SIR and SIS propagation dynamics on a temporally-extruded network
of observed interactions and measure the conditional marginal spread as the change
in the magnitude of the infection given the removal of each agent at each time: its
temporal knockout (TKO) score. We argue that this TKO score is an effective
benchmark measure for evaluating the accuracy of other, often more practical,
measures of influence. We find that none of the network measures applied to the
induced flat graphs are accurate predictors of network propagation influence on the
systems studied; however, temporal networks and the TKO measure provide the
requisite targets for the search for effective predictive measures.
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6.2 Introduction

In order to effectively prevent the spread of diseases one must identify those indi-
viduals with the greatest potential to change propagation outcomes. A similar need
exists for efficiently spreading information across a social network. There are two
main strategies to identifying the key agents for disease/idea spread: (1) the dis-
covery of “super-spreaders” [1–6] and (2) finding effective immunization/removal
targets [7–9]. The difference is not the goal of the analysis; both approaches seek
to ascertain the actual or potential influence of each node on network propaga-
tion by performing an isolated contingency analysis. The first approach is some
version of variably seeding an infection and determining how well it spreads in
each setup [10, 11]. The second approach is some version of setting nodes as
firewalls and measuring changes in how the property/idea/disease spreads with
different firewalls [7]. By toggling the status of any one node and examining the
differences it generates one can ask, “How much of the propagation is this node
responsible for?” Here we propose a measure called “temporal knockout” (TKO)
that combines the super-spreader and immunization approaches and also includes
the timing of infections to more accurately measure each agent’s influence/impact
on the propagation.

The dominant technique to assess individual influence is to take a set of agents
and a network of potential interactions among them and simulate the propagation
of a property using a variation of SI/SIR/SIS dynamics across the network to see
how far and how fast it spreads. There are variations in the (generated or em-
pirical) network structure used, the number and placement of initial infections,
the disease parameters, and with these there are variations in the identified best
measure of influence (see Danon [12] for an extensive review on the possible vari-
ations). The most important lesson from these analyses is that different structures
make different targets more effective for immunization. For example, connectiv-
ity on some network structures is resilient to random node removals but sensitive
to targeted removal of nodes with certain properties, such as high degree agents
in scale-free networks [13–15]. For other network structures, high degree is not
the best measure of importance; betweenness, k-core, and other measures have
been proposed as capturing key individuals in certain specific network structures
and real-world datasets [16]. Recent work has responded to the inadequacy of
traditional centrality measures by developing novel measures such as dynamical
influence [17], disease spreading walks [18], accessibility [19], epidemic central-
ity [6], and expected force [20] among others; although they each share similarities
to the common measures or combinations of them.

In order to evaluate network measures’ ability to track influence one must have
an independent assessment of that influence – the ground truth to be matched.
A common way to measure this is to seed the initial infection at each node and
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measure the resulting spread, typically as the cumulative cases for SIR. However,
an individual’s impact on the dynamics of propagation on complex networks is
more nuanced than these simple propagation measures indicate. Even when a
disease starts at node x, some later-infected node y may be more responsible for
the scope of the spread. In actual disease propagation dynamics [21, 22] it is
also possible that an agent being infected early reduces the eventual scope of the
infection by altering the set of individuals that agent comes in contact with while
infected.

In light of these possibilities it is clear that one must analyze how the full
dynamics unfold in order to correctly assess influence over those dynamics. To
incorporate the temporal aspect into our influence analysis we capture the infection
propagation in a temporally extruded network structure called a “temporal web”
– a variant of temporal networks [23, 24] in which the interactions extend across
time creating a single acyclic digraph rather than layered networks [25–27]. This
temporal web provides a time-extruded version of cumulative cases that we call
“magnitude” combining both the number of infected individuals and the length of
their infections [5].

To perform the isolated contingency analysis we propose a measure called
“temporal knockout” (TKO) that combines the super-spreader and immunization
approaches and also includes the timing of infections to more accurately mea-
sure each agent’s influence/impact on the propagation. TKO is not an alternative
network measure for approximating influence, but rather an all-things-considered
empirical measurement of each agent’s time-dependent potential to change propa-
gation outcomes for use as a benchmark in evaluating network measures.

First we explain the temporal web construction in more detail, then we describe
the process to calculate the disease magnitude and temporal knockout score. Be-
cause the temporal knockout score calculation is computationally expensive, it is
desirable to have a simpler proxy measure, or set of proxy measures, that accu-
rately reflects agent influence. Toward this end we run a battery of experiments on
small world and scale-free networks and evaluate the effectiveness of some stan-
dard and newer flat/static network measures to capture influence using the TKO
scores as a benchmark measure. The evaluation of network measures presented
here is indicative of the need for improved ways to capture propagation influence,
but our focus here is the presentation of TKO as a standardized benchmark metric
for performing such investigations.

6.3 Approach

Our analysis proceeds through the following steps: (1) create collections of scale-
free and small world base networks; (2) build temporal webs encapsulating a fixed
set of potential interactions for each one; (3) simulate propagation dynamics across
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each temporal web for each agent of each network; (4) calculate the temporal
knockout of each node in the temporal web; (5) generate the flattened network
and analyze the flat networks using centrality measures; (6) examine the degree
to which the flat network measures capture the agents influence as measured by
TKO.

6.3.1 Network and Disease Parameters

We simulate the spread of an infectious disease using an agent-based model re-
alizing SIR and SIS dynamics. Our networks have 200 agents connected in ei-
ther a small world or scale free network with 800 and 784 edges respectively.
The small world base networks are undirected connected Watts-Strogatz networks
where each agent is connected to k = 8 neighbors and the probability of rewiring
is set to p = 0.025. The scale-free base networks are undirected Barabasi-Albert
networks with m = 4 as the number of edges to attach from a new node to ex-
isting ones. The networks were generated using the implementation of the python
package NetworkX [28]. For each combination of network type and infection
probability (p = 0.10, 0.15, and 0.20), we generate 25 instantiations (150 total).
We note that the SIR and SIS versions of a given combination run on the same in-
stantiations, thus using the same link activations at each time step. In each iteration
of the model, the probability that a given link is activated is

pij =
k−1
j∑

Ki
k−1
n

with kj being the undirected degree of agent j, and the summation in the denom-
inator is over each network neighbor (n) of node i (written Ki). [29] There is one
initially-infected agent per run and we perform a run of the model using each agent
as the initial agent for each of the 25 instantiations of each network type. Each in-
fectious agent has a probability to infect susceptible network neighbors and we run
the full battery of simulations using infection probabilities of 0.10, 0.15, and 0.20.
In each period, the probability of infectious agents converting to recovered/suscep-
tible (I→R and I→S for SIR and SIS models respectively) is 1/15. Each run lasts
200 periods; this is typically sufficient for SIR dynamics to run their course, and
is used for SIS models for parsimony of analysis.

6.3.2 Building a Temporal Web

We run our simulations using simultaneous updating so that each agents’ state at
t + 1 depends on their state at t and interactions initiated at t. When represented
as an intertemporal network the interaction edges therefore run across time from
agents at t to other agents at t + 1 in addition to “inheritance edges” from each
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agent at t to its t + 1 self (see Figure 6.1). We call this version of intertemporal
networks a “temporal web” because it produces a single acyclic directed graph
across time rather than connected layers.

Figure 6.1: A simplified example of building a “temporal web” style intertemporal
network from state-change and interaction data for an SIR model. This procedure differs

from temporally layered networks in that the interaction edges are cross-temporal to
capture simultaneous updating in the generated data, thus creating a single acyclic

directed graph across time.

We first build the temporal web “skeleton” that includes all of the state chang-
ing and interaction probabilities which may be needed for any particular run. With
non-adaptive interaction probabilities, who interacts with whom and when all be-
come fixed for those runs. Therefore when we run the simulation using each agent
as the initially infected agent, the overall dynamics are kept constant while we
monitor the propagation so that the only difference is the initial agent.

6.3.3 Disease Magnitude

The temporal structure facilitates a variety of new measures, which are defined
and explored elsewhere [25, 30]. Specifically for epidemiology it becomes natural
to switch to a temporally extended refinement of the standard cumulative cases
measure. Rather than (or in addition to) reporting the number of agents that are
ever infected, the disease magnitude is calculated as the number of agent-times
(i.e., nodes in the temporal web) that are in the infectious (or exposed) state. It
is equivalent to the cumulative sum of the number of infectious agents across it-
erations [5]. This measure better captures disease morbidity because it accounts
for both the number of infections and how long the infections persist – a large
number of very short infections could be considered preferable to a few persistent
long-term infections. Depending on the application, the node count or a normal-
ized version may be preferable – the number of nodes is the same for all of our
experiments described below, so we use the “raw magnitude.”
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6.3.4 Calculating the Temporal Knockout Scores

Temporal knockout (TKO) measures influence by aggregating two levels of con-
tingency. First we select an agent from the population to be initially infected and
run the disease model while capturing each agent’s state and interactions at each
iteration in a temporal web. The resulting collection of infectious nodes (agent-
times) embodies the magnitude of the illness contingent on that agent being the
initially infected one. Then the second layer is that for each infected node in the
temporal web generated by that run we perform a knockout analysis: remove that
node and run the same infection dynamics and measure the difference in the dis-
ease magnitude. Thus for each node we capture the change in disease magnitude
contingent upon that agent being removed at that time, contingent upon that par-
ticular initially infected agent.

The initially infected agent at the t0 iteration will have a marginal infection
effect equaling the whole magnitude. Note that removing a noninfectious node at
t0 still prevents it from being infected later, which affects the marginal infection
score of that agent at t0; however, the pre-infection time nodes for an agent will
have the same TKO as the first infected time node; thus the calculation can be
performed on just the infected subset and backtracked to earlier times. Perhaps
counter-intuitively this effect can be negative; i.e., it is possible to remove an agent
from the system at a particular time and have the overall disease spread increase.
This can happen when agents that are infected by the knocked out agent would
normally have quickly lead to dead ends, but when instead infected later by other
agents they spread the disease to many more others.

We perform this knockout analysis for every node in the temporal web to get
the marginal infection score conditional on that initial agent. We repeat this pro-
cess using each of the agents as the initially infected agent and set each node’s
TKO score as the average marginal infection score across those runs. Thus we
have the conditional marginal infection spread for each agent at each time step for
all possible single-agent disease carrier initial conditions. This algorithm therefore
captures the potential for each agent at each period to influence the spread of the
disease.

Because TKO is an overt counting of infected agent-times given the contin-
gent hypothetical-empirical results instead of a summary measure we believe that
it stands as a reliable benchmark for the influence of each agent (in networked
epidemiological systems). Also note that TKO’s hypothetical-empirical approach
means that the change in total infection after a knockout of agent Ai at any time
tτ cannot be calculated except through the resimulation of the infection dynamics
across the rest of the temporal web. Because of this TKO is thoroughly descriptive
of the observed dynamics, but it is not predictive of influence in other runs.
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6.3.5 Base and Flattened Graphs

In order to predict which agents are most likely to facilitate diffusion, we wish
to compare the TKO identification with measures on flat, non-temporal networks.
Specifically we would like to know how well each of various centrality measures
does in capturing each agent’s network influence as benchmarked by TKO. Two
versions of flat graphs are relevant here: (1) the base potential interaction net-
work from which the actual interactions were probabilistically generated and (2)
the flattened empirically observed interactions. Our results for the base network
and weighted and unweighted flattened networks are nearly identical, so we fo-
cus on the base network here and leave the flattened networks for the Supple-
mentary Materials. We have twenty-five distinct base networks for each scenario
(although each SIR and SIS pair use the same networks) and for every node in
each one we calculate the following centrality and influence measures: k-core,
degree, closeness, betweenness, eigenvector, and Katz centralities, accessibility
(path length= 2), and expected force.

6.4 Results

The infection dynamics in our model match other models with similar network
structures and disease parameters [12, 29]. We briefly summarize the contagion
results in order to provide context for the centrality measures and to facilitate com-
parisons to other models. For our SIR models the cumulative cases and magnitude
measures are nearly perfectly correlated (0.995) because the fixed 1/15 probability
of I→R transitions implies a uniform expected/average infection duration time of
15 iterations. For SIS models reinfection can multiply an agent’s contribution to
magnitude but still only be counted once by the number of cumulative cases, so
the correlation is reduced (0.936), but is still high due to the relatively short time
horizon for our SIS simulations (200-iterations).

As seen in Table B.1 both network types show high variation in magnitude de-
pending on the initial agent; however, when aggregated across the 25 implementa-
tions of each network type they reveal similar magnitude profiles (see supplemen-
tary material for details). For ease of reading we present the raw (non-normalized)
magnitude scores (i.e., the number of infectious nodes in the temporal web). As
you can see in Appendix Figure A.1 there are a large number of runs in which
the disease never catches on (what we call “duds”) and although these outcomes
drag the mean magnitude down and raise the variance, for our purposes there is no
benefit in separating out the duds and, for example, testing the remaining infec-
tions for matches to known distributions because we do not utilize these summary
statistics in any of our TKO analyses.

We also calculate the “epidemic probability” for each agent as a binary vari-
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able for whether the run reaches a magnitude greater than 50 when starting at that
node. Because, unlike cumulative cases, the magnitude can vary greatly between
runs with identical outcomes (e.g., full saturation) due to timing effects the corre-
lation between the magnitude values and epidemic probability is only 0.617. Fur-
thermore, the high variance in magnitude scores (even just among non-dud runs)
is large enough to undercut the reasoning for preferring epidemic probability over
a fully quantitative measure such as magnitude in this case. [20]

Infection Type Network Type Infection Probability Mean Magnitude Magnitude StDev Percent Duds
SIR Scale Free 0.10 143.352 288.549 0.625
SIR Scale Free 0.15 584.744 774.628 0.482
SIR Scale Free 0.20 1296.44 1142.24 0.380
SIR Small World 0.10 88.9266 131.743 0.584
SIR Small World 0.15 227.321 324.207 0.457
SIR Small World 0.20 445.033 559.017 0.352
SIS Scale Free 0.10 548.746 1155.19 0.593
SIS Scale Free 0.15 5003.03 5237.44 0.445
SIS Scale Free 0.20 10800.6 8150.76 0.344
SIS Small World 0.10 308.734 536.106 0.557
SIS Small World 0.15 2526.97 2839.26 0.433
SIS Small World 0.20 7036.79 5623.18 0.333

Table 6.1: Results summary of infection spread for each model variation. Each row
aggregates 5000 runs (one run initialized at each of 200 agents for each of the 25 base

network implementations). Duds are defined as runs in which the raw magnitude is fewer
than 50 agent-times.

6.4.1 TKO vs Magnitude Correlations Results

We first compare the TKO score of each agent to the initial-agent resulting mag-
nitude in order to evaluate whether this standard measure of influence effectively
captures a node’s ability to spread disease. The TKO algorithm accounts for the
idiosyncrasies of the agent interactions across time, but as a result it assigns scores
across time as well. In order to compare TKO node scores to initial-agent-spread
scores we first need to aggregate them to the individual agents.

For each node we determine two versions of TKO: (1) the proportional change
in the number of infectious nodes and (2) the change in the fraction of nodes that
become infectious. The proportional change of node i is calculated as the number
of agents that are infected when node i has been removed divided by the number
of nodes that were originally infected, and then that subtracted from one so that
a value of one means that no nodes become infected if this one is removed. Al-
ternatively the delta fraction is the fraction of infected nodes in the original run
minus the fraction of nodes that become infected when node i is removed. For
both versions negative values occur when more nodes become infected contingent



TEMPORAL WEBS 2 151

upon i’s removal compared to the original run. An agent that was never infected
will have a TKO value of zero for all its temporal nodes. For each of these tem-
poral node-based measures we aggregate them to agents by considering both the
maximum value an agent achieves across time and its average TKO score across
time.

The Pearson correlations for agent TKO scores and magnitude appear in Table
6.2. In the most correlated scenario (SIR smallworld 0.10 infection rate) the best
match is to maximum TKO with a correlation coefficient just under 0.50 (marked
with *). Although we initially believed that the Spearman rank correlations would
be higher, they are actually very similar and not consistently better or worse (a
table of Spearman correlations appears in the Supplementary Materials). For ex-
ample, the best-case scenario for the Spearman correlation is the same, with a
Spearman rho value of 0.517. For both types of correlation the performance drops
dramatically as the disease magnitude increases (via higher infection rates), indi-
cating that the large proportion of runs with almost no spread (“duds”) are trivially
improving the correlations and overstating the ability of agent-initiated magnitude
to measure propagation impact.

We also compare agent TKO to epidemic probability and both the Pearson
and Spearman correlations of this analysis are very similar overall to the compari-
son to magnitude, with a maximum Pearson correlation of 0.323 and a maximum
Spearman correlation of 0.518 (full tables appear in the Supplementary Materials).
Overall they are a weaker match with TKO, but this should be expected because
TKO itself is calculated from aggregated contingent marginal magnitudes.

Disease Type Network Type InfectionRate MaxProportion MaxDeltaFraction AveProportion AveDeltaFraction
SIR scalefree 0.10 0.402831 0.404905 0.288126 0.292081
SIR scalefree 0.15 0.0674457 0.246309 0.0644679 0.157114
SIR scalefree 0.20 0.0457449 0.219299 0.0781154 0.158489
SIR smallworld 0.10 0.494424* 0.471569 0.366466 0.363984
SIR smallworld 0.15 0.043098 0.264589 0.0770296 0.188738
SIR smallworld 0.20 0.0297556 0.19209 0.0154106 0.118696
SIS scalefree 0.10 0.346553 0.375933 0.268197 0.282026
SIS scalefree 0.15 0.0566606 0.247974 0.0838702 0.153358
SIS scalefree 0.20 0.0446214 0.233998 0.0585834 0.107849
SIS smallworld 0.10 0.404204 0.417726 0.353329 0.370916
SIS smallworld 0.15 0.0240389 0.201376 0.0452133 0.149954
SIS smallworld 0.20 0.0502245 0.190489 0.0420603 0.10682

Table 6.2: The mean Pearson correlations coefficients across the 25 network instantiations
of the disease magnitude given an agent is the initially infected agents and the TKO scores

for that agent. The low correlations imply that using the disease spread based on initial
infection is a poor measure of influence.

The poor correlations between TKO and both agent-initiated magnitude and
epidemic probability have multiple explanations. To understand the relationship
better we present a few select plots of the agent TKO scores across time in Figure
6.2. These plots present the change in magnitude resulting from removing each
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infectious agent at each time averaged across the 200 runs initialized with each
agent being infected. So a value of m means that on average (i.e., regardless
of which agent is initially infected) removing this agent at this time decreases
morbidity by m agent-times.

Figure 6.2: Plot of TKO scores across time for SIR dynamics and a scalefree network.
These examples shows that the most influential agent-times often do not occur during the
initial phases of a disease, but can indicate bottlenecks in the spread of the disease. This

also shows the appearance of negative TKO agents, the removal of which actually
increases the morbidity of the disease due to timing and network effects.

As we saw, there are many dud runs in which the disease doesn’t spread be-
yond a few initial agents; such cases bring down the average values but they re-
main comparable across different infection scales here because all our simulations
have the same number of runs. A TKO score of twenty might mean 500 saved
agent-times in one run and none in the others, or 50 in ten runs, etc. So TKO
scores can be small if the disease tends not to spread much because no agent at
no time will be a key player in the localized infections. On the other hand, if the
disease spreads rapidly from every agent to the whole population then no single
agent could be particularly responsible for the scale of the infection across multi-
ple initializations. So TKO will be small in these cases too because there are just
too many infection paths for any one agent to be a key player on enough of them
to have a high knockout effect. Thus, unlike measuring influence via cumulative
cases (or magnitude or epidemic probability) in which every agent may be seen as
influential, TKO scores are high only if an agent is influential in the sense of play-
ing a key role in the amount of spread. This difference explains why correlations
drop as the infection size increases.

Up to this point we have argued that temporal magnitude is a more accurate
measure of disease morbidity than cumulative cases because magnitude accounts
for both the length of infection as well as agent reinfections. A network measure’s
ability to capture an agent’s influence on disease is standardly compared to the
eventual spread of the disease contingent upon it starting at that agent, but our
analysis of correlations with TKO shows that this standard measure of impact itself
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fails to capture how much disease spread that agent is responsible for because it
lacks sensitivity to the structure of the interactions across time. Specifically, agent-
initiated metrics cannot account for the role that some other agent later has in the
spread of disease, nor how consistently important a particular agent is for spread
regardless of the initial infection. From these results we tentatively conclude that
TKO stands as the best measure of an agent’s influence on network propagation.
We now turn to testing the ability of static network measures to identify a system’s
high-impact agents.

6.4.2 Predicting Temporal Knockout from the Static Interac-
tion Network

The temporally extruded network structure captures the system dynamics in a
way that facilitates contingency analyses, however one must already have the data
across time to measure those properties, including TKO. For predictive purposes
we would like to know if there is some property of the known interaction struc-
ture that can identify key players [8]. Although temporal networks are gaining
popularity (see Holme [24] for a review), most network analysis is still performed
on flat networks because there are already measures available with known inter-
pretations. The question here is whether any flat graph property can accurately
predict the conditional marginal infection as measured by agent-aggregated tem-
poral knockout.

We ran the three comparisons between each of the four aggregated TKO mea-
sures and each of eight network centrality measures. Both Pearson and Spearman
correlations were calculated. Furthermore, because the standard network centrality
measures only purport to capture the highest value agents properly (i.e., rather than
a claim to assigning accurate values to all nodes) we also compared the overlap be-
tween the ten agents (5%) with the top TKO scores with the ten agents with the
top centrality scores [16]. We compared the maximum proportional and maximum
delta fraction TKO as well as the average proportional and average delta fraction
TKOs with degree, closeness, betweenness, eigenvector, and Katz centrality, as
well as accessibility and expected force (k-core values were too undifferentiated
on our base networks to be meaningful and are omitted here). The full output
of the analysis appears in the Supplementary Materials, but they are qualitatively
similar enough that Table 6.3 suffices to understand the general results.

We find that neither the Pearson nor the Spearman correlations are systemat-
ically higher, nor is any one of the network measures consistently better than all
the others (although eigenvector and Katz centrality are typically worse). Notably,
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Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz Accessibility Expected Force
SIR scalefree 0.10 0.127 0.106 0.099 0.098 0.08 0.081 0.119
SIR scalefree 0.15 0.125 0.096 0.102 0.098 0.084 0.069 0.114
SIR scalefree 0.20 0.14 0.119 0.115 0.115 0.101 0.096 0.133
SIR smallworld 0.10 -0.005 0.031 0.019 -0.008 -0.015 0.039 -0.006
SIR smallworld 0.15 0.049 0.07 0.082 0.08 0.064 0.091 0.051
SIR smallworld 0.20 0.067 0.127 0.102 0.026 0.057 0.136 0.062
SIS scalefree 0.10 0.135 0.089 0.111 0.091 0.068 0.061 0.111
SIS scalefree 0.15 0.162 0.098 0.127 0.106 0.085 0.054 0.13
SIS scalefree 0.20 0.233 0.167 0.191 0.168 0.138 0.107 0.201
SIS smallworld 0.10 0.025 0.054 0.02 -0.013 0.004 0.041 0.022
SIS smallworld 0.15 0.068 0.102 0.11 0.025 0.056 0.107 0.066
SIS smallworld 0.20 0.123 0.174 0.241 0.052 0.126 0.232 0.121

Table 6.3: The Pearson correlations between the mean proportional TKO score with each
of five base network agent centrality scores. Tables for the other results appear in the

Supplementary Materials.

accessibility and expected force, two newer measures specifically designed to mea-
sure epidemiological spread, do not fare better than the common centrality mea-
sures. Although the correlations are typically positive, the correlation coefficients
and Spearman Rhos are almost entirely below 0.20 and there are zero instances
across all results of relations above 0.4. Differences between the proportional and
delta fraction TKOs are small (as expected), but not negligible; delta fractional
correlations tend to be better but not in every case. Similarly, the correlations with
mean TKO tend to be slightly higher than maximum TKO, but the differences are
small and inconsistent. For the top ten overlap comparison we find that the cen-
trality measures typically find a few of the top ten TKO agents, with the highest
average matching score of 0.212.

There are other patterns in the results that may offer clues to where to look for
improved network measures. For example, for each disease type, each network
type, and each TKO version the correlations of all measures tend to be higher
with larger infection rates. Unsurprisingly, degree centrality typically performs
better on the scalefree networks than the small world networks. However, any such
pattern may be spurious because the correlation values are too low and similar for
our sample size to provide adequate power. In summary, the result is that none of
the eight measures we consider on the flat interaction network can predict which
agents have the greatest influence on spreading a disease.

6.5 Conclusions

In this chapter we have argued that using temporal networks to capture disease
spread has the benefits of incorporating the details of the interaction timing which
is necessary for judging each agent’s level of influence/impact on the spread. The
number of infectious agent-time nodes, a measure we call magnitude, is superior
to cumulative cases because it captures both the length of infections and agent re-
infection. However, adapting the standard measures of influence – eventual spread
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contingent upon the starting agent or blocked spread contingent upon removing
the agent – to magnitude is insufficient to properly capture an agent’s overall level
of influence. Although eliminating the initial agent is a sure-fire way to stop the
spread, that is not informative for deciding whom to remove before the disease
starts. What is needed is the change in the spread of disease contingent upon each
agent being removed generalized over all possible initial agents. But the degree of
influence is also dependent on when the agent is removed because the interaction
dynamics of these systems are complex: removing an agent early can increase the
eventual spread. We present the temporal knockout measure to capture all these
contingencies and provide a general benchmark for propagation influence.

One key insight from this study is that an agent’s influence depends on how
the dynamics unfold through time, which cannot be accurately predicted by his-
toric interaction data or known communication channels. Nascent measures on
temporal network structure (i.e., ones that operate on the full temporal web) can
accurately track the TKO property with considerably less computational time, but
they still require knowing the complete interaction structure over time [25]. Thus,
they work as effective proxy measures of TKO on existing temporal webs, but are
not viable predictor measures of TKO from base graphs. Although we do not
have improved static network measures to offer at this stage, we believe that hav-
ing a proper benchmark for such measures provides the foundation necessary for
developing them.

For most realistic health applications, by the time an intervention occurs there
are already several infectious individuals, and for this reason there is interest in
measures/strategies for scenarios with multiple initially infected agents [12]. The
problem is in the combinatorics; e.g., instead of 200 runs per network, with two
initial agents it becomes

(
200
2

)
= 19, 900 runs – for just three initial agents it

becomes 1,313,400 runs. Because TKO generalizes marginal conditional spread
of every agent-time across all initially infected agents, the TKOs scores can be
combined post hoc without needing to rerun the simulations. So, although the
TKO algorithm is computationally intense compared to the single initial agent
runs, there would be considerable time savings when compared to testing every
combination of initially infected agents.

As noted by Kitsak [16], when using cumulative cases to capture the influence
of particular agents it makes sense to keep the infection probabilities small enough
that the disease typically will not spread to the whole population – otherwise the
role of any single individual will be difficult to discern. TKO does not suffer
from this limitation because the disease magnitude measure also detects delays in
infection even if the whole population does eventually get infected. Again, the
timing of the interactions is important, so in addition to facilitating a reduction in
morbidity, TKO is useful for developing adaptive intervention strategies.

Recent papers have introduced new measures with claims of increased accu-
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racy (at least in certain contexts). However, those accuracy claims are based on
how well their own measure matched their own chosen metric on their own chosen
network and spread parameters. We propose that TKO, in its exhaustive marginal
contingent effect calculation, can act as a benchmark metric against which the per-
formance of proposed measures can be judged – essentially establishing a ground
truth for the influence of each agent (at each time) in a network.

We acknowledge that the version of temporal knockout presented here is not
the only option for benchmarking epidemiological network studies. One direction
of refinement is to develop measures of TKO based on thresholds of infection size
changes instead of magnitude – a similar move to using epidemic probability in-
stead of agent-initiated cumulative case. [20, 31] Another direction is to expand
the breadth of the simulations to more closely approach an exhaustive analysis of
interaction possibilities, perhaps including a notion maintaining high TKO through
variations in the infection rate and disease variation into the the measure of influ-
ence. [6] We visit these ideas in follow-up research to establish shared benchmarks
for evaluating measures of network influence on a variety of standardized gener-
ated and empirical networks similar to how Zachary’s Karate Club has been used
to test community detection methods. Before such benchmark networks can be
established, we as a community must agree on what counts as a measure of influ-
ence. We propose that temporal knockout may fill that role, and at the very least is
a useful step in the right direction.
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7
Detection and localization of change
points in temporal networks with the

aid of stochastic block models

7.1 Abstract

A framework based on generalized hierarchical random graphs (GHRGs) for the
detection of change points in the structure of temporal networks has recently been
developed by Peel and Clauset [1]. We build on this methodology and extend it
to also include the versatile stochastic block models (SBMs) as a parametric fam-
ily for reconstructing the empirical networks. We use five different techniques
for change point detection on prototypical temporal networks, including empiri-
cal and synthetic ones. We find that none of the considered methods can consis-
tently outperform the others when it comes to detecting and locating the expected
change points in empirical temporal networks. With respect to the precision and
the recall of the results of the change points, we find that the method based on a
degree-corrected SBM has better recall properties than other dedicated methods,
especially for sparse networks and smaller sliding time window widths.



162 CHAPTER 7

7.2 Introduction

Networks are currently widely used to map and study interacting systems of an-
imate and inanimate objects [2–4]. Often, the methodologies and measures de-
veloped within the context of network theories allow one to identify the central
players [5–7] and to find structures in the nodal interactions of the network [8].
Thereby one often identifies groups of nodes - communities - which interact more
within a group than across groups [9–11]. Other frequently obtained topologies of
social networks include the core-periphery structure [12, 13] with a small group
of highly interconnected core nodes and a large group of peripheral nodes that do
mostly interact with core nodes.

As the dynamical origins of the interactions evolve over time, the topology of
the network can change [14, 15]. For example, a social network of high-school
students changes between “normal classes” mode and “summer break” mode, not
to speak about what happens to the network after graduation [16]. There are many
time evolving networks, however, for which the identification of the changes in the
topological structure of the network is not that obvious. Recently, Peel and Clauset
[1] proposed a framework to locate the structural breaks in the large-scale structure
of time-evolving networks. The proposed change point detection methodology
of [1] develops in four steps:

(1) Select the generalized hierarchical random graph (GHRG) parametric fam-
ily of probability distributions appropriate for reconstruction of the empiri-
cal network data.

(2) Select an appropriate width w of a sliding time window.

(3) For each time window, use the proposed parametric family of probability
distributions to infer two versions for the model: one corresponding with a
change of parameters at a particular instance of time within the window, and
an alternate one corresponding with the null hypothesis of no change point
over the entire time window.

(4) Conduct a statistical hypothesis test to determine whether the “change” or
“no-change” mode provides the better fit to the empirical network data.

In this paper we build on this methodology, but introduce also stochastic block
models (SBM) as a parametric family for reconstructing the empirical network
in step (1) of the above-mentioned procedure. The SBMs have the advantage of
being very flexible. Indeed, they can capture for example both assortative and dis-
assortative behaviour, and core-periphery networks [17–19]. An alternate method
for change point detection with an adaptive time window based on Markov chain
Monte Carlo and SBMs has recently been outlined in [16].
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In what follows, we first introduce the concept of SBMs to capture a given
empirical network. Next, we detail a new method to fit a model to a given empir-
ical network and to find the change points in a sliding time window of size w. In
section 7.5 we apply our proposed methodology to a number of prototypical tem-
poral networks. We introduce several strategies to detect change points and com-
pare the quality of their results. First, we conduct a study with synthetic temporal
networks. Next, we apply the change-point detection methods to three empirical
temporal social networks: the Enron e-mail network, the MIT proximity network,
and the international trade network after 1870. For these three networks the em-
pirical change points are documented and we compare those with the numerical
predictions.

7.3 Fitting stochastic block models to a network

In its simplest form, an SBM distributes the N nodes of a network into K groups.
With nr we denote the prior probability that a node is classified in group r. Ob-
viously, one has that

∑
r nr = 1. Let Qrs be the probability that a link exists

between a node u in block r and a node v in block s. The parameters Qrs form a
K×K matrix (1 ≤ K ≤ N). We call gu = r (gv = s) the block assigned to node
u (v). With these conventions, the probability of having a link between nodes u
and v is Bernoulli distributed with parameter Qgugv . One can determine the like-
lihood of a given network (as fully determined by its adjacency matrix A) with a
given node partitioning {gu} given the SBM model parameters {nr} and {Qrs}.
This can be expressed either in terms of a product over all nodes, or in terms of a
product over all blocks.

P (A, {gu}|{nr}, {Qrs}) =
∏
u

ngu
∏
u<v

QAuvgugv (1−Qgugv )
1−Auv

=
∏
r

nNrr
∏
r≤s

Qmrsrs (1−Qrs)Nrs−mrs . (7.1)

Here, mrs is the number of actual links between nodes in block r and nodes in
block s. Further, Nrs is the total number of possible links between the nodes in
block r and the nodes in block s. For multigraphs, where Auv can be larger than
one, the distributions in the right-hand-sides of (7.1) can be replaced by Poisson
distributions. One finds for the multigraph versions of the likelihood of (7.1)

P (Poisson)(A, {gu}|{nr}, {Qrs}) =
∏
u

ngu
∏
u<v

QAuvgugve
−Qgugv

Auv!

=
∏
r

nNrr
∏
r≤s

Qmrsrs e−NrsQrs
∏
u<v

1

Auv!
. (7.2)
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These expressions for the probability distributions make the SBM a powerful and
versatile tool for the analysis of complex networks.

With the eye on community detection in networks, one often uses the degree-
corrected (DC) version of SBM [19]. Thereby, one introduces for all nodes u
an extra parameter θu proportional to the ratio of u’s degree to the sum of all
degrees in block gu. By doing so, the link probability Qgugv can be replaced by
Qgugvθuθv as the probability for a link between nodes u and v. This replacement
diminishes the dependence of Qgugv on the magnitude of the degrees of nodes u
and v. As a consequence, the likelihood that a node with low degree and a node
with high degree belong to the same group increases, provided that their θ is low
and high, respectively. The sketched degree correction makes sure that a separation
into modules is more likely than a separation into groups with similar degrees as
often happens with the regular SBM version. We refer to [19] for more details
concerning the degree correction.

We now detail our proposed method to fit a parametric distribution to a given
empirical network. As in [20, 21] we use belief propagation to fit an SBM to a
given network. Thereby, each node u sends a “message” ψu→vr to every other
node v in the network. The ψu→vr indicates the probability that node u would
belong to block r, in the absence of node v. These conditional probabilities can be
iteratively updated with the aid of the expression

ψu→vr =
1

Zu→v
nr

∏
w 6=u,v

(∑
s

P (Awu|Qsr)ψw→us

)
, (7.3)

with the normalization coefficient,

Zu→v =
∑
rs

P (Auv|Qrs)ψu→vr ψv→us . (7.4)

The marginal probability ψur that node u belongs to block r can then be obtained
from the following expression

ψur =
1

Zu
nr
∏
w 6=u

(∑
s

P (Awu|Qsr)ψw→us

)
, (7.5)

with the normalization coefficient

Zu =
∑
r

nr
∏
w 6=u

(∑
s

P (Awu|Qsr)ψw→us

)
. (7.6)

In order to make the algorithm scalable, it is worth remarking that up to O( 1
N )

terms, the “messages” between two unconnected nodes (u, v) (with Auv = 0) can
be approximated by the marginal probability (see [20] for details)

ψu→vr ≈ ψur . (7.7)
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With this approximation, for each node u one stores and updates the ψur and the
ψu→vr for u’s neighbours {v|v 6= u,Auv > 0}. This reduces the number of
“messages” to be updated to N + M , with M the total number of links in the
network. Without the approximation (7.7),N2 probabilities ψu→vr need to updated
and stored.

The “messages” of (7.3) and (7.5) allow one to put forward estimates of the
SBM parameters

nr =

〈
Nr
N

〉
=

∑
u ψ

u
r

N
, (7.8)

Qrs =

〈
mrs

Nrs

〉

=


1

N2(
∑
u′ ψ

u′
r )(

∑
v′ ψ

v′
s )

∑
u 6=v

AuvP (Auv|Qrs)ψu→vr ψv→us

Zuv (r 6= s)

1

N2(
∑
u′ ψ

u′
r )((

∑
v′ ψ

v′
s )−1/N)

∑
u 6=v

AuvP (Auv|Qrs)ψu→vr ψv→us

Zuv (r = s).

(7.9)

Using (7.3) one can update the “messages” {ψu→vr } given the current estimates
of the SBM parameters {nr} and {Qrs}. The expressions (7.8) and (7.9), on the
other hand, provide a way to estimate the SBM parameters, given the “messages”.
Fitting the SBM to an empirical network can then be done as follows:

(1) Initialise {ψu→vr } for each node u, and the parameters {nr} and {Qrs}
randomly.

(2) Update the SBM parameters using (7.8) and (7.9).

(3) Iteratively update the “messages” {ψu→vr } and {ψur }, using (7.3) and (7.5)
respectively, until they converge.

(4) Repeat steps (2) and (3) until both the parameters ({nr}, {Qrs}) and the
“messages” ({ψu→vr }, {ψur }) have converged.

This is a variant of the Expectation-Maximisation algorithm that finds the opti-
mal parameter values using point estimates for a given initialisation. Because this
approach can cause convergence to a local minimum, it is safer to execute this
algorithm multiple times with different random initialisations, and accept the so-
lution with the highest likelihood.

By using (7.8) and (7.9) we obtain estimates of the network’s parameters of
which we deem that they offer some advantages over an approach that assigns the
nodes to blocks deterministically. This is because a node u that has a high proba-
bility to reside in block r (ψur ' 1), retains a small probability of residing in block
s 6= r (ψus > 0). Accordingly, it contributes to the estimate of Qss through (7.9).
This avoids the following problem that occurs with the deterministic assignment of
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the nodes to blocks. Suppose that a block s has a deterministically assigned set of
nodes. In situations whereby those nodes have no links in the underlying network,
Qss is estimated as zero. By the same token, using (7.1) or (7.2) the likelihood of
a network with one link in block s is also zero. In the approach adopted in this
work, the estimate of Qss differs from zero which implies that the likelihood of a
link within block s differs from zero. Indeed, this is guaranteed through the use of
(7.8) and (7.9), and the fact that ψus > 0 for all or nearly all nodes u. An alternate
way of circumventing the sketched problem is to introduce Bayesian priors for the
ψus , as was done in [1].

We now discuss the method used to determine the number of blocks K. To
this end, we repeat the above fitting procedure for various choices of K, and select
the one with the minimum description length (DL). We use the definition of the
DL proposed in [22]. It consists of the sum of an entropy term S accounting for
the amount of information in the network that is described by the model, and of
a model information term L that quantifies the information needed to describe
the model. After a deterministic assignment of the nodes to blocks using gu =

arg max
r

ψur , the DL Σ can be written as:

Σ =
∑
r

ln

(((
Nr
2

)
mrr

))
+
∑
r<s

ln

((
NrNs
mrs

))

+ ln

((((K
2

))
M

))
+ ln

((
K
M

))
+ lnN !−

∑
r

Nr , (7.10)

where
((
N
m

))
=
(
N+m−1

m

)
is a combination with repetitions. For directed networks,

the first line of (7.10) becomes
∑
rs ln

((
NrNs
mrs

))
. For the degree-corrected model,

and for more information on the MDL for SBMs, we refer to [18] and [22]. In
particular, Appendix A of [22] points out that the use of the MDL is equivalent to
a Bayesian model selection of the parameter K.

7.4 Method for detection and localization of change
points

In this work, we define a temporal network as a time series of consecutive snap-
shots of a network. Using the methodology of the previous section to fit an SBM
to a given network, we can now proceed to develop a technique appropriate for the
detection of change points in a temporal network. The methodology rests on the
idea to use an overlapping sliding time window with width w and to statistically
determine for each time window whether it contains a change point or not. With
this procedure, one can detect change points without taking the full time series of
networks into consideration.
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t0 t1 t2 t3 t4

Φa Φb

Φ0

Figure 7.1: Window of five consecutive snapshots (t0, t1, t2, t3, t4) of a temporal network
containing a change point between t2 and t3. Before the change point there are two

distinct communities. After the change point the green nodes change sides and now make
up a new community with the yellow nodes. Model Φ0 represents the null hypothesis that
there is no change point in the considered time window. A change point is detected when

the combination of the two models Φa (fit to (t0, t1, t2)) and Φb (fit to (t3, t4)) are
statistically identified as a better fit to the empirical network data at five time instances.

For each time window, we label the graphs by means of their time coordinate
(t0, t1, . . . , tw−1) (see figure 7.1). We can test the hypothesis that a change point
occurs in a particular window by considering all w − 1 times (t1, . . . , tw−1) as
possible change points. Of those the most likely one is selected. As a basis of
reference, we start from the null hypothesis of no occurrence of a change point
in the considered time window. This hypothesis assumes no change point in the
window of networks, and can therefore be based on an average model for all the
networks in the window. In order to construct such an average model in a given
time window, we proceed as follows:

(1) In any given time window, add all the links between every pair (u, v) of
nodes and construct A[0,w−1]

uv =
∑tw−1

t=t0
Atuv . This then forms a multigraph

or a weighted network with discrete weights 0 ≤ A[0,w−1]
uv ≤ w.

(2) Using (7.2) a Poisson-distributed SBM is fitted to the obtained multigraph
A

[0,w−1]
uv using the belief propagation technique detailed in the previous sec-

tion. Thereafter, the corresponding parameters {Qrs} are divided by the
window length w. This ensures that the expected number of links between
two nodes is the average number for all network realisations in the window,
rather than the sum.
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This model then forms the null model Φ0 in a conventional likelihood-ratio test.
The alternative hypothesis states that a change point occurs just before the network
realisation at time instant tn, with t0 < tn < tw. For the alternative hypothesis,
two other models can be constructed by re-estimating the SBM-parameters for the
networks before tn (resulting in Φa), and for the networks from tn on (resulting
in Φb) (Figure 7.1). There are w − 1 such hypotheses, each of which results in a
log-likelihood ratio

Λtn =

tn−1∑
t=t0

lnP (At|Φa) +

t0+w−1∑
t=tn

lnP (At|Φb)−
t0+w−1∑
t=t0

lnP (At|Φ0). (7.11)

In order to determine the potential change point tn we select the maximum of these
log-likelihood ratios,

g = max
tn

Λtn . (7.12)

What remains to be done is to determine whether the potential change point tn
is significant. This selection can be done by choosing a threshold value for g.
The traditional method to model the distribution of the log-likelihood ratios, using
Wilks’ theorem, is with a χ2-distribution. It has been shown [21], however, that
this asymptotic approximation does not apply to a SBM. Therefore, as in [1], we
make use of bootstrapping. Bootstrapping is a way to model the distribution of
the log-likelihood ratio for windows that fall under the null model, called the null
distribution. This is achieved by generating a large number of networks from the
null model, and calculating the log-likelihood ratio g′ using (7.12) for every w of
these networks. As for these networks no change point should be detected, these
{g′} can be assumed to be samples from the distribution of the null model. We
can then use the distribution of these {g′} as an approximation of the real null
distribution. A decision for the detection of a change point can then be made by
selecting a confidence level and corresponding significance level, e.g. 1 − α =

95%. We calculate the p-value of the log-likelihood ratio g as

p =
|{g′} > g|
|{g′}|

. (7.13)

The p-value determines the significance of the log-likelihood ratio, and the change
point is only accepted if the condition p < α is met.

7.5 Results
In this section we present the results of our numerical studies of change-point
detection. We use both synthetic (section 7.5.1) and empirical (section 7.5.2) tem-
poral networks. For all those temporal networks we use in total five methodologies
to detect and locate the change points. First, the degree-corrected and the regular
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SBM techniques introduced in this work (DC-SBM, SBM) and the GHRG method
introduced in [1]. We confront the results of those three involving methodologies
with those of two rather straightforward local methods based on the mean degree
and mean geodesic of the network. For these local methods, we calculate the spec-
ified scalars for each network in a given time window and for the network at the
time instance just after the considered time window. The value for this last network
is then compared to the mean value for the networks in the window, by means of
a two-tailed Student’s t-test. Thereby we adopt the same significance level α as
used for the other methods (1− α = 95%).

7.5.1 Analysis with synthetic temporal networks
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Figure 7.2: The efficiency of detecting a change point in two synthetic temporal networks
with the SBM, DC-SBM, GHRG, mean-degree, and mean-geodesic methods. The true

location of the change point is t = 16. Upper panel: t = 16 marks the change from an
Erdős-Rényi (ER) network to a network with two communities (2C). Lower panel: t = 16

marks the change from a network with two communities to a network with a core-periphery
(CP) structure. At all time instances, the height of the bar indicates the fraction of the 50
simulations that detect a change point. A sliding time window of size w = 16 was used.

In this subsection we compare the performance of the proposed techniques at
the retrieval of planted change points in synthetic temporal networks. We apply
the methodology outlined in Sections 7.3 and 7.4 to the synthetic transition from
an Erdős-Rényi (ER) network into a network with two communities (2C), and
from a network with two communities into a network with a core-periphery (CP)
structure.

We report results of four rounds of studies each covering 50 simulations of
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32 time instances. Thereby, the change point is planted at t = 16. The temporal
synthetic networks of the “ER”, “2C” and “CP” type are generated from their
defining SBMs, with a fixed number of nodes in each block. More specifically, the
results reported are generated from:

ER→ 2C:
(

0.1 0.1
0.1 0.1

)
→
(

0.15 0.05
0.05 0.15

)
, N =

(
22
28

)
, (7.14)

2C→ CP:
(

0.2 0.01
0.01 0.2

)
→
(

0.3 0.09
0.09 0.01

)
, N =

(
20
30

)
, (7.15)

CP→ 2C:
(

0.3 0.09
0.09 0.01

)
→
(

0.2 0.01
0.01 0.2

)
, N =

(
20
30

)
. (7.16)

For each simulation of a given set-up, 16 networks are independently generated
from the first SBM, followed by 16 independent networks from the second SBM.
This creates a time series of networks with larger variations than those typically
found in the empirical temporal networks that will constitute the study of Sec. 7.5.2.
We stress that the GHRG model would be an equally good choice to generate the
synthetic temporal networks.

Figure 7.2 summarizes the results of the detection efficiencies for the “ER→2C”
and “2C→CP” transitions, using a sliding window of size w = 16, and a signifi-
cance level of 1−α = 95 %. We observe that the regular SBM method (and for the
formation of two communities also the DC-SBM method) has a very high detec-
tion rate at the change point. The GHRG and the local methods have a significantly
lower detection rate.

Figure 7.3 shows the change-point detection efficiencies for two transitions re-
lated to those of Fig. 7.2. The first is the ER→2C transition with a window size
w = 4. Comparison to the upper panel in Fig. 7.2 illustrates that a shorter window
size causes the SBM method to predict more false predictions for local change
points. We stress that those can be partially attributed to the adopted algorithm
that generates the networks independently. Figure 7.3 also shows the detection ef-
ficiency results for the CP→2C transition with w = 16. This is the time reversed
process of the one shown in the lower panel of Fig. 7.2. The DC-SBM method
shows a noticeable increase in detections of a change point. This is in line with
the expectations, as the DC-SBM is more adept at discovering community struc-
ture than the regular SBM. This indicates that the DC-SBM method is better at
discovering the formation of a community structure than it is at discovering its
dissolution.

In the studies summarized in Figs. 7.2 and 7.3 the GHRG method seems to
under-perform. The underlying reasons can be understood by inspecting Fig. 7.4
showing for one specific studied transition the mean of one minus the p-value of
the likelihood ratio statistic, which can be interpreted as the probability of occur-
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Figure 7.3: As in Fig. 7.2 but for a different value of w (upper panel) and for the time
reversed process (bottom panel).

rence of a change point. We see that the GHRG, like the other methods, produces
a peak in this probability, centred around the real change point. The mean, how-
ever, doesn’t rise above the 95 % that was put forward as the detection threshold.
This indicates that at lower values of this threshold, the GHRG method would be
equally efficient at predicting the t = 16 peak. We stress that similar observations
are made for all the transitions considered.

7.5.2 Analysis with empirical temporal networks

We now apply the methodology outlined in the Sections 7.3 and 7.4 to three empir-
ical temporal networks: the Enron e-mail network, the MIT proximity network and
the international trade network. The first two datasets were also used in the change
point analysis of [1]. First, we briefly describe the three datasets that underlie the
temporal networks used in our analysis.

Enron is a U.S. energy company that filed for bankruptcy back in 2001 due
to accounting scandals. As a result of an official inquiry, a dataset of e-mails
exchanged between members of the Enron staff was made public1. With those
data, one can construct a temporal network with Enron’s staff members as nodes,
and links which reflect the e-mail exchanges in a particular working week. In this
way, one creates a sparse network with an average of 0.43 links per node.

The MIT reality mining project is an experiment conducted by the Media Lab-
oratory at the Massachusetts Institute of Technology (MIT) during the 2004-2005

1Available at www.cs.cmu.edu/˜enron.
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Figure 7.4: The estimated probability of detecting a change point in a synthetic temporal
network with the SBM, DC-SBM, GHRG, mean-degree, and mean-geodesic methods. The

true location of the change point is t = 16. It marks the change from a network with a
core-periphery (CP) structure to a network with two communities. At all time instances,

the height of the bar indicates one minus the p-value of the likelihood ratio statistic,
averaged over all time windows containing the candidate change point for the SBM,

DC-SBM and GHRG methods, and over the 50 simulations. A sliding time window of size
w = 16 was used.

academic year [23]. In this experiment, ninety-four subjects, both MIT students
and staff, were monitored by means of their smartphone. Thereby, the Bluetooth
data give a measure of the proximity between two subjects2. This proximity can
be interpreted as a link between two subjects. As the time of proximity is also
recorded, one can produce a weekly empirical temporal network by grouping the
links per week. In this way, a dense network with an average of 9.07 links per
node is obtained.

The study of international trade before the 1950s is hampered by the limita-
tions imposed by the scarcity of data. Thanks to a technique developed in [24], a
reliable coverage of the data on international trade between 1880 and 2011 could
be accomplished. Note that during the world wars data collection on trade was
almost halted. Hence, we exclude these periods from the sample. We construct
a temporal international trade network with countries as nodes and establishing
links whenever the countries have a significant level of trade integration in a spe-
cific year. We treat the international trade data as undirected in order to make a
change point analysis with the GHRG method possible.

For the Enron e-mail and MIT proximity networks we consider all nodes (in-
cluding those with no links) in the time windows. For the international trade net-
work, however, we retain the nodes with at least one link throughout the window.
In this way a more dense network is obtained, creating improved conditions for
change point detection.

For each of the three considered temporal networks, there are a number of
known dates corresponding with events that are likely to have impacted the net-

2Available at http://realitycommons.media.mit.edu/realitymining.html.
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Figure 7.5: The detected change points in the Enron e-mail network for w = 4 weeks
(upper panel) and w = 16 weeks (lower panel). Use has been made of the SBM, DC-SBM,
GHRG, mean-degree and mean-geodesic methods. The red vertical lines correspond with

the time instances of documented events in the Enron company.

work’s structure. We treat those dates as if they were the “empirical” change
points, realizing that they merely mark dates with an enhanced likelihood for
changes in the network to occur. The major purpose of the introduction of “empir-
ical” change points is to develop a quantitative measure to compare the figure of
merit of the different change point detection methodologies. In order to quantify
the quality of the various change point detection techniques, we use the “precision”
and “recall” in function of a delay s as it was introduced in [1]

Precision(s) =
1

Nfound

∑
i

δ

(
min
j

∣∣∣tfoundi − tknownj

∣∣∣ ≤ s) (7.17)

Recall(s) =
1

Nknown

∑
j

δ
(

min
i

∣∣∣tfoundi − tknownj

∣∣∣ ≤ s) , (7.18)

where Nfound (Nknown) is the total number of detected (“empirical”) change
points. The precision is the fraction of detected change points tfoundi that have
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Figure 7.6: The computed precision (top) and recall (bottom) for the Enron e-mail
network. Results are shown for window sizes of 4 (left) and 16 weeks (right) and for five

change point detection methods.

an “empirical” event tknowni within a time range of s. The recall is the fraction of
“empirical” events that have a detected change point within a time range of s.

Figures 7.5, 7.7 and 7.9 show the “empirical” and the detected change points
for the Enron, MIT and trade networks for two different time window widths. The
corresponding results for the precision and recall are contained in Figures 7.6, 7.8
and 7.10. In order to get a better feeling of the effect of the width of the sliding
time window in the change point searches, for each temporal network we have
been running the algorithms for a “small” width of 4 (w = 4) and a “larger” width
of 16 (w = 16).

When it comes to detecting the “empirical” change points, we find that the
DC-SBM method is at least equally efficient as the SBM. Furthermore, we observe
a strong sensitivity of the detected change points to the value of w. For example,
whereas the SBM and DC-SBM predict more change points than the GHRG for the
Enron(w = 4), Enron(w = 16) and MIT(w = 4) combinations, just the opposite
is observed for the other three combinations. This illustrates the sensitivity of the
algorithms to the choice made with regard to the value of w.

One also faces some situations where the algorithms fail to detect the “em-
pirical” change points. In other situations the algorithms predict a high density
of change points, whereas there are no direct empirical indications that point into
that direction. For example, for the international trade network, the combination
DC-SBM with w = 4 leads to many detected change points. One could argue,
however, that 4 years is too small a window for dramatic changes in the interna-
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Figure 7.7: As in Figure 7.5 but for the MIT proximity network.

tional trade network to occur. For the MIT proximity network, on the other hand,
all methods are performing badly for the w = 16 option. Here, one could argue
that a time window of 4 weeks is a more natural choice to detect changes in the
proximity network.

The precision of the various methods for the Enron e-mail network (Figure 7.6)
is roughly the same. The GHRG method outperforms the other methods at larger
window sizes. The SBM methods, in particular the DC-SBM version, perform
better for the recall. The simple mean-degree and mean-geodesic methods have a
decent precision but lag behind for the recall. For the precision and recall for the
MIT proximity network (Figure 7.8), the GHRG method ( [1]) displays a slightly
better precision, but the SBM methods are slightly better at recall. Again, the
simple mean-degree and mean-geodesic methods perform well for the precision
but are worse for the recall. For the computed precision of the international trade
network (Figure 7.10) all methods perform comparably. For the recall at w = 4,
however, only the DC-SBM method performs better than the local methods. For a
larger window size, both the SBM methods and the GHRG method perform very
well.
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Figure 7.8: As in Figure 7.6 but for the MIT proximity network.

When comparing our results for the Enron e-mail and the MIT proximity net-
works with those of [1], we note some differences, especially for the Enron net-
work. We see three possible explanations, which may together constitute a plau-
sible explanation. Firstly, the original datasets were preprocessed in order to turn
them into temporal networks. For the Enron data, a person uses several e-mail
aliases, inducing uncertainties in the preprocessing of the data. Secondly, the
choice of the time window width is not specified in [1] and, as shown above, the
results for the change point candidates depend on that choice. Thirdly, the detected
change points are sensitive to whether only active nodes or all nodes are included
in the sliding time window.

7.6 Conclusion

The pioneering work of [1] developed a framework to detect change points in
temporal networks based on GHRGs. In this paper we extend their methodology
by adapting it to the use of SBMs as a parametric family of probability distributions
for the reconstruction of empirical networks. We have made a comparative study
of the detected change points on three prototypical empirical temporal networks
using the GHRG and SBM based methodologies. We have done this for different
sizes of the sliding time window and have also included two more simple change
point detection methods in the comparison.

We find that the GHRG method and SBM methods are comparably effective in
identifying the change points. In some sense, the SBM is more versatile in that it
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Figure 7.9: As in Figure 7.5 but for the international trade network. The widths of the
sliding time windows are expressed in years.

can also deal with directed networks for example. No systematic conclusions could
be drawn for the density of the detected change points. Whereas the SBM models
detect more change points than the GHRG for the combinations Enron(w = 4),
Enron(w = 16), MIT(w = 4), just the opposite is found for the other three com-
binations analysed in this work. This also indicates that the choice of the size
of the sliding time window affects the detected change points. When comparing
the SBM and DC-SBM methodologies, the DC-SBM version has the tendency to
identify a larger amount of change points. We also find some situations in which
the methodologies (even dramatically) over- or under-predict the amount of “em-
pirical” change points. Note that the SBM and GHRG are very similar models,
as for an appropriate value of the number of blocks K an SBM equivalent to any
GHRG can be constructed. The main difference between the two models being
that the GHRG automatically determines the number of blocks at the cost of only
being able to recursively partition along the block diagonal of the adjacency ma-
trix. The SBM on the other hand can freely parametrise the full block structure



178 CHAPTER 7

 0

 0.2

 0.4

 0.6

 0.8

 1

P
re

c
is

io
n
 (

fr
a
c
ti
o
n
)

w = 4

 0

 0.2

 0.4

 0.6

 0.8

 0  1  2  3  4

R
e
c
a
ll
 (

fr
a
c
ti
o
n
)

Delay s (years)

w = 16

DC-SBM
SBM

GHRG
m.degree

m.geodesic

 0  1  2  3  4  5

Delay s (years)

Figure 7.10: As in Figure 7.6 but for the international trade network. The widths of the
sliding time windows are expressed in years.

but requires the number of blocks K to be specified. Given the similarity between
SBM and GHRG it seems reasonable that they would perform similarly overall,
but perform differently for different types of changes. In future work, it may be
worth partitioning the problem space in more detail so that one can identify for
which types of network changes the various methods perform best.

With respect to the precision and the recall, we conclude that the SBM method
produces a better recall than the GHRG method, especially for sparse networks
in combination with a “small” window size. The precision is only significantly
outperformed by the GHRG method for one of the three studied networks. In gen-
eral, the simple mean-degree and mean-geodesic methods do reasonably well for
the precision but are outperformed by the sophisticated GHRG and SBM methods
for the recall. This leads us to conclude that SBMs, and especially the degree-
corrected SBM, are a good versatile tool for inference and analysis of complex
networks. The inference of change points in temporal networks, however, is sub-
ject to some uncertainties which are connected with the adopted method and the
widths of the considered sliding time windows. Methodologies based on paramet-
ric families for reconstructing the empirical networks, however, outperform the
more simple methodologies.

An implementation of the proposed algorithm is available at https://github.
ugent.be/pages/sidridde/sbm_cpd. The independence between the runs
in the different time windows makes parallelisation easily attainable. In each time
window, the sparse version of the belief propagation algorithm leads to a computa-
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tional complexity of O((MN + N2)K2), and a memory complexity of the order
O(M).
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8
Summary and outlook

The work presented in this dissertation can be divided into an empirical and a
methodological part. Although the different chapters study a variety of economic
and methodological research questions, they are bound together by a common
methodological approach grounded in network theory.

In the first empirical chapter, we analyzed data on bilateral interbank exposures
and bank balance sheets of the Russian interbank market from 1998 to 2004. We
investigated the probability distributions of a collection of relevant interbank net-
work characteristics. Our main observation was that all distributions are fat-tailed,
and that these results were robust when considering: different time aggregates,
crisis vs. non-crisis periods, and the growth vs. maturity phase of the interbank
market.

The second empirical chapter studied the structure of the worldwide trade net-
work from the 1880s to the late 1980s, looking specifically for patterns corre-
sponding to globalization, regionalization or a core-periphery structure. Through
the use of temporal stochastic block modeling, we found a strong core-periphery
structure during the first wave of globalization. After WWI, however, we saw the
slow dismantlement of this structure into a hub-and-spoke pattern where regional
clusters are linked to a central hub, a sign of increasing regionalization.

The last empirical chapter then looked at the exchange-traded funds (ETFs)
universe. Via a detailed statistical analysis of the ETF size distribution, a discrete
hierarchy of sizes was discovered, which in turn led to a natural classification
of the ETF universe into size layers. We found that the largest ETFs exhibit a
stronger intra-layer and interlayer similarity compared with smaller ETFs. Also
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the performance of the former proved significantly better than the latter.
The first two methodological chapters proposed an approach to examine the

dynamical properties of transmission via novel measures on an integrated, tempo-
rally extended network representation of interaction data across time. Chapter 5
introduced the framework, provided the technical details and applied it in an ex-
ploratory way to agent-based implementations of the well-known SEIR and SEIS
epidemiological models. In the follow-up Chapter 6 we further developed the pre-
viously introduced temporal knockout (TKO) score and argued that this TKO score
is an effective benchmark measure for evaluating the accuracy of other, often more
practical, measures of influence. Benchmarked to the traditional network mea-
sures applied to the induced flat graphs, we found that none of them are accurate
predictors of network propagation influence, expressed by TKO, on the systems
studied.

For the final methodological chapter we extended an existing methodology [1]
for the detection of change-points in the large-scale structure of temporal networks
by adding the versatile stochastic block models as generative models. This result
of this extension was then compared with the original version and other, more
traditional methods of change-point detection, using empirical as well as synthetic
test networks. We found that none of the considered methods could consistently
outperform the others when it came to detecting and locating the expected change
points.

Outlook

As a final step we look ahead by discussing the ongoing and planned future re-
search that is connected to the work presented in the preceding chapters.

In an accompanying paper to the research on ETFs we are investigating the
relation between an ETF’s composition compared to the market portfolio, and its
performance. By comparing the weights of the stocks in a given ETF to the weights
of the same stocks in the market portfolio, we arrive at a parametrization of this
relation. We then check via machine learning methods whether these parameters
can be used as a predictor of an ETF’s performance. For now, we tentatively find
that certain regions of the resulting parameter space indeed consistently over- or
underperform.

In a follow-up to the work on temporal webs, the framework is now being
tested on real-world interaction data. We investigate the propagation of risk factors
on interbank networks, frustration on political relation networks, and emotional
affect on Twitter networks. The idea is to compare the temporal web technique
to the many other useful techniques out there in order to home in on the features
of network propagation for which the temporal web approach provides unique
insights. We are still in the exploratory phase and are momentarily focusing on the



SUMMARY AND OUTLOOK 185

development of computational tools.
The final ongoing project has recently been launched and will draw together all

elements covered in this dissertation. The crux of the project is the exclusive ac-
cess of our team to the de-identified data of five million clients of a large European
bank. For a ten year time span, we have monthly records of a clients characteris-
tics and portfolio composition. In addition we have all their financial transactions
including transfers and withdrawals. This unique transaction data set constitutes a
true and heretofore inaccessible treasure trove of data. The goal of the project is to
unlock the full potential of this unique proprietary data set. After mapping all de-
tails of the financial transaction network and its time evolution, we will contribute
to the field of “secular stagnation” and to studies of the dynamics behind income
and wealth inequality. Indeed, advanced network theory applied to the data set
at our disposal, provides a whole different scale, scope and time span to consider-
ably improve on available state-of-the art studies and come up with evidence-based
improved models for challenging socioeconomic issues.
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9
Samenvatting

Het werk gepresenteerd in dit proefschrift kan opgedeeld worden in een empirisch
en een methodologisch stuk. Alhoewel de verschillende hoofdstukken een waaier
aan economische en methodologische onderzoeksvragen aankaarten, zijn ze ver-
bonden door een gemeenschappelijke methodologische aanpak gegrond in netwerk-
theorie.

In het eerste empirische hoofdstuk, analyseerden we data over bilaterale inter-
bank leningen en balansen van banken op de Russische interbank markt in de jaren
1998 tot 2004. We onderzochten de waarschijnlijkheidsdistributies van een collec-
tie relevante interbank netwerk karakteristieken. Onze hoofd observatie was dat al
deze distributies een dikke staart hebben en dat deze resultaten robust waren bij
het beschouwen van: verschillende tijds aggregaten, crisis- vs. niet-crisisperiodes,
en de groei vs. de volwassen fase van de interbank markt.

Het tweede empirische hoofdstuk onderzocht de structuur van het wereldwi-
jde handelsnetwerk van 1880 tot 1990, waarbij specifiek gezocht werd naar patro-
nen overeenkomend met globalisatie, regionalisatie, en een kern-periferiestructuur.
Door gebruik te maken van temporele stochastic block models, vonden we een
sterke kern-periferiestructuur gedurende de eerste globaliseringsgolf. Na de Eerste
Wereldoorlog, echter, zagen we een graduele overgang van deze structuur naar een
hub-and-spake patroon waar regionale clusters gelinkt zijn met een centrale hub,
een teken van toenemende regionalisatie.

Het laatste empirische hoofdstuk beschouwde het exchange-traded funds (ETFs)
universum. Via een gedetailleerde statistische analyse van de distributie van ETF
groottes, werd een discrete hiërarchie van groottes ontdekt, die op zijn beurt aan-
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leiding gaf tot een natuurlijke classificatie van het ETF universum in verschillende
groottelagen. We vonden dat de grootste ETFs een sterkere intra-laag en inter-
laag similariteit vertoonden vergeleken met de kleinere ETFs. Daarnaast waren de
prestaties van de eerstgenoemde beter dan van de laatstgenoemde.

De eerste twee methodologische hoofdstukken stelden een benadering voor
om dynamische eigenschappen van propagatie te onderzoeken via een nieuwe
representatie van tijdsvariërende interactie data. Hoofdstuk 5 introduceerde het
raamwerk, voorzag de technische details en paste het idee toe in een verkennende
manier op een agent-gebaseerde implementatie van het SEIR en SEIS epidemiol-
ogisch model. In het daarop aansluitende Hoofdstuk 6 ontwikkelden we verder
de voorheen geı̈ntroduceerde temporal knockout (TKO) score en argumenteerden
we dat deze TKO score een effectieve maatstaf is voor het evalueren van de accu-
raatheid van andere, meestal meer praktische, grootheden die de invloed van een
node uitdrukken. Na het vergelijken met onze maatstaf van de meer traditionele
‘vlakke’ netwerk grootheden, vonden we dat geen enkele van hen accuraat de TKO
score voorspelde.

Voor het laatste methodologisch hoofdstuk breidden we een bestaande method-
ologie [1] voor het detecteren van veranderingen in de structuur van temporele
netwerken uit door het toevoegen van stochastic block models als generatief model.
Deze toevoeging werd dan vergeleken met de originele versie en andere, meer tra-
ditionele methodes om veranderingen te detecteren door gebruik te maken van
zowel empirische als synthetische test netwerken. We vonden dat geen enkele van
de beschouwde methodes consistent beter doet dan de andere wanneer het aankomt
op het detecteren en lokaliseren van verwachte veranderingen.
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A
Structure and evolution of the world’s

historical trade patterns:
Supplementary material

The definition of historical trade integration used in chapter 3 is based on that of
Actual Economic Integration by [1]: “the degree of interpenetration of economic
activity among two or more countries [...] as measured at a given point in time.”
The main difference is that because of data limitations, the historical trade integra-
tion index only focusses on traded goods.

Throughout this appendix, the index will be compared with other measures
used in the literature. In decreasing order of availability, these are exports over
total exports; exports over GDP of the sender country (e.g. [2]); the sum of exports
and imports over GDP of the sender country (e.g. [3]); and the Head and Ries
Index (HRI) of integration [4], which compares the bilateral trade flows with the
level of internal trade of both countries.1

A.1 Indicators of trade integration
To measure the level of trade integration between countries we construct four mea-
sures that indicate the importance of the bilateral trade flows for the sender country.

1
√
XijXji/ (XiiXjj), with Xij the exports from i to j and Xii the internal trade in country i.

Internal trade is usually approximated by subtracting exports from GDP, even though this can cause
negative values for small open economies. Alternative solutions include using tariff data [5].
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In order to correct for differences in scale the trade flows are normalized, since for
example the importance of a million dollars worth of imports will be starkly dif-
ferent in the case of Latvia as opposed to the United States. Defining Xij,t as the
total exports from the sender i to target country j in year t and Mij,t as the total
imports from target j to sender i in year t, these measures are:

yij,t ≡ {
Xij,t∑
j Xij,t

,
Mij,t∑
jMij,t

,
Xij,t

GDPi,t
,

Mij,t

GDPi,t
}.

Firstly, the level of trade integration is considered high when a significant frac-
tion of total exports go to, or imports come from, a single partner country. This
normalization has the advantage that it can be computed using only trade data, but
has the weakness that it does not take the overall openness to trade into account.
For this reason, the last two indicators normalize import and export flows using
the GDP of the sender country. However, because of the additional need for GDP
data, the availability of the latter indicators is significantly lower.

To the extent that all four indicators give a similar signal the resulting index
will have small confidence intervals.2 However, when these indicators start to
diverge the standard deviation will enlarge, reflecting the underlying uncertainty
of the indicators. For example, in the early sixties Russia imported between one
and two million dollars from Pakistan, but exported nothing. Using only exports
or imports would give a very skewed view of trade relations and using the sum of
both misrepresents the ambiguity of the data. Instead, they are included separately
and the uncertainty of the index is used in subsequent analyses.

The historical import and export data came from three sources: the Correlates
of War (COW) bilateral trade database version 3.0 [6, 7], the Research on Interna-
tional Commerce (RICardo) database3 and the IMF’s Direction of Trade Statistics
(DoTS). Historical GDPs were provided by the Maddison project [9, 10] and sup-
plemented with data from the Penn World Tables 8.0 [11].

In accordance with the Real Openness measure of [12], trade flows were mea-
sured in current, exchange rate converted, US dollars and GDP was measured in
current, PPP converted, US dollars. As [12] show, using exchange rate converted
GDPs (like [13]) makes the measure of openness depend on the level of the non-
tradable good prices. Especially in the case of developing countries, exchange
rates conversion will underestimate the GDP (the Balassa-Samuelson effect) and
trade shares will be overestimated.

Following [14], the trade flows and GDPs were measured in current dollars
instead of the constant 1990 US dollars (or Geary Khamis dollars), because only

2Since we will estimate this model using Bayesian techniques it would be more correct to use
the term highest posterior density intervals, but for readabilitys sake, we will use confidence interval
throughout this appendix.

3We are grateful to Beatrice Dedinger (Beatrice.Dedinger@sciencespo.fr) for provid-
ing access to the unpublised RICardo data. It was converted from pounds to US dollars using the
historical exchange rate from [8].
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the former can correctly compare any pair of years in the time span. In order to get
GDPs in current PPP, we used the method of [13] of simply multiplying the GDPs
in Geary Khamis dollars with a GDP deflator.4 The deflator was provided by [8]
and population data came from COW’s National Material Capabilities database
version 4.0 [15] and the Penn World Tables. More information on each of the
sources and how they were converted can be found in the appendix.

This data is collected for 225 countries and territories from 1870 up to 2011,
giving us a total of more than 1.8 million observations. Because trade data was sig-
nificantly reduced during the World Wars, these periods were left out. It should be
noted that as a lot of countries (politically speaking) did not exist at the beginning
of the dataset, the total possible number of observations for this period is much
lower than the more than 6.6 million suggested by the total number of countries.5

By including the DOTS and RICardo trade data, many colonial countries are
now covered before their independence. The dataset covers colonial trade flows
from as early 1880. Almost half a million of the 1.8 million observations involve a
colony and three percent covers trade flows between two colonial countries. While
the majority of these trade flows concern the period after World War II, a large
number of colonies are covered early on.6 Finally, it should be mentioned that the
trade data only captures the official trade flows between countries. If all trade be-
tween two countries passes through a third country (re-exportation) or is smuggled,
this will not be captured using this dataset.

A.2 The state-space model
Following the methodology outlined in [16], the four indicators were combined
into the historical trade integration (hti) index using the following state-space
model:

yij,t = C + Z ∗ htiij,t + εij,t (A.1)

htiij,t = Tt ∗ htiij,t−1 + νij,t (A.2)

εij,t ∼ N(0, H) (A.3)

νij,t ∼ N(0, Q) (A.4)

The measurement equation (A.1) states that the four indicators yij,t try to measure
the level of trade integration between sender i and target country j at time t. Un-

4 [14] starts with current, exchange rate converted, GDPs and uses the shortcut method to compute
the current, PPP converted, GDPs. [13] on the other hand start with Maddison’s GDPs in constant,
PPP converted, 1990 US dollars and transforms it using a GDP deflator in current US dollars. They
subsequently transform this series into current, exchange rate converted, US dollars using a similar (but
inverted) shortcut method.

5no of countries× (no of countries -1)× no of years (excl. World Wars) = 225× 224× (2011−
1870 + 1− 5− 6).

6The Overseas Countries and Territories account for the remaining colonies after the year 2000.
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like for example a simple average the scaling parameters Z and C, the slope and
intercept, can vary for each indicator of trade integration. Similarly, the variance of
the error term ε can differ over all indicators, in contrast to a principle component
analysis where this is kept constant. On the other hand, cross-correlation between
the error terms of different indicators is ruled out: E[ε(k), ε(m)] = 0, ∀ k 6= m.

The state equation (A.2) allows for the trade index to depend on its previous
values in the manner of an AR(1) model. This level of dependence (Tt) is as-
sumed to be the same for all dyads. Allowing it to be different for each country
couple adds more than a hundred thousand parameters to the model and slows the
regression algorithm down to an infeasible degree.7 By defining the state equation
as an AR(1) process, we implicitly restrict Tt to the [-1,1] interval, including the
boundary values. In other words, both stationary and non-stationary values of the
hti index are allowed but explosive series are not.

Because the World Wars were likely to have altered trade relations significantly
they were modeled as a structural break. The level of trade integration before
and after each World War was assumed to be uncorrelated and the parameter of
time dependence can differ over the three periods (equation A.5). In this way,
the estimation of trade integration before World War I is unaffected by whatever
changes happened during the interbellum or after World War II, and vice versa.

Tt =

 T1 if 1914 > t
T2 if 1918 < t < 1940
T3 if 1945 < t

(A.5)

The issue of incomplete and missing observations is solved by replacing them
with information which is entirely uncertain and does not influence the resulting
index: y = 0, var(ε) = ∞. This allows the model to run uninterruptedly with-
out fundamentally changing the nature of missing data. This, in combination with
the time dependency, enables us to increase the number of countries and years for
which the index can be calculated without having to impute or otherwise manipu-
late the data [17, 18]. This matters especially for those observations where there
is only partial information, for example when GDP data is missing. Without this
solution for missing observations, either the index cannot be computed for those
years (reducing the dataset by more than 20%), or the resulting indicator runs the
risk of being distorted. The state-space model on the other hand, can still produce
an estimate but will adjust the confidence intervals to reflect the lack of a complete
dataset.

This model is estimated using a Bayesian Gibbs sampler algorithm, mainly be-
cause of the convenience the Gibbs sampling algorithm provides. This algorithm
allows us to split up the computation of a complex (posterior) probability into

7Initial tests found that the time-dependency is the same for the vast majority of country couples:
94.4% of the time Tij is not significantly different at the 1% level from Tjl with ij 6= jl.
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several much simpler conditional probabilities. For example, if the hti index val-
ues were known, the state and measurement equations become very simple linear
regressions models. The appendix provides more information on the estimation
procedure and an excellent and detailed introduction to Bayesian Gibbs sampling
and state space model can be found in chapters 7 and 8 of [17].

The Gibbs sampler ran for 6000 iterations of which the first 4000 were dis-
carded as burn-in.8 The remaining were used to reconstruct the posterior distribu-
tion of the level of trade integration of each dyad in each year. The resulting index
is a continuous variable with values between -17 and 172. This level in itself has
little meaning and can be rescaled as needed as long as relative differences over
time and between countries are preserved. A higher index value corresponds to a
high level of trade integration.

A.3 The historical trade integration index

By way of illustration, figure A.1 shows the index values for USA-Mexican bi-
lateral trade from the perspective Mexico (panel a) and the USA (panel b). The
index is standardized such that the average value and standard deviation over all
countries and all years are zero and one, respectively.9 It plots both the expected
value of the index as well as its 95% confidence interval. It should be clear from
this graph that the level and evolution of trade integration can differ significantly
depending on the point of reference. The Mexican-US trade is highly important
to the former as its index value lie entirely within the top 1 percentile. From the
perspective of the US on the other hand, trade with Mexico only really becomes
important from the mid-twentieth century onwards. The divergence in the evolu-
tion of the hti index values of both countries in the 21st century exemplifies the
fact that hti measures relative trade integration. Trade between the US and Mex-
ico did not decrease after 2000, but trade between China (and to a lesser extent
Canada) and Mexico did increase significantly. This led to a drop in the Mexico-
US index, but had no effect on the US-Mexico hti index values. Furthermore, the
widening of the confidence interval immediately after the World Wars illustrates
the effect of a decrease in data availability in this period.

The most notable difference between the hti index and the other indicators of
trade integration is the increase in data availability, especially when compared to
the Head-Ries index. When using one of the alternative indicators, overall data

8The size of the dataset required the use of the resources of the Flemish Supercomputer Center,
which was kindly provided by Ghent University, the Flemish Supercomputer Center (VSC), the Her-
cules Foundation and the Flemish Government − department EWI.

9hti?ij,t = (htiij,t − µ)/σ. With µ =

∑n
i=1

∑n
j=1,j 6=i

∑T
t=1(htiij,t)

n(n−1)T
, and σ2 =∑n

i=1

∑n
j=1,j 6=i

∑T
t=1(htiij,t−µ)

2

n(n−1)T−1
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The index was normalised such that the mean and standard deviation for all dyads and
years is respectively zero and one.

Figure A.1: The normalized historical trade index for Mexico-USA (top panel) and
USA-Mexico (bottom panel).

availability decreases with 13% in the case of exports over total exports and even
38% (close to half a million dyads) when using HRI.
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B
Benchmarking measures of network

influence: Supplementary material

B.1 Outline

Model Scenarios and Infection Sizes: Includes a 3D histogram with a row for
each scenario showing the frequency of infections of each size. We also have
a set of twelve 3D histograms (one for each scenario) with a row for each of
the 25 skeletons showing the disease variation resulting from network structure;
however, in consideration of space and the real focus of this paper they are ex-
cluded (available upon request). We also provide a table of the mean and standard
deviations of the raw magnitudes for each scenario. When excluding the duds
the distributions approximate normal distributions, but the large numbers of duds
make the normal approximation inappropriate and it is not the case that the dis-
ease results follow any single distribution with the mean and standard deviations
in the table. The mean and standard deviation do, however, capture the relative
all-things-considered expected infection sizes for each scenario.

Correlations between Agent-Initialized Magnitude and TKO Measures: The
Pearson and Spearman correlation coefficients between (a) the disease magnitude
reached when agent i is the initial agent and (b) four different versions of the TKO
aggregated across time for agent i. The correlations are performed separately for
each scenario between the lists of values for all 200 agents combined across all 25
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network skeletons. With the highest scores near 0.50 and most much lower, the
result is that measuring an agent’s impact using the super-spreader approach alone
is not accurate in capturing an agent’s actual influence compared to TKO.

Comparisons of Network Measures to TKO scores: This section starts with
one page of further methodological description, especially about the flattened ob-
served interaction dynamics networks. Following that are eight pages of table
triplets each showing the Pearson, Spearman, and Top Ten comparisons between
each of five common network centrality measures. Each of the four TKO variation
has it’s one page of tables for both the base and the flattened networks. Because
the base and unweighted flattened networks are nearly identical, so are the corre-
lations. The weighted versions of the flattened measure are excluded in consid-
eration of the space to describe them in light of the result that they also do not
significantly covary with any TKO measures.
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B.2 Model Scenarios and Infection Sizes

Figure B.1: Results histogram of infection spread in terms of the number of temporal
nodes infected (raw magnitude) across 5000 runs for each scenario (one run initialized at
each of 200 agents for each of the 25 base network implementations). Notice that a very

large proportion of runs are “duds” in which the infection fails to spread beyond 50
temporal nodes. The SIS models naturally have greater magnitude values due to

reinfection. These dynamics are typical of SIR and SIS models with similar parameters.

Infection Type Network Type Infection Probability Mean Magnitude Magnitude StDev Percent Duds
SIR Scale Free 0.10 143.352 288.549 0.625
SIR Scale Free 0.15 584.744 774.628 0.482
SIR Scale Free 0.20 1296.44 1142.24 0.380
SIR Small World 0.10 88.9266 131.743 0.584
SIR Small World 0.15 227.321 324.207 0.457
SIR Small World 0.20 445.033 559.017 0.352
SIS Scale Free 0.10 548.746 1155.19 0.593
SIS Scale Free 0.15 5003.03 5237.44 0.445
SIS Scale Free 0.20 10800.6 8150.76 0.344
SIS Small World 0.10 308.734 536.106 0.557
SIS Small World 0.15 2526.97 2839.26 0.433
SIS Small World 0.20 7036.79 5623.18 0.333

Table B.1: Results summary of infection spread for each model variation. Each row
aggregates 5000 runs (one run initialized at each of 200 agents for each of the 25 base

network implementations). Duds are defined as runs in which the raw magnitude is fewer
than 50 agent-times.
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B.3 Correlations between Agent-Initialized Magni-
tude and TKO Measures

Pearson Correlations of Agent-Initialized Magnitude and TKO Measures.
Disease Type Network Type InfectionRate MaxProportion MaxDeltaFraction AveProportion AveDeltaFraction

SIR scalefree 0.10 0.402831 0.404905 0.288126 0.292081
SIR scalefree 0.15 0.0674457 0.246309 0.0644679 0.157114
SIR scalefree 0.20 0.0457449 0.219299 0.0781154 0.158489
SIR smallworld 0.10 0.494424* 0.471569 0.366466 0.363984
SIR smallworld 0.15 0.043098 0.264589 0.0770296 0.188738
SIR smallworld 0.20 0.0297556 0.19209 0.0154106 0.118696
SIS scalefree 0.10 0.346553 0.375933 0.268197 0.282026
SIS scalefree 0.15 0.0566606 0.247974 0.0838702 0.153358
SIS scalefree 0.20 0.0446214 0.233998 0.0585834 0.107849
SIS smallworld 0.10 0.404204 0.417726 0.353329 0.370916
SIS smallworld 0.15 0.0240389 0.201376 0.0452133 0.149954
SIS smallworld 0.20 0.0502245 0.190489 0.0420603 0.10682

Table B.2: The mean Pearson correlations coefficients of (a) the disease magnitude given
an agent is the initially infected agent and (b) the TKO score for that agent. The

on-average low correlations imply that using the disease spread based on initial infection
is a poor measure of influence. Furthermore, the correlations are nearly always worse
with increasing infection rates (and hence increasing magnitudes and fewer dud runs)

implying that much of the ability to match TKO relies on the cases in which both scores are
near zero.

Spearman Correlations of Agent-Initialized Magnitude and TKO Measures.
Disease Type Network Type InfectionRate MaxProportion MaxDeltaFraction AveProportion AveDeltaFraction

SIR scalefree 0.10 0.40153 0.305474 0.388263 0.308888
SIR scalefree 0.15 0.0630928 0.221007 0.105923 0.193733
SIR scalefree 0.20 0.0277719 0.203116 0.0667476 0.168757
SIR smallworld 0.10 0.516584* 0.420064 0.461123 0.404163
SIR smallworld 0.15 0.0671833 0.292652 0.149355 0.270376
SIR smallworld 0.20 0.0375412 0.222854 0.0577158 0.171541
SIS scalefree 0.10 0.296555 0.252962 0.277245 0.235637
SIS scalefree 0.15 0.0487628 0.198384 0.0806729 0.13593
SIS scalefree 0.20 0.0370982 0.184936 0.027529 0.069931
SIS smallworld 0.10 0.335403 0.280811 0.29627 0.255873
SIS smallworld 0.15 0.0256655 0.190925 0.0797812 0.160578
SIS smallworld 0.20 0.0449195 0.187943 0.0447358 0.11443

Table B.3: The mean Spearman Rank correlation coefficients (rho) of (a) the disease
magnitude given an agent is the initially infected agent and (b) the TKO score for that

agent. The correlations reveal similar values and a similar pattern to the Pearson
correlations, reinforcing that using the disease spread based on initial infection is a poor

measure of influence.
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B.4 Comparisons of Network Measures to TKO scores
The following twelve sets of three data tables present the results of determining
how well common network centrality measures capture agent influence. Although
the main result is that none of the network measures successfully capture/predict
agent influence as measured by four versions of TKO in any scenario, the specific
changes in the data reveal patterns – and those patterns may point to improved
measures.

Although the paper focuses on the base network analysis, we also analyzed the
network generated by flattening the observed interactions. We record who interacts
with whom over time in the temporal network skeleton, then we flatten this skele-
ton to achieve both a weighted by interaction frequency and an unweighted flat
network representation. If the model runs long enough the observed interactions
converge to the base network of potential interactions, but in many applications
the flattened network is observable/derivable from data while the base network
is unknown and/or theoretical. In our simulations, because the probability that a
given link is active in a time step is ∝ 1/k, k is low (typically single digit except a
few agents in the scale free networks), and there are 200 time steps, the base and
unweighted flattened graphs are nearly identical.

Because for each base network we generate the skeleton including all transi-
tion and interaction probabilities, the empirically derived flattened network con-
nections are always the same for each run of the same skeleton (i.e., starting from
each agent). In the current model the infection state does not alter the interaction
probability. If it did, then the observed transitions would vary from run to run even
using the same network skeleton because what is stored in the skeleton is a set of
draws from probability distributions rather than a fixed interaction structure. If, for
example, being infectious reduced the probability of interaction, then the proba-
bility stored in the skeleton would be compared to a different interaction threshold
and thus could alter which interactions occur. However, using the same skeletons
for multiple runs of different dynamics on the same structure at least satisfies the
Markov condition for these simulations, which is not maintained when running the
dynamics independently for each initial agent run.

Flattened graphs are potentially better at tracking influence because they allow
one to create weighted networks from the observed interaction frequencies. How-
ever, in our experiments the correlation valued between TKO and the weighted
network centrality measures were no better, although they were slightly different.
For this reason and considerations of space we have excluded them from this paper.
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Maximum TKO and Base Interaction Network

Pearson Correlations of Centrality Measures and Maximum TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.12254 0.09622 0.09557 0.08855 0.06909
SIR scalefree 0.15 0.1475 0.11315 0.127 0.11531 0.09876
SIR scalefree 0.20 0.14354 0.11432 0.11925 0.11355 0.09922
SIR smallworld 0.10 0.00727 0.0654 0.03754 0.00047 -0.0051
SIR smallworld 0.15 0.05936 0.0854 0.11007 0.08465 0.0749
SIR smallworld 0.20 0.08282 0.17901 0.1399 0.03241 0.07405
SIS scalefree 0.10 0.13835 0.09571 0.11868 0.09935 0.07816
SIS scalefree 0.15 0.11807 0.08243 0.09698 0.0866 0.07341
SIS scalefree 0.20 0.09523 0.07743 0.07644 0.07262 0.06029
SIS smallworld 0.10 0.02154 0.07993 0.03546 -0.01334 0.00489
SIS smallworld 0.15 0.0637 0.11582 0.11384 0.02679 0.05537
SIS smallworld 0.20 0.11755 0.13727 0.22958 0.06551 0.13365

Spearman Correlations of Centrality Measures and Maximum TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.19228 0.10423 0.18884 0.09346 0.06062
SIR scalefree 0.15 0.19853 0.10738 0.17779 0.10471 0.07401
SIR scalefree 0.20 0.21217 0.12175 0.20802 0.11573 0.08827
SIR smallworld 0.10 0.01237 0.02756 0.03768 0.03103 0.01127
SIR smallworld 0.15 0.05613 0.09342 0.09055 0.06225 0.04637
SIR smallworld 0.20 0.08772 0.17172 0.10234 0.07409 0.08572
SIS scalefree 0.10 0.18963 0.0922 0.18953 0.08388 0.0518
SIS scalefree 0.15 0.18795 0.08439 0.17362 0.08274 0.05498
SIS scalefree 0.20 0.19385 0.08551 0.19045 0.08034 0.04848
SIS smallworld 0.10 0.01626 0.04382 0.02805 -0.00418 -0.00617
SIS smallworld 0.15 0.08308 0.15921 0.14567 0.03365 0.05083
SIS smallworld 0.20 0.11411 0.16911 0.20342 0.09623 0.13965

Top Ten Overlap of Centrality Measures and Maximum TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.004 0.012 0.008 0. 0.
SIR scalefree 0.15 0.004 0.008 0.004 0. 0.
SIR scalefree 0.20 0.008 0.004 0.016 0. 0.
SIR smallworld 0.10 0. 0.008 0.004 0. 0.
SIR smallworld 0.15 0.004 0.004 0.02 0. 0.
SIR smallworld 0.20 0.004 0.004 0.008 0. 0.
SIS scalefree 0.10 0.008 0.012 0.012 0. 0.
SIS scalefree 0.15 0. 0.004 0. 0. 0.
SIS scalefree 0.20 0.008 0.012 0.004 0. 0.
SIS smallworld 0.10 0. 0.008 0.012 0. 0.
SIS smallworld 0.15 0.016 0.004 0.012 0. 0.
SIS smallworld 0.20 0.02 0.008 0.028 0. 0.

Table B.4: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the maximum proportional TKO score with each of five

base network agent centrality scores.
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Maximum TKO and Flattened Interaction Network - Unweighted

Pearson Correlations of Unweighted Centrality Measures and Maximum TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.12308 0.09402 0.09698 0.071 -0.01539
SIR scalefree 0.15 0.14731 0.11036 0.1275 0.05439 0.01392
SIR scalefree 0.20 0.14399 0.11477 0.12008 0.03457 0.00323
SIR smallworld 0.10 0.00727 0.0654 0.03754 -0.03346 -0.0077
SIR smallworld 0.15 0.05936 0.0854 0.11007 0.04161 -0.00132
SIR smallworld 0.20 0.08282 0.17901 0.1399 -0.02131 0.01624
SIS scalefree 0.10 0.13867 0.09368 0.11945 0.07499 0.00385
SIS scalefree 0.15 0.11804 0.07891 0.09743 0.06998 0.02266
SIS scalefree 0.20 0.09568 0.07786 0.07724 0.02772 0.01391
SIS smallworld 0.10 0.02154 0.07993 0.03546 -0.00236 -0.00627
SIS smallworld 0.15 0.0637 0.11582 0.11384 0.00063 0.01076
SIS smallworld 0.20 0.11755 0.13727 0.22958 -0.03648 0.02426

Spearman Correlations of Unweighted Centrality Measures and Maximum TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.19227 0.10395 0.18916 0.06804 -0.01847
SIR scalefree 0.15 0.19851 0.10683 0.18072 0.06697 0.02382
SIR scalefree 0.20 0.2122 0.12236 0.20727 0.03882 0.00276
SIR smallworld 0.10 0.01237 0.02756 0.03768 -0.05264 -0.00279
SIR smallworld 0.15 0.05613 0.09342 0.09055 0.05751 -0.00228
SIR smallworld 0.20 0.08772 0.17172 0.10234 0.02494 0.01547
SIS scalefree 0.10 0.18963 0.09154 0.19067 0.05854 -0.00145
SIS scalefree 0.15 0.1879 0.08214 0.17613 0.06379 0.03914
SIS scalefree 0.20 0.19386 0.08589 0.18989 0.02634 0.01455
SIS smallworld 0.10 0.01626 0.04382 0.02805 -0.01907 -0.01421
SIS smallworld 0.15 0.08308 0.15921 0.14567 0.04287 0.00706
SIS smallworld 0.20 0.11411 0.16911 0.20342 0.0116 -0.0002

Top Ten Overlap of Unweighted Centrality Measures and Maximum TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.004 0.004 0.004 0. 0.
SIR scalefree 0.15 0. 0.008 0.012 0. 0.
SIR scalefree 0.20 0.008 0. 0.016 0. 0.
SIR smallworld 0.10 0. 0.008 0.004 0. 0.
SIR smallworld 0.15 0.004 0.004 0.02 0. 0.
SIR smallworld 0.20 0.004 0.004 0.008 0. 0.
SIS scalefree 0.10 0.008 0.016 0.012 0. 0.
SIS scalefree 0.15 0.004 0.004 0. 0. 0.
SIS scalefree 0.20 0.008 0.012 0.004 0. 0.
SIS smallworld 0.10 0. 0.008 0.012 0. 0.
SIS smallworld 0.15 0.016 0.004 0.012 0. 0.
SIS smallworld 0.20 0.02 0.008 0.028 0. 0.

Table B.5: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the maximum proportional TKO score with each of five

flattened observed interaction network agent centrality scores.
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Maximum Delta Fraction TKO and Base Interaction Network

Pearson Correlations of Centrality Measures and Maximum Delta TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.10286 0.08344 0.08 0.07491 0.05781
SIR scalefree 0.15 0.16692 0.13195 0.15128 0.13926 0.12469
SIR scalefree 0.20 0.15331 0.12103 0.12757 0.1196 0.10376
SIR smallworld 0.10 0.00478 0.08652 0.04694 -0.00663 -0.00979
SIR smallworld 0.15 0.08566 0.1837 0.14683 0.07832 0.09028
SIR smallworld 0.20 0.11087 0.20727 0.16839 0.04081 0.10154
SIS scalefree 0.10 0.11816 0.08506 0.10179 0.08919 0.0728
SIS scalefree 0.15 0.13843 0.10067 0.11605 0.1063 0.09209
SIS scalefree 0.20 0.11433 0.08954 0.09371 0.08694 0.07255
SIS smallworld 0.10 0.01778 0.11559 0.04528 -0.00982 0.00079
SIS smallworld 0.15 0.08102 0.23611 0.15822 0.04475 0.07326
SIS smallworld 0.20 0.14115 0.20109 0.26869 0.07395 0.15273

Spearman Correlations of Centrality Measures and Maximum Delta TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.19207 0.10484 0.19034 0.09269 0.05831
SIR scalefree 0.15 0.22213 0.12246 0.21438 0.11981 0.08953
SIR scalefree 0.20 0.23221 0.13404 0.2258 0.1246 0.09275
SIR smallworld 0.10 0.01617 0.05484 0.0493 0.0346 0.00932
SIR smallworld 0.15 0.06147 0.17675 0.09661 0.07697 0.06284
SIR smallworld 0.20 0.09899 0.24107 0.14145 0.07399 0.08672
SIS scalefree 0.10 0.18397 0.08878 0.18672 0.07923 0.04705
SIS scalefree 0.15 0.22487 0.09828 0.21779 0.0964 0.06375
SIS scalefree 0.20 0.22593 0.09769 0.22199 0.08987 0.05166
SIS smallworld 0.10 0.01798 0.07497 0.04538 -0.01973 -0.0145
SIS smallworld 0.15 0.08985 0.26058 0.16032 0.05387 0.06764
SIS smallworld 0.20 0.13121 0.23591 0.23906 0.09482 0.14568

Top Ten Overlap of Centrality Measures and Maximum Delta TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.008 0.012 0.008 0. 0.
SIR scalefree 0.15 0.016 0.004 0.016 0. 0.
SIR scalefree 0.20 0.004 0.004 0.012 0. 0.
SIR smallworld 0.10 0.004 0.008 0.004 0. 0.
SIR smallworld 0.15 0.02 0.008 0.024 0. 0.
SIR smallworld 0.20 0.004 0.008 0.02 0. 0.
SIS scalefree 0.10 0.016 0.004 0.016 0. 0.
SIS scalefree 0.15 0.008 0.004 0.004 0. 0.
SIS scalefree 0.20 0.008 0.016 0.008 0. 0.
SIS smallworld 0.10 0.008 0.016 0.016 0. 0.
SIS smallworld 0.15 0.008 0.004 0.024 0. 0.
SIS smallworld 0.20 0.028 0.012 0.024 0. 0.

Table B.6: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the maximum change in fractional TKO score with each

of five base network agent centrality scores.
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Maximum Delta Fraction TKO and Flattened Interaction Network -
Unweighted

Pearson Correlations of Unweighted Centrality Measures and Maximum Delta TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.10322 0.08126 0.08119 0.0504 -0.00984
SIR scalefree 0.15 0.16637 0.12859 0.15112 0.06161 0.02626
SIR scalefree 0.20 0.15391 0.12173 0.12867 0.04181 0.00983
SIR smallworld 0.10 0.00478 0.08652 0.04694 -0.03715 -0.00275
SIR smallworld 0.15 0.08566 0.1837 0.14683 0.07864 0.00211
SIR smallworld 0.20 0.11087 0.20727 0.16839 -0.0042 -0.00451
SIS scalefree 0.10 0.1181 0.08238 0.102 0.06581 0.00915
SIS scalefree 0.15 0.13813 0.09611 0.11633 0.08351 0.02489
SIS scalefree 0.20 0.11505 0.09018 0.09494 0.03574 0.01906
SIS smallworld 0.10 0.01778 0.11559 0.04528 -0.01955 0.00412
SIS smallworld 0.15 0.08102 0.23611 0.15822 0.03885 0.01473
SIS smallworld 0.20 0.14115 0.20109 0.26869 -0.04363 0.01438

Spearman Correlations of Unweighted Centrality Measures and Maximum Delta TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.19206 0.10443 0.19097 0.06511 -0.02302
SIR scalefree 0.15 0.22211 0.12175 0.21708 0.07393 0.01792
SIR scalefree 0.20 0.23223 0.13514 0.22504 0.05252 0.00736
SIR smallworld 0.10 0.01617 0.05484 0.0493 -0.05967 0.00591
SIR smallworld 0.15 0.06147 0.17675 0.09661 0.11312 0.00537
SIR smallworld 0.20 0.09899 0.24107 0.14145 0.02893 0.0099
SIS scalefree 0.10 0.18396 0.08785 0.18809 0.05192 0.00408
SIS scalefree 0.15 0.22485 0.09573 0.22064 0.0759 0.03789
SIS scalefree 0.20 0.22593 0.09808 0.22135 0.04268 0.02456
SIS smallworld 0.10 0.01798 0.07497 0.04538 -0.01514 -0.01234
SIS smallworld 0.15 0.08985 0.26058 0.16032 0.10784 0.0099
SIS smallworld 0.20 0.13121 0.23591 0.23906 0.00745 -0.01646

Top Ten Overlap of Unweighted Centrality Measures and Maximum Delta TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.008 0.012 0.012 0. 0.
SIR scalefree 0.15 0.012 0.004 0.016 0. 0.
SIR scalefree 0.20 0.004 0. 0.012 0. 0.
SIR smallworld 0.10 0.004 0.008 0.004 0. 0.
SIR smallworld 0.15 0.02 0.008 0.024 0. 0.
SIR smallworld 0.20 0.004 0.008 0.02 0. 0.
SIS scalefree 0.10 0.016 0.008 0.016 0. 0.
SIS scalefree 0.15 0.008 0.004 0.004 0. 0.
SIS scalefree 0.20 0.012 0.008 0.012 0. 0.
SIS smallworld 0.10 0.008 0.016 0.016 0. 0.
SIS smallworld 0.15 0.008 0.004 0.024 0. 0.
SIS smallworld 0.20 0.028 0.012 0.024 0. 0.

Table B.7: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the maximum change in fractional TKO score with each

of five flattened observed interaction network agent centrality scores.
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Mean TKO and Base Interaction Network

Pearson Correlations of Centrality Measures and Mean TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.12721 0.10583 0.09908 0.09757 0.07997
SIR scalefree 0.15 0.12514 0.09557 0.10187 0.0977 0.08398
SIR scalefree 0.20 0.13992 0.11872 0.11503 0.11485 0.10137
SIR smallworld 0.10 -0.00492 0.03076 0.01898 -0.00766 -0.01483
SIR smallworld 0.15 0.04866 0.07044 0.08208 0.08047 0.06403
SIR smallworld 0.20 0.06674 0.12695 0.10153 0.02619 0.05665
SIS scalefree 0.10 0.13528 0.08851 0.11109 0.09088 0.06804
SIS scalefree 0.15 0.16164 0.09822 0.127 0.10646 0.08486
SIS scalefree 0.20 0.23309 0.16747 0.19103 0.16756 0.13834
SIS smallworld 0.10 0.02536 0.0545 0.01982 -0.0126 0.0042
SIS smallworld 0.15 0.06834 0.10208 0.11029 0.02545 0.05613
SIS smallworld 0.20 0.12315 0.17406 0.24128 0.0522 0.12552

Spearman Correlations of Centrality Measures and Mean TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.1905 0.09194 0.19137 0.08058 0.04674
SIR scalefree 0.15 0.20983 0.11228 0.19027 0.1079 0.07657
SIR scalefree 0.20 0.22161 0.13071 0.21508 0.12272 0.09371
SIR smallworld 0.10 0.00607 0.01531 0.0249 0.02495 0.00735
SIR smallworld 0.15 0.05186 0.08794 0.08288 0.07049 0.05397
SIR smallworld 0.20 0.05635 0.15674 0.0957 0.05611 0.05825
SIS scalefree 0.10 0.20006 0.08366 0.2032 0.07421 0.03927
SIS scalefree 0.15 0.27654 0.10011 0.26282 0.09862 0.05359
SIS scalefree 0.20 0.32109 0.13576 0.31428 0.12637 0.07313
SIS smallworld 0.10 0.00761 0.02375 0.01917 -0.01435 -0.01696
SIS smallworld 0.15 0.06719 0.15883 0.13379 0.0364 0.04759
SIS smallworld 0.20 0.11495 0.20274 0.21729 0.0699 0.11563

Top Ten Overlap of Centrality Measures and Mean TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.012 0.008 0.012 0. 0.
SIR scalefree 0.15 0.012 0.02 0. 0. 0.
SIR scalefree 0.20 0.02 0.004 0.016 0. 0.
SIR smallworld 0.10 0.004 0.008 0.004 0. 0.
SIR smallworld 0.15 0.008 0.024 0.008 0. 0.
SIR smallworld 0.20 0.016 0.008 0.016 0. 0.
SIS scalefree 0.10 0.012 0.008 0.016 0. 0.
SIS scalefree 0.15 0.012 0.008 0.008 0. 0.
SIS scalefree 0.20 0.016 0.028 0.02 0. 0.
SIS smallworld 0.10 0.004 0.004 0.016 0. 0.
SIS smallworld 0.15 0.02 0.012 0.016 0. 0.
SIS smallworld 0.20 0.012 0.016 0.032 0. 0.

Table B.8: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the mean proportional TKO score with each of five base

network agent centrality scores.
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Mean TKO and Flattened Interaction Network - Unweighted

Pearson Correlations of Unweighted Centrality Measures and Mean TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.12815 0.10446 0.10138 0.06 -0.0147
SIR scalefree 0.15 0.12567 0.09498 0.10378 0.06054 -0.00984
SIR scalefree 0.20 0.14023 0.11871 0.1158 0.04537 0.01406
SIR smallworld 0.10 -0.00492 0.03076 0.01898 -0.0322 -0.01334
SIR smallworld 0.15 0.04866 0.07044 0.08208 0.04724 -0.00565
SIR smallworld 0.20 0.06674 0.12695 0.10153 -0.00722 0.01564
SIS scalefree 0.10 0.13606 0.08709 0.11292 0.08012 0.01291
SIS scalefree 0.15 0.16208 0.09486 0.12839 0.09913 0.01734
SIS scalefree 0.20 0.23404 0.16759 0.19278 0.10685 0.01614
SIS smallworld 0.10 0.02536 0.0545 0.01982 0.00807 0.00569
SIS smallworld 0.15 0.06834 0.10208 0.11029 0.0242 0.01523
SIS smallworld 0.20 0.12315 0.17406 0.24128 0.00142 -0.004

Spearman Correlations of Unweighted Centrality Measures and Mean TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.19049 0.09173 0.19154 0.05292 -0.0181
SIR scalefree 0.15 0.20984 0.11246 0.19295 0.07219 0.02852
SIR scalefree 0.20 0.22161 0.13124 0.2144 0.04265 -0.00284
SIR smallworld 0.10 0.00607 0.01531 0.0249 -0.04346 0.00171
SIR smallworld 0.15 0.05186 0.08794 0.08288 0.05263 0.00793
SIR smallworld 0.20 0.05635 0.15674 0.0957 0.03002 0.00901
SIS scalefree 0.10 0.20004 0.08303 0.2042 0.05261 0.00635
SIS scalefree 0.15 0.27653 0.09826 0.26503 0.07858 0.04579
SIS scalefree 0.20 0.32109 0.13629 0.31345 0.05399 0.02333
SIS smallworld 0.10 0.00761 0.02375 0.01917 -0.01027 -0.00899
SIS smallworld 0.15 0.06719 0.15883 0.13379 0.06029 0.00663
SIS smallworld 0.20 0.11495 0.20274 0.21729 0.02264 -0.00918

Top Ten Overlap of Unweighted Centrality Measures and Mean TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.008 0.004 0.008 0. 0.
SIR scalefree 0.15 0.008 0.016 0.004 0. 0.
SIR scalefree 0.20 0.016 0.012 0.02 0. 0.
SIR smallworld 0.10 0.004 0.008 0.004 0. 0.
SIR smallworld 0.15 0.008 0.024 0.008 0. 0.
SIR smallworld 0.20 0.016 0.008 0.016 0. 0.
SIS scalefree 0.10 0.012 0.02 0.012 0. 0.
SIS scalefree 0.15 0.016 0.008 0.004 0. 0.
SIS scalefree 0.20 0.016 0.02 0.02 0. 0.
SIS smallworld 0.10 0.004 0.004 0.016 0. 0.
SIS smallworld 0.15 0.02 0.012 0.016 0. 0.
SIS smallworld 0.20 0.012 0.016 0.032 0. 0.

Table B.9: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the mean TKO score with each of five flattened observed

interaction network agent centrality scores.
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Mean Delta Fraction TKO and Base Interaction Network

Pearson Correlations of Centrality Measures and Mean Delta TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.11126 0.09799 0.08769 0.0877 0.07232
SIR scalefree 0.15 0.14889 0.11732 0.12976 0.12374 0.11078
SIR scalefree 0.20 0.16805 0.14606 0.13956 0.14173 0.12793
SIR smallworld 0.10 -0.00009 0.04849 0.0285 -0.01346 -0.015
SIR smallworld 0.15 0.07554 0.15629 0.11958 0.08021 0.0855
SIR smallworld 0.20 0.10399 0.17922 0.14133 0.03744 0.0903
SIS scalefree 0.10 0.1261 0.08495 0.10497 0.08869 0.06882
SIS scalefree 0.15 0.18292 0.11692 0.14573 0.12508 0.10177
SIS scalefree 0.20 0.24463 0.17563 0.20131 0.17664 0.14665
SIS smallworld 0.10 0.02352 0.08397 0.02964 -0.01187 0.00138
SIS smallworld 0.15 0.09169 0.22063 0.15242 0.04315 0.07855
SIS smallworld 0.20 0.14818 0.2428 0.2825 0.0684 0.15092

Spearman Correlations of Centrality Measures and Mean Delta TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.1898 0.09614 0.1907 0.08385 0.04946
SIR scalefree 0.15 0.21847 0.12032 0.20791 0.11745 0.08826
SIR scalefree 0.20 0.22746 0.13761 0.21875 0.1287 0.09995
SIR smallworld 0.10 0.01018 0.03939 0.03931 0.02556 0.00609
SIR smallworld 0.15 0.0516 0.14602 0.08077 0.0788 0.0599
SIR smallworld 0.20 0.0699 0.21156 0.12171 0.05664 0.06476
SIS scalefree 0.10 0.19765 0.08699 0.2017 0.07697 0.04237
SIS scalefree 0.15 0.29223 0.10894 0.28278 0.10884 0.06348
SIS scalefree 0.20 0.32746 0.13763 0.32083 0.12769 0.07348
SIS smallworld 0.10 0.00888 0.05328 0.03496 -0.02485 -0.02329
SIS smallworld 0.15 0.07207 0.24837 0.14039 0.05486 0.05916
SIS smallworld 0.20 0.11845 0.25568 0.22694 0.07612 0.11974

Top Ten Overlap of Centrality Measures and Mean Delta TKO on Base Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.016 0.012 0.012 0. 0.
SIR scalefree 0.15 0.028 0.016 0.032 0. 0.
SIR scalefree 0.20 0.024 0.012 0.02 0. 0.
SIR smallworld 0.10 0.008 0. 0. 0. 0.
SIR smallworld 0.15 0.012 0.02 0.008 0. 0.
SIR smallworld 0.20 0.02 0.02 0.012 0. 0.
SIS scalefree 0.10 0.012 0.024 0.016 0. 0.
SIS scalefree 0.15 0.024 0.004 0.012 0. 0.
SIS scalefree 0.20 0.024 0.044 0.028 0. 0.
SIS smallworld 0.10 0.012 0.008 0.02 0. 0.
SIS smallworld 0.15 0.012 0.02 0.032 0. 0.
SIS smallworld 0.20 0.012 0.012 0.028 0. 0.

Table B.10: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the mean change in fractional TKO score with each of

five base network agent centrality scores.
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Mean Delta Fraction TKO and Flattened Interaction Network -
Unweighted

Pearson Correlations of Unweighted Centrality Measures and Mean Delta TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.11209 0.09676 0.08987 0.04575 -0.00955
SIR scalefree 0.15 0.14898 0.11589 0.13081 0.07341 0.00383
SIR scalefree 0.20 0.16834 0.14605 0.14042 0.05829 0.01177
SIR smallworld 0.10 -0.00009 0.04849 0.0285 -0.03495 -0.00892
SIR smallworld 0.15 0.07554 0.15629 0.11958 0.06106 -0.00153
SIR smallworld 0.20 0.10399 0.17922 0.14133 -0.00044 0.00307
SIS scalefree 0.10 0.12659 0.08274 0.10637 0.07632 0.01533
SIS scalefree 0.15 0.18318 0.11273 0.14702 0.1164 0.02053
SIS scalefree 0.20 0.24569 0.17587 0.20314 0.11365 0.01806
SIS smallworld 0.10 0.02352 0.08397 0.02964 -0.00576 0.01179
SIS smallworld 0.15 0.09169 0.22063 0.15242 0.04087 0.01275
SIS smallworld 0.20 0.14818 0.2428 0.2825 -0.00623 0.00016

Spearman Correlations of Unweighted Centrality Measures and Mean Delta TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.18978 0.09581 0.19107 0.05107 -0.02437
SIR scalefree 0.15 0.21847 0.12017 0.21048 0.06814 0.02238
SIR scalefree 0.20 0.22745 0.13857 0.21806 0.04818 0.00276
SIR smallworld 0.10 0.01018 0.03939 0.03931 -0.05202 0.00721
SIR smallworld 0.15 0.0516 0.14602 0.08077 0.09211 0.01342
SIR smallworld 0.20 0.0699 0.21156 0.12171 0.03232 0.00737
SIS scalefree 0.10 0.19763 0.08611 0.20295 0.05174 0.01168
SIS scalefree 0.15 0.29223 0.10699 0.28511 0.08752 0.04597
SIS scalefree 0.20 0.32746 0.13833 0.31985 0.05933 0.02361
SIS smallworld 0.10 0.00888 0.05328 0.03496 -0.00993 -0.00835
SIS smallworld 0.15 0.07207 0.24837 0.14039 0.11152 0.00933
SIS smallworld 0.20 0.11845 0.25568 0.22694 0.01745 -0.01791

Top Ten Overlap of Unweighted Centrality Measures and Mean Delta TKO on Flattened Network
Disease Type Network Type InfectionRate Degree Closeness Betweenness Eigenvector Katz

SIR scalefree 0.10 0.016 0.02 0.012 0. 0.
SIR scalefree 0.15 0.024 0.008 0.024 0. 0.
SIR scalefree 0.20 0.028 0.024 0.016 0. 0.
SIR smallworld 0.10 0.008 0. 0. 0. 0.
SIR smallworld 0.15 0.012 0.02 0.008 0. 0.
SIR smallworld 0.20 0.02 0.02 0.012 0. 0.
SIS scalefree 0.10 0.012 0.016 0.012 0. 0.
SIS scalefree 0.15 0.02 0.004 0.012 0. 0.
SIS scalefree 0.20 0.028 0.024 0.02 0. 0.
SIS smallworld 0.10 0.012 0.008 0.02 0. 0.
SIS smallworld 0.15 0.012 0.02 0.032 0. 0.
SIS smallworld 0.20 0.012 0.012 0.028 0. 0.

Table B.11: The Pearson and Spearman correlations as well as the average percent of
matching Top Ten agents between the mean change in fractional TKO score with each of

five flattened observed interaction network agent centrality scores.




