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1. Introduction

An acidity constant (pKa) is a fundamental quantity in solution
chemistry. A plethora of reactions, be it chemical or biochemi-

cal, are determined by a proton-transfer step, for which the
balance is determined by the pKa of the compounds participat-

ing in the reaction. The reaction studied in this work is the de-

protonation of an acid AH to the conjugated base A@ in aque-
ous solution [Eq. (1)]:

AHðaqÞ ! A@ðaqÞ þ HþðaqÞ ð1Þ

of which the pKa is given by [Eq. (2)]:

pKa ¼ @log Ka ¼
DGo

a

kBT ln10
ð2Þ

in which DGo
a is the standard dissociation free energy, kB is the

Boltzmann constant, and T is the absolute temperature. This

free-energy difference between the protonated and deproton-
ated state is the central quantity that needs to be calculated.

Our specific interest in calculating pKa values arises from the

development of novel sensor materials: halochromic (pH-sensi-
tive) dyes can be incorporated into polymeric structures to

give pH-sensitive polymers that can be used in wound ban-
dages, protective clothing, and so on.[1–10] In recent develop-

ments, these dye molecules were modified to include reactive
or polymerizable groups.[11] This resulted in a material for
which the dye was covalently bound to the host material,
which greatly improved the leaching properties. This modifica-

tion, however, changed the molecular structure of the dye and
therefore also its halochromic properties. For a pH-sensitive
wound bandage, for example, a pKa around 6.5–7.0 would be

ideal.[12] The synthesis and purification of these modified dye
molecules can be a tiresome process, and theoretical calcula-

tions can provide a true added value for obtaining molecular
insight into the factors governing the pH-sensitive behavior.

Ideally, dye molecules could be designed to yield halochromic

behavior in the desired pH region. This requires techniques
that are not only able to explain experimentally observed pH-

sensitive properties but that are also accurate enough to be
used in a predictive manner.

Because of the importance of acidity constants in solution
chemistry, a lot of effort has been put into the calculation of

pH-Sensitive dyes are increasingly applied on polymer sub-
strates for the creation of novel sensor materials. Recently,
these dye molecules were modified to form a covalent bond

with the polymer host. This had a large influence on the pH-
sensitive properties, in particular on the acidity constant (pKa).

Obtaining molecular control over the factors that influence the
pKa value is mandatory for the future intelligent design of

sensor materials. Herein, we show that advanced molecular dy-
namics (MD) methods have reached the level at which the pKa

values of large solvated dye molecules can be predicted with
high accuracy. Two MD methods were used in this work:
steered or restrained MD and the insertion/deletion scheme.

Both were first calibrated on a set of phenol derivatives and af-
terwards applied to the dye molecule bromothymol blue. Ex-
cellent agreement with experimental values was obtained,
which opens perspectives for using these methods for design-
ing dye molecules.
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these values.[13–15] Thanks to developments in solvent reaction
field methods,[16–18] for which the solute is placed inside

a cavity in a dielectric continuum, the pKa values of molecules
in solution have been successfully calculated by using static

calculations.[19] This procedure relies on the calculation of a lim-
ited number of points on the potential energy surface. Mostly,

a thermodynamic cycle is used and the only empirical input is
the aqueous solvation free energy of the proton.[20–26] It was
previously shown that adding explicit solvent molecules inside

the cavity can improve the accuracy of calculated pKa values,
although it is challenging to determine the necessary amount
of water molecules.[27–33]

To treat more complex molecular environments, such as

polymeric materials, one needs to go beyond continuum tech-
niques. A more advanced approach is to explicitly take the sol-

vent into account by treating both the compound and the en-

vironment (in this case the solvent) at the same level of theory.
This can be done by employing density functional theory

(DFT)-based molecular dynamics (DFTMD) simulations.[34, 35] The
advantage of DFTMD is the uniform treatment of the entire

system, which allows not only electronic polarization of the
solvent and solute but also explicit interactions such as hydro-

gen bonds. Herein, we use such techniques, as they allow to

sample the entire proton-transfer process while taking the dy-
namic solvent environment into account.[36, 37]

Previously, we were able to experimentally measure the pKa

values of a range of sulfonphthaleine dyes, for which the gen-

eral structure is visualized in Figure 1.[38, 39] The next step in de-

signing dyes engineered towards specific applications, howev-
er, requires a thorough understanding of the molecular factors
governing the pKa. A reliable procedure is needed to reach this

goal. Hereto, we used two advanced molecular dynamics (MD)
methods that fully captured the effects of the molecular envi-

ronment, which were first evaluated on their validity for a set

of phenol derivatives. Computational screening of several sul-
fonphthaleine dyes would be too computationally demanding.

The phenol derivatives chosen in this work bore substituents
similar to those found in sulfonphthaleine dyes (Table 1) and

were previously studied by static approaches.[21] Afterwards,
the most suited procedure was applied to bromothymol blue,

a sulfonphthaleine dye for which R1 = iPr, R2 = Br, and R3 = CH3

and for which we previously found a pKa value of 7.4.[38]

This paper is organized as follows. First, we give a brief over-

view of the two MD techniques for the determination of the
pKa values, after which the results for the substituted phenols

and bromothymol blue are presented.

2. Advanced MD Techniques for pKa
Determination

Proton-transfer reactions have been the subject of various
studies.[40–43] The difficulty in studying these reactions with MD

methods is that proton transfer is a rare event. Advanced MD

methods are, therefore, required to simulate these processes,
as the timescale of a MD run is typically of the order of a few

picoseconds. One class of methods applies an external biasing
potential to transfer the proton in a controlled manner along

a reaction coordinate. This is often referred to as restrained or
steered MD[44–51] and was pioneered by Sprik and co-workers

specifically for pKa calculations.[52] The idea behind this method

is to integrate the force needed to “drag” the system from the
protonated state to the deprotonated state, from which the

free energy can be determined.[53] The choice of reaction coor-
dinate can sometimes be cumbersome, as will be explained in
Section 2.1 and Appendix A.1.

The group of Sprik developed another interesting approach

to calculate pKa values.[54–57] This method concerns the reversi-
ble elimination of protons and electrons, which allows redox

potentials and acidity constants to be calculated on the basis
of the principles of the Marcus theory of electron transfer.[58, 59]

The pKa calculation itself is based on an insertion/deletion

scheme, for which Reaction (1) is split into two half-reactions
and the free-energy change can be determined on the basis of

thermodynamic integration. This method has been successfully
applied to several aqueous systems,[60] and Cheng et al. con-

cluded that an accuracy of 1–2 pKa units is feasible.[57, 61] This

method is discussed in Section 2.2 and Appendix A.2.
It was previously shown that performing MD simulations can

greatly improve the accuracy of calculated absorption wave-
lengths of dye molecules (in combination with time-dependent

DFT) compared to static calculations.[62] As will be shown here,
MD simulations are also effective for calculating the pKa values

Figure 1. General structure of the sulfonphthaleine dye class ; for bromothy-
mol blue: R1 = iPr, R2 = Br, and R3 = CH3.

Table 1. List of molecules considered in this work and their experimental
acidity constants.

Compound Experimental pKa

phenol (1) 10.0[93]

2-chlorophenol (2) 8.5[94]

3-chlorophenol (3) 9.1[93]

4-chlorophenol (4) 9.4[93]

2-bromophenol (5) 8.5[95]

2,6-dibromophenol (6) 6.7[93]

2,4-dibromophenol (7) 7.8[93]

2-methylphenol (8) 10.3[96]

3-methylphenol (9) 10.1[96]

4-hydroxybenzoic acid (10) 9.3[93]

bromothymol blue (11) 7.4[38]
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of large solvated systems. In Section 2, the theory of restrained
MD and the insertion/deletion method will be discussed. In

Section 3, both methods are applied to phenol derivatives, and
the results will be discussed. Afterwards, the solvated dye bro-

mothymol blue will be studied.

2.1. Restrained/Steered MD

During a restrained MD simulation,[63, 64] the system is gradually
moved along a chosen reaction coordinate (collective variable)

from the reactant state (e.g. the acid AH(aq)) to the product
state (e.g. A@ðaqÞ þ HþðaqÞ). The free-energy difference (DF) be-

tween the reactant and product states is equal to the work re-

quired to shift the system along the chosen coordinate; it can
be calculated by integrating the force (f) along the coordinate

[Eq. (3)]:[53, 65]

kBT ln10 pKa ¼ DF ¼ @
Z

q1

q0

fh iq d q ð3Þ

in which we set F(q0) = 0. The parameter q needs to be a well-
chosen reaction coordinate, in which q0 and q1 correspond to

the reactant and product states, respectively. This integral is
approximated by keeping the system fixed at several values of

q by a strong spring, while still allowing for small fluctuations.
This is done through the software package PLUMED.[66, 67] From

a thermodynamic point of view, the Hess law ensures that the

resulting pKa is independent of the chosen reaction path. How-
ever, from a computational point of view, the description of

the molecular reaction depends on the choice of one or multi-
ple collective variables. If poorly chosen, the subsequent sam-

pling of the phase space may be influenced by this choice.
Therefore, the specific choice of the coordinate space is crucial

to sample the relevant parts of the free-energy surface.[68–71]

Two coordinates are commonly used to study proton-transfer

reactions: a coordination number or a difference in distance.[53]

These coordinates have the issue that they are not able to
track the position of the acidic proton during the entire depro-
tonation reaction, which is explained in detail in Appendix A.1.
To circumvent this issue, a different approach is proposed

here. In the complete reaction, the proton is transferred from
its position in the parent molecule (bonded to the donor

oxygen atom) to the aqueous solution. We will assume that
this occurs in the form of a hydronium ion, but this will be dis-
cussed further on. As was observed in simulations with the

abovementioned collective variables,[53] the acidic proton es-
capes and migrates further away from the donating atom into

the solvent box. The product state of the deprotonation reac-
tion is indeed the one for which the anion and hydronium ion

are as far away from each other as possible, which would

allow both ions to have their own solvation layer. During this
reaction, the coordination number of the donating oxygen

atom will drop and the coordination number of the water mol-
ecule that accepts the acidic proton will increase. Therefore,

we propose to use a difference in coordination number as the
reaction coordinate [Eq. (4)]:

Dnc¼ ncðOAHÞ@ ncðOwÞ

¼
X

i

1@ rðOAH@HiÞ
r0

0 /n

1@ rðOAH@HiÞ
r0

0 /m @
X

i

1@ rðOw@HiÞ
r0

0 /n

1@ rðOw@HiÞ
r0

0 /m

ð4Þ

in which nc is the coordination number and r0 is the cutoff dis-
tance. The choice of the accepting water molecule will be dis-

cussed in Section 3.1. For a water molecule in the second sol-
vation layer, this coordinate is illustrated in Figure 2.

The goal of using this coordinate is to be able to sample the

entire reaction: from the acid molecule in solution to the de-
protonated state, including the migration of the proton further

away from the conjugated base. This also includes the sam-
pling of a proton wire if the proton is transferred through the

solution. The cutoff radius r0 is set to 1.2 a. At intermediate
values of Dnc, this will correspond to a situation in which both

the donating and accepting oxygen atoms tend to have

a proton in their proximity. The acidic proton will therefore
remain between both oxygen atoms, which would put some
strain on the proton wire. The smoothing parameters n and m
are chosen to be 8 and 16, respectively, which results in a rela-

tively steep switching function. It is also important to mention
that for 4-hydroxybenzoic acid, a quadratic wall is used to

keep the coordination numbers of both oxygen atoms of the
carboxylate group low; otherwise, the acidic proton would
simply reattach to the phenol at the carboxylate group instead

of remaining in the solvent.
To summarize, the difference in coordination numbers Dnc

allows us to effectively sample the entire reaction, including
the proton wire, in a one-dimensional coordinate.

2.2. Insertion/Deletion

The particle insertion/deletion scheme was first proposed by
the Sprik group.[54, 55, 57] The essential parts of the methodology

are summarized here; for a more in-depth discussion the
reader is referred to the literature of the Sprik group.[54–57]

Figure 2. In the reactant state (protonated phenol), the coordination
number of OAH is close to 1, whereas the coordination number of Ow (from
a water molecule in the second solvation layer) is close to 2. Dnc is thus
equal to @1. In the product state, the phenol is deprotonated and the water
molecule has become a hydronium ion; consequently, Dnc is equal to @3.
Forcing Dnc from @1 to @3 by restraining potentials will thus cause OAH to
deprotonate. This proton will be transferred through a proton wire, with the
water molecule from the first solvation layer as a “bridge” to the accepting
oxygen atom Ow.
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Total Reaction (1) is split up into two half-reactions [Eqs. (5)
and (6)]:

AHðaqÞ ! A@ðaqÞ þ HþðgÞ ð5Þ

HþðaqÞ ! HþðgÞ ð6Þ

Herein, an intermediate step in the gas phase is used. One

can interpret this as the proton being removed from the sol-
vated acid AH to the gas phase (deletion) and inserted in

a pure water box, as illustrated in Figure 3. By combination of

the two simulations, the total free-energy change can be ob-
tained. The derivation followed here is written down for the

acid AH, but it is identical for a proton in solution (e.g. in the
form of a hydronium ion, H3O+).

The total energy E is defined as a linear function depending

on a coupling parameter h, which can take values from 0 to
1 [Eq. (7)]:

EhðhÞ ¼ ð1@ hÞEAH þ hEA@ ð7Þ

For h= 0, the system is in the protonated state (i.e. AH),
whereas for h= 1 the deprotonated state (A@) is retrieved. The

intermediate values correspond to a mixture of AH and A@ ;
this implies partial deprotonation, which has no experimental
counterpart.

The simulations in this work will be performed in the NVT
ensemble, which implies constant volume, V. The pKa will

therefore be calculated from a Helmholtz free-energy change,
DF, instead of a Gibbs free-energy change, DG. The difference

in free energy, DF, can then be written down as [Eq. (8)]:

DFh ¼ Fhð1Þ@ Fhð0Þ ¼
Z

1

0

@FðhÞ
@h

dh ð8Þ

To determine the derivative of the free energy with respect

to the coupling parameter, the partition function of a system
with an energy function that depends on h is first written

down [Eq. (9)]:

QðN; V; T ; hÞ ¼ 1

L3NN!

Z
drNexp½@bEhðhÞA ð9Þ

in which N is the number of particles, L is the thermal wave-
length, and b = (kBT)@1.

The free-energy derivative can then be written as an ensem-
ble average [Eq. (10)]:

@FðhÞ
@h

4444
NVT

¼ @ 1
b

@

@h
lnQðN; V; T ; hÞ

¼ @ 1
bQðN; V; T ; hÞ

@QðN; V; T ; hÞ
@h

¼
R

drNð@EhðhÞ=@hÞexp½@bEhðhÞAR
drNexp½@bEhðhÞA

¼ @EhðhÞ
@h

# "
h

ð10Þ

Employing Equation (7), the derivative of the internal energy
can be written as [Eq. (11)]:

@EhðhÞ
@h

# "
h

¼ DEh ih¼ EA@ @ EAHh ih ð11Þ

This formula requires careful interpretation. Although DE is

defined as a vertical energy gap and in that way independent
of h, there is still an implicit dependence of h. Indeed, the po-

tential energy surface and, thus, the nuclear coordinates are
dependent on the specific value of h. For the propagation of

the MD simulations, the forces are weighted by h, as illustrated

in the workflow given in Figure 4. Each value of h defines a dif-

ferent mixing and, therefore, also requires a different MD simu-
lation. As a result, one obtains accumulative averaging energy

gaps as a function of h (see below).
Finally, the free-energy difference [Eq. (8)] can be written as

[Eq. (12)]:

DFh ¼
Z

1

0

@FðhÞ
@h

dh ¼
Z

1

0
DEh ihdh ð12Þ

Figure 3. Graphical representation of the insertion/deletion scheme.

Figure 4. This workflow for the insertion/deletion scheme allows us to effec-
tively sample different values of h while also obtaining hDEih.
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Consequently, the free-energy difference can be directly cal-
culated from the average vertical energy difference DEh ih be-

tween AH and A@ during simulations at various values of h.
In a linear approximation, the thermodynamic integral

[Eq. (12)] can be obtained as [Eq. (13)]:

DF ¼ 1
2
ð DEh i0þ DEh i1Þ ¼

1
2
ðDEAH þ DEA@Þ ð13Þ

in which DEAH ¼ DEh i0 is the ensemble average of the vertical

deprotonation energy gap of the acid AH (h = 0) and
DEA@ ¼ DEh i1 is the corresponding average for the conjugated

base A@ (h= 1).

If the proton is inserted/removed, this will, in general, give

rise to a substantial reorganization of the surrounding solvent
molecules. Nonlinear effects are therefore expected and the

numerical integration of Equation (12) may require a better
quadrature by using a three-point integration formula (evaluat-

ing in h= 0, 0.5 and 1) [Eq. (14)]:

DF ¼ 1
6
ð DEh i0þ DEh i1Þ þ

2
3

DEh i0:5 ð14Þ

Instead of the three-point trapezium quadrature (Simpson’s

rule), a Gauss–Legendre quadrature can also be used [Eq. (15)]:

DF ¼ 5
18
ð DEh i0:1127þ DEh i0:8873Þ þ

4
9

DEh i0:5 ð15Þ

Besides providing accuracy up to higher order,[72, 73] the latter
has the advantage that the end points of the integration inter-

val are not taken into account (as explained in Section 3.2).

The practical implementation and final pKa expression are dis-
cussed in Appendix A.2.

3. Results and Discussion

Table 1 lists the molecules under study with their experimental

pKa values. For each molecule, the acidity constants will be cal-
culated and rationalized. The pKa values of the different phenol
derivatives can be easily understood from the electron-donat-
ing/withdrawing effect of their substituent(s).[38] The halogen

atoms in compounds 2–7 cause the pKa to drop with respect
to unfunctionalized phenol (1). The electron-withdrawing
effect of these substituents results in decreased charge density

in the aromatic system; consequently, a more acidic environ-
ment is needed to stabilize the acid proton. A methyl group

has a small electron-donating effect, which translates into
slightly higher pKa values for compounds 8 and 9. Compound

10 has a slightly lower pKa value than 1, which indicates that

the carboxylate group, even though it is already negatively
charged, still allows for some stabilization of the extra negative

charge upon deprotonation of 10. For chlorine-substituted
phenols 2–4, a clear trend in the substituent as a function of

its position can also be seen. How accurate these effects can
be reproduced will depend on how well the chosen level of

theory is able to capture these electron-donating/withdrawing
effects.

3.1. Restrained MD

In this work, a difference in coordination number (Dnc) is used

as the reaction coordinate, as explained in the previous sec-
tion. The value of Dnc is calculated between the donating

oxygen atom of the phenol (the acid AH) and the oxygen
atom of the accepting water molecule. The most important

choice to be made is the selection of the water molecule to
which the proton is transferred, which hence becomes the hy-

dronium ion. Phenol is taken as a reference system, and three

different water molecules are taken as candidates to become
the hydronium ion. The first choice is clear: the @OH group of

phenol has a hydrogen bond with one water molecule (A in
Figure 5). This water molecule has a hydrogen bond with

a molecule in the second solvation layer, which makes this

molecule our second choice (B). Following the hydrogen-bond-

ing network, a third water molecule (C) is also chosen. The
larger the distance between the phenol anion and the hydroni-

um ion, the more stable each ion can be in their own solvation
layer. From the three selected molecules, however, simulations

for which we select molecule C are unstable. The acid proton
does not remain between phenol and the chosen water mole-

cule and escapes to the surrounding solvent. Consequently,

the collective variable as constructed is not able to maintain
the proton wire. For water molecules A and B, however, the

simulations are stable.
Two different simulations were then performed: with Dnc

defined as the difference between the coordination number of
the phenol oxygen atom (OPh) and the oxygen atom of water

molecule A (OA) in one simulation and with Dnc between OPh

and the oxygen atom of water molecule B (OB) in the other.
The value of Dnc was varies between @0.836 and @2.177.

These values correspond to protonated and deprotonated
phenol and are estimated by averaging coordination numbers

in short MD runs. From a chemical point of view, varying Dnc

from @0.836 to @2.177 can be interpreted as the donating

Figure 5. Labeling of water molecules A, B, and C in the first, second, and
third solvation layers, respectively.
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oxygen atom repelling neighboring protons, whereas the ac-

cepting oxygen atom will attract a third proton.
For each water molecule, snapshots corresponding to three

values of Dnc are given in Figure 6. These were taken at the
end of the simulations, so after approximately 35 ps. For A,

one can clearly see that the proton hops from the phenol to

the neighboring water molecule. For B, the proton first hops
to the closest water molecule. All molecules are rather close to

each other, which corresponds to a proton wire. In the final
snapshot, the reaction is complete and the hydronium ion and

phenol anion have moved away from each other. This is not
observed in situation A, which can be understood upon look-

ing at the corresponding changes in free energy (Figure 7).

For A, the free energy keeps rising as a function of Dnc :
there is no clear plateau, which makes it difficult to define

a point at which the “stable” product is formed. Ions have the

tendency to diffuse away from each other in aqueous solution,
which is not possible with Dnc as constructed for A ; this ex-

plains why no plateau is formed. For B, however, a plateau is
reached between the eighth and ninth points, as the free

energy barely changes, which corresponds with a stable state.

The absence of a clear product valley in the free-energy profile,
whereas the reaction has clearly finished (as can be seen from

Figure 6), may be explained as follows. Phenol is an alkalic
compound and thus the most stable state will always corre-

spond to that for which the proton is bound to the phenol. It
is expected that in larger solvated systems the hydronium ion

and anion would diffuse further away from each other, which

would be entropically favored. In the current setup of the
system with a solvated box of 64 water molecules, it would be

impossible to simulate such effects. For further simulations
with the use of the restrained MD method, we use the simula-
tion for which B is selected as the accepting water molecule
and choose the energy corresponding to the plateau to

deduce the free-energy difference. In all simulations, this state
corresponds to a slightly lower coordination number for the
accepting oxygen atom (OB). This allows the hydronium ion to
reside in Zundel or Eigen ionic structures, which indeed have
been shown to be lower in free energy.[40]

Using the full free-energy profile for the simulation in which
A is chosen as the hydronium ion, DF is 50.5:4.1 kJ mol@1,

which corresponds to a pKa value of 8.9:0.7. For the simula-

tion in which B is the hydronium, DF is 54.7:4.0 kJ mol@1

upon taking into account points 1 to 9 (and omitting the final

point), which corresponds to a pKa value of 9.7:0.7. These
two values are close to each other and both are reasonable es-

timates of the experimental pKa of 10.0. As discussed before,
only for the simulation with B as the hydronium ion is there

Figure 6. Snapshots during the restrained MD simulations for phenol with A and B as the hydronium ion. From left to right these snapshots show the start,
middle, and end of the reaction; distances are given in a.

Figure 7. Free-energy differences (DF) as a function of the difference in coor-
dination number Dnc, calculated from restrained MD simulations with A and
B chosen as the hydronium ion.
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a clearly observable plateau, which makes the end point for
the integration interval nonarbitrary. Therefore, for calculations

on all phenol derivatives, a water molecule from the second
solvation layer is chosen. The results of these simulations are

given in Table 2; energy values can be found in the Supporting
Information.

Overall, the results obtained with the restrained MD simula-

tions reproduce quite reliably the experimentally observed
trend in the acidity constants. Some simulations, however,

show the same instability as that observed with molecule C in
the case of phenol. More specifically, for molecules 3, 4, and 7
the proton escapes to the solvent upon simulating at Dnc =

@1.73. Molecule 6 proves more problematic: the simulation is

also unstable at Dnc =@1.43 and @1.88. As mentioned in Sec-

tion 2, the proton wire is only stable if both oxygen atoms (be-
tween which Dnc is calculated) still want the acidic proton in

their proximities. These compounds have lower pKa values
than phenol ; consequently, they will have a lower inclination

to have the proton close by. These points correspond to the
situation in which the phenol is completely deprotonated but

for which the chosen water molecule cannot yet become a hy-

dronium ion (due to the chosen value of Dnc). For molecule 6,
both bromine substituents also give steric hindrance for the
formation of a proton wire, which makes it extra difficult to
sample the reaction, as performed here. Therefore, the above-

mentioned points are omitted upon calculating the pKa values,
and it is stressed that only stable simulations are used for the

final results. Nevertheless, the results obtained with the re-
strained MD method are in good agreement with experiment
for all phenols: the root-mean-square deviation is only 0.5 pKa

units, with an average standard deviation of 0.9. The deviation
from experiment is very low, as 2.5 pKa units is generally con-

sidered as chemically accurate.[14]

Even though the results are in excellent agreement with the

experimental values, the use of the difference in coordination

number has two downsides. The first is general to all restrain-
ed MD simulations: the limited box size. As already mentioned,

the phenol anion and hydronium ion are most stable if they
can be far away from each other; this allows each to have its

own solvation shell. Second, the simulation is unstable at
some points of Dnc, as the proton does not remain in the origi-

nally defined proton wire but rather diffuses away. These short-
comings will be addressed in the following section by employ-
ing the insertion/deletion method.

3.2. Insertion/Deletion

In the insertion/deletion scheme, deprotonation of the acid
(phenol or dye molecule) and protonation of the hydronium
ion are considered in different simulations (schematically repre-
sented in the thermodynamic cycle of Figure 3). One could
consider both to be at an infinite distance from each other.
Furthermore, the proton “disappears” from the simulation into

the gas phase, which makes it unnecessary to sample a proton
wire, as was the case with restrained MD. Therefore, the inser-
tion/deletion scheme can address both previously found short-
comings.

The two quadratures mentioned in Section 2.2 to estimate

the thermodynamic integral [Eq. (12)] are evaluated here. For
the trapezium rule [Eq. (14)] , the average energy difference

hDEi between the protonated and deprotonated systems is

evaluated during simulations of h equal to 0, 0.5, and 1. For
h= 1, the dummy atom is a noninteracting particle. Given that

it is essentially absent, the surrounding water molecules will ar-
range around the negatively charged oxygen atom and form

hydrogen bonds. At each point of the simulation, however, DE
is calculated between the dummy equal to a noninteracting

particle and equal to a proton. This might lead to energetically

very unfavorable conformations, which can be seen from
Figure 8: for the simulation at h= 1, strong negative peaks can

be seen throughout the simulation. This is easy to understand
from a chemical point of view: these peaks correspond to geo-

metries in which the dummy atom is very close to the proton
of a water molecule that forms a hydrogen bond with the neg-
atively charged oxygen atom.

The Gauss–Legendre quadrature [Eq. (15)] has the advantage
that the end points of the integration interval are not taken

into account. More specifically in our case, hDEi is evaluated
during simulations of h equal to 0.1127, 0.5, and 0.8873. Chem-

Table 2. The pKa values calculated with restrained MD (pKa,restr) and the
insertion/deletion method with and without zero-point energy correc-
tions (pKa,i/d and pKa,i/d

*, respectively) compared to experimental values
(pKa,exp) ; standard deviations are also given.

Compound pKa,restr pKa,i/d pKa,i/d
* pKa,exp

phenol (1) 9.7:0.7 9.0:0.9 9.1:0.9 10.0
2-chlorophenol (2) 7.5:0.9 7.3:1.0 8.1:1.0 8.5
3-chlorophenol (3) 8.5:1.3 7.9:1.1 8.3:1.1 9.1
4-chlorophenol (4) 9.3:0.8 9.0:1.0 9.2:1.0 9.4
2-bromophenol (5) 8.2:0.7 7.8:1.1 8.1:1.1 8.5
2,6-dibromophenol (6) 6.6:0.4 7.2:1.0 7.6:1.0 6.7
2,4-dibromophenol (7) 7.1:0.8 8.2:1.0 8.8:1.0 7.8
2-methylphenol (8) 9.8:1.1 9.4:1.1 9.7:1.1 10.3
3-methylphenol (9) 10.4:1.1 8.9:1.0 8.9:1.0 10.1
4-hydroxybenzoic acid (10) 9.0:1.0 8.8:1.0 9.0:1.0 9.3

Figure 8. DE for a simulation of phenol for h = 1 and 0.8873 during an initial
3 ps simulation. For h= 0.8873, much lower oscillations are observed, which
will lead to better convergence due to better sampling.
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ically, this implies that the proton is never fully absent: for the
highest value of h, the dummy atom is still partially a proton.

Figure 8 shows that the strong negative peaks in DE are gone
for the simulation at h= 0.8873. This will lead to faster conver-

gence of the integration, and therefore, the Gauss–Legendre

quadrature will be used further on. Figure 9 shows the values
and running averages of DE for phenol for the three values of

h. It is clear that very large fluctuations in DE are observed,
even with the Gauss–Legendre quadrature. It is therefore im-

portant to perform relatively long MD simulations to obtain
statistically relevant results.

The insertion/deletion method as discussed above was then

applied to all phenols, and the results are given in Table 2. The
calculated pKa,i/d values are in good agreement with the experi-

mental ones. The root-mean-square difference between experi-
ment and theory is 0.9 pKa units. Including zero-point energy

(ZPE) corrections can have a large effect on the final pKa : its
effect can be negligible or amount up to 0.8 pKa units. On
average, the effect is certainly non-negligible and lowers the

root-mean-square deviation to 0.7 pKa units. With inclusion of
the ZPE corrections, the deviation is comparable to the results
found with restrained MD. The deprotonation energies with
standard deviations can be found in the Supporting Informa-

tion. The standard deviation on the pKa values is on average
1.0. Summarizing, the insertion/deletion scheme is capable of

predicting pKa values in good agreement with experiment.
The goal of this contribution is to apply advanced MD meth-

ods for the calculation of pKa values for large solvated dye

molecules. For reference, a static approach is also evaluated
and is discussed in the Supporting Information. Ho and Coote

recommend use of computationally expensive methods such
as G3MP2 or CBS-QB3 for the gas-phase energies.[33] For bro-

mothymol blue, an estimation based on DFT is made in the

Supporting Information, as such methods are not feasible and
are beyond the scope of this study. In the previous part, the re-

strained MD method was shown to provide accurate results
relative to experiment, but the insertion/deletion scheme pro-

vided the most stable simulations, as certain shortcomings
found with restrained MD could be circumvented. Therefore,

preference was given to this method for application to the dye

molecule bromothymol blue.
A snapshot during the MD simulation of the solvated bro-

mothymol blue system is shown in Figure 10. The system con-
sists of 473 atoms in total, which is very large and explains the

slight adaptation in computational parameters (see Section 5).

The pKa value calculated through the insertion/deletion
scheme amounts to 7.8:1.1, which is very close to the experi-

mental value of 7.4. The ZPE corrections are also calculated,
but in this case, they have no effect on the final pKa.

Sampling at different values of h has, of course, a large influ-
ence on the solvation of the solute, which is illustrated in
Figure 11. Herein, the radial distribution functions (RDFs) for

solvated phenol (compound 1), as prototype for the phenol
derivatives, and bromothymol blue are given. In this case, the
RDF is a probability distribution that indicates the probability
of finding a solvent proton at a certain distance from the do-

nating oxygen atom. To determine the amount of protons at
a certain distance (i.e. in a specific solvation layer), the RDF can

be integrated. This results in a cumulative RDF (CRDF), also

shown in Figure 11. The acid proton (the dummy atom) is not
included in the RDF calculation, as this would give a constant

peak around 1 a, regardless of the value of h.
For the phenol molecule (Figure 11 a), the following observa-

tions are made. With h= 0.1127, the RDF shows a relatively
small peak at a distance of around 1.87 a. This peak defines

the position of the first solvation layer around the phenol

oxygen atom, which corresponds to a hydrogen bond. The
averaged amount of water molecules in this layer can be de-

termined from the value of the CRDF after the first solvation
layer, which is about 0.75. This can easily be understood: the

phenol oxygen atom is still bonded to the dummy atom
(which is almost a full proton) and, therefore, has only one free

Figure 9. The running averages of DE for all values of h are shown for
phenol. In gray, the actual values are also given. The latter show large fluctu-
ations, which explains why relatively long MD runs are necessary to obtain
statistically converged results.

Figure 10. The sulfonphthaleine dye bromothymol blue is solvated by
137 water molecules in a 16.863 a3 cubic box.
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electron pair for accepting a hydrogen bond. Apparently, 75 %

of the time, such a hydrogen bond is indeed present. For h =

0.8873, the dummy atom is almost completely noninteracting

(without a charge). The first solvation layer is much closer,

around 1.71 a, and from the CRDF it is derived that on average
2.3 water molecules are located in this solvation layer. The sim-

ulations for h= 0.50 show intermediate values, with a first sol-
vation layer at 1.77 a that contains on average 1.4 water mole-

cules. These results confirm that we are effectively sampling
a partial proton and also clearly show that the solvent under-

goes large conformational changes; a three-point quadrature

(instead of a linear approximation) is therefore indeed
necessary.

For bromothymol blue (Figure 11 b), a very similar effect is
seen on the RDF. The largest difference with the RDFs for

phenol is the heights of the peaks. This can be attributed to
steric hindrance around the acid OH group in the dye mole-

cule (see Figure 1). Specifically, for h = 0.1127, the probability

of finding a solvent proton nearby is almost negligible. For h =

0.50, a first solvation layer is observed at a distance of 1.93 a,

which contains on average 0.6 water molecules. If the acid
proton is almost completely removed (h= 0.8873), a much
stronger solvation is observed. The first solvation layer is shift-
ed to 1.81 a with on average 1.84 water molecules. Note that

this is still less than that observed for phenol (2.3 water mole-
cules), which again shows the effect of steric hindrance.

The employed MD simulations combined with the insertion/
deletion scheme are thus accurate enough to be used in a pre-
dictive manner for complex, realistic systems. The ability to
predict acidity constants is a big step towards the develop-
ment of novel sensor materials. More specifically, this allows

the pKa values of modified dye molecules to be predicted and

the effect of different, more complex environments to be
studied.

4. Conclusions

For the design of intelligent materials, it is crucial to be able to

govern the factors determining their sensitivity. In the case of

pH-sensitive polymers, the acidity constant (pKa) is of utmost
importance, as it determines the pH region in which the

sensor is active. In this contribution, we showed that advanced
molecular dynamics (MD) were capable of calculating pKa

values for large solvated dye molecules.
Two MD-based methods were discussed and first evaluated

on a set of phenol derivatives. The first method was restrained

MD, for which a novel reaction coordinate was proposed. The
commonly used coordinates, namely, a coordination number

or a difference in distance, showed difficulties in maintaining
control of the entire reaction. Therefore, a different coordinate

Figure 11. Radial distribution function (RDF) and cumulative RDF for a) phenol and b) bromothymol blue between the donating oxygen atom and all solvent
hydrogen atoms. The curves are calculated for all three values of h (0.1127, 0.5, and 0.8873).

Figure 12. The free-energy profile is shown as a function of the reaction co-
ordinate, namely, a difference in coordination number, Dnc. This coordinate
is successful in sampling the entire deprotonation reaction.
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was utilized, namely, a difference in coordination numbers,
Dnc. This coordinate allowed us to sample the full deprotona-

tion reaction (Figure 12), including a proton wire. It was ob-
served that the free energies formed a plateau at values of the

coordinate corresponding with Zundel or Eigen ionic struc-
tures. The average deviation from experiment was only 0.5 pKa

units, which makes this approach very promising.
The second method was the insertion/deletion scheme, as

originally proposed by the group of Sprik. This procedure has

the advantage that deprotonation of the phenol and proton-
ation of a water molecule (to a hydronium ion) are sampled in

different simulation boxes. No issues with stability of the simu-
lation arose, and the phenol and hydronium ion could be con-
sidered to be infinitely far way from each other. The results ob-
tained with this method were also in good agreement with ex-

periment, with an average deviation of 0.7 pKa units.

Even though both methods provided good results relative
to experiment for the phenol derivatives, the insertion/deletion

scheme did not show the same issues as the restrained MD
simulations (such as the escaping proton). Therefore, this

method was chosen to apply to the sulfonphthaleine dye bro-
mothymol blue. The deviation between experiment and theory

was found to be only 0.4 pKa units, which thus confirmed the

insertion/deletion scheme to be a reliable method for calculat-
ing the pKa values of large solvated dye systems. This proce-

dure illustrates that the presented computational techniques
are accurate enough to predict acidity constants of these

large, complex systems. This will allow us to predict the pKa

values of modified dyes or dyes in more complex environ-

ments in the future.

Computational Details

All simulations in this work were performed by using the CP2K/
Quickstep package.[74] Electronic structures were calculated with
density functional theory, which was implemented on the basis of
a hybrid Gaussian plane wave (GPW) approach.[75] The BLYP func-
tional was used for the exchange correlation,[76, 77] whereas Grim-
me D3 dispersion corrections were used to improve van der Waals
interactions.[78] GTH pseudopotentials were employed to avoid cal-
culations of core configurations.[79] The GTH-TZV2P basis set was
used for the Gaussian basis and the plane wave kinetic energy
cutoff was set to 400 Ry. For bromine, the MOLOPT DZVP basis set
was chosen.[80]

To allow for energy conservation during the Born–Oppenheimer
molecular dynamics, wavefunction optimization tolerance was set
to 0.3 V 10@7 Hartree. To enlarge the MD time step, we replaced the
hydrogens atoms by deuterium atoms, which allowed energy con-
servation with a 0.75 fs time step to be maintained. Temperature
was initially brought to the desired 320 K with a CSVR thermostat,
after which the temperature was maintained at 320 K by using
a Nos8-Hoover chain thermostat with four beads.[81, 82] The higher
temperature was chosen to avoid the glassy (over structured) be-
havior of BLYP liquid water found at lower temperatures.[83]

The models used in this work consisted of 3D periodically repeated
cubic cells with a lattice parameter of 12.462 a. This corresponded
to the volume of 64 water molecules at experimental density,
which was used for the pure water simulations. For the solvated

phenols, the same system size was used. This allowed us to rely on
error compensation upon calculating the total free-energy change
for the insertion/deletion scheme. From the solvated phenol sys-
tems, an amount of water molecules was removed to maintain at-
mospheric pressure. This amount was estimated by performing
several force-field simulations at fixed volume with a different
amount of water molecules and averaging the pressure by using
a pure water simulation as reference. The force fields were gener-
ated by antechamber (part of AmberTools) and made use of the
General AMBER Force Field (GAFF).[84, 85] For the solvated phenol,
59 water molecules were required to achieve atmospheric pressure,
whereas for the singly and doubly substituted components 58 and
57 water molecules were needed, respectively. 4-Hydroxybenzoic
acid required 59 water molecules, as the carboxylate group strong-
ly interacted with the solvent.

Bromothymol blue required a larger solvent box, namely, a cubic
cell with a 16.863 a lattice size, which corresponded to the volume
of 160 water molecules at experimental density. To obtain atmos-
pheric pressure, 137 water molecules were needed to solvate bro-
mothymol blue. Due to the system size, the SCF convergence set-
ting was lowered to 1 V 10@6 Hartree, which was combined with
a plane wave kinetic energy cutoff of 320 Ry and a GTH-TZVP basis
set. The same settings were also chosen for the pure water simula-
tion with 160 molecules.

Initial structures of the solvated systems were generated by Pack-
mol.[86] Radial distribution functions were calculated through the
analysis packages in YAFF;[87] visualization of the MD simulations
was done with VMD.[88] Block averaging methods were used to es-
timate standard deviations on the obtained forces and hDEi
values.[89] 3D molecular representation were generated by CYL-
view.[90]

For the restrained MD simulations, each simulation point was equi-
librated for at least 12 ps, after which the forces were averaged
over 19 ps (25 000 steps). For the insertion/deletion scheme, the
equilibration runs were minimal 15 ps, and the production runs
consisted of a 30 ps MD simulation, whereas the simulation for the
hydronium was run for 45 ps, as DFH3 Oþ was used for every pKa

calculation.

A. Appendix

A.1. Collective Variables for Restrained MD

A well-chosen reaction coordinate is crucial to obtain an accurate
free-energy profile, of which two are commonly used to study
proton-transfer reactions (see below).[53] These coordinates are
preferably chosen to be one dimensional, as this greatly reduces
the amount of simulations that need to be performed. The first
commonly used coordinate is a continuous function that estimates
the coordination number, nc, of the number of hydrogen atoms
within a cutoff distance r0 of the donor oxygen atom [Eq. (16)]:[65]

nc ¼
X

i

1@ rðO@HiÞ
r0

0 /n

1@ rðO@HiÞ
r0

0 /m ð16Þ

in which i runs over all hydrogen atoms of the solvent and the
acid proton and n and m are constants (in this work, 8 and 16,
respectively).

The argument of the summation assumes a value close to unity if
the bond distance r(O@Hi) is smaller than r0 and switches to zero if
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r(O@Hi) @ r0. For a phenol molecule with r0 set to 1.2 a, for instance,
only the acidic proton will contribute significantly. The coordina-
tion number will then be close to one; consequently, one proton is
bonded to the donor oxygen atom. For the phenol anion, each
term in the summation will have a value close to zero. Therefore,
by construction, this function gives an estimate of the amount of
protons bonded to the donor oxygen atom.

This coordinate has the advantage that the acid proton is not
specified. As in real water, all protons are treated equally. Upon
simulating low values of nc, however, the acidic proton is trans-
ferred to the solution and the coordinate is no longer able to ex-
actly determine the position of the proton. Indeed, a low value of
nc can be achieved not only by one (relatively) close proton that is
still partially bonded to the donor oxygen atom but also by several
small-distance hydrogen bonds.

The second commonly used coordinate includes the distance be-
tween the donor oxygen atom OAH and the acidic proton H, as
well as the distance between the acid proton H and the oxygen
atom of the accepting water molecule Ow [Eq. (17)]:[53]

Dr ¼ rðOAH @ HÞ@ rðOw @ HÞ ð17Þ

in which Dr is the difference between the distance of the proton
to the donating oxygen atom (of the acid AH) and the distance of
the proton to the accepting water oxygen atom. If we assume the
equilibrium OAH@H distance to be approximately equal to 1.0 a
and the equilibrium Ow@H distance to be equal to 1.8 a (a hydro-
gen bond), this coordinate will vary from @0.8 a (phenol) through
0.0 a (if the proton is equidistant between both oxygen atoms) to
0.8 a (if the phenol is completely deprotonated). The downside of
this coordinate is that if the proton is transferred to the accepting
water molecule, another proton of this molecule might jump to
a second water molecule and so forth. In this case, the coordinate
again is not able to follow the proton once the phenol is de-
protonated.

A.2. Restraining Potentials and Corrections Factors for the
Insertion/Deletion Scheme

Computationally, the various values of h are sampled through
a dummy atom. At h= 0, this dummy atom is a proton, whereas at
h= 1, it is essentially a noninteracting particle. This allows us to cal-
culate the energies and forces for AH and A@ , as shown in
Figure 4. One can thus interpret that for the intermediate values of
h, this dummy is a partial proton with a partial positive charge.
During a MD trajectory, the position of the dummy atom is gov-
erned by its interactions. At lower values of h, this is substantial,
which keeps it apart from other atoms. However, if h approaches
unity, the interactions will decrease and vanish (h= 1), which
would allow it to move close to other atoms. Upon calculating the
vertical energy gap, this could lead to extremely large energy
values due to bad configurations (e.g. if the dummy’s position co-
incides with another atom). Therefore, restraining potentials are
used to keep the dummy atom at positions that would be accessi-
ble for a proton. Apart from solving the sampling problem, re-
straining potentials may also be very useful to study strong acids.
Without a restraining potential, the proton would quickly diffuse
into the solvent medium, and it would be very hard to sample the
protonated state. Therefore, we opt to use restraining potentials to
ensure statistically efficient sampling for all values of h. This proce-
dure applied here was introduced by Costanzo et al.[56]

The extra restraining potentials are chosen to be harmonic
[Eq. (18)]:

Vr ¼
X
bonds

kr

2
ðr @ reqÞ2 þ

X
angles

kq

2
ðq@ qeqÞ2 þ

X
dihedrals

k@
2
ð@@ @eqÞ2

ð18Þ

in which kr, kq, and kf are force constants. The equilibrium values
(denoted by the subscript eq) are determined from the time aver-
age of the MD runs. The force constants need to be chosen large
enough to keep the dummy in place against thermal fluctuations,
but they must not be too large to avoid a large bias on the free
energies. They are chosen such that fluctuations in bond lengths,
for instance, of the dummy atom, are comparable to the fluctua-
tions in simulations with an actual proton. For each phenol deriva-
tive, the following parameters were chosen (in au): req = 1.89 a0,
kr = 0.1 Ha a0

@2, qeq = 1.94 rad, kq = 0.1 Ha rad@2, feq =p rad, kf=
0.01 Ha rad@2 ; herein a0 stands for Bohr and Ha for Hartree, the
atomic units for distance and energy, respectively. The dihedral
angle serves to keep the dummy atom in the plane of the benzene
ring. For the pure water simulation, three distance restraining po-
tentials were used to keep the dummy atom and the two other
protons bound to one oxygen atom, effectively sampling a hydroni-
um ion: req = 1.89 a0, kr = 0.1 Ha a0

@2.

The use of restraining potentials has an important implication on
the free energies. Instead of the deprotonation reaction [Eq. (1)] ,
for which the proton is completely removed (and thus presumed
to be in the gas phase), we are instead sampling the discharge of
this proton into a noninteracting dummy [Eq. (19)]:

AHðaqÞ ! Ad@ðaqÞ ð19Þ

This dummy atom is indeed noninteracting, but it is still restrained
by the above-defined potentials. Therefore, the thermodynamic in-
tegral [Eq. (12)] will only take into account the discharge of the
proton into the neutral dummy atom but not the (mainly entropic)
contribution of releasing this dummy atom into the gas phase. The
reader is referred to the appendix of the article by Costanzo
et al.[56] for an in-depth discussion of the derivation of the free-
energy correction factors. In addition, the difference in zero-point
energy (ZPE) of the proton bound to the acid AH and bound to
the hydronium ion can also be taken into account.

With the inclusion of these correction factors, the final expression
for the pKa is given by the difference in two thermodynamic inte-
grals [Eq. (12)] , one for the acid AH and one for the hydronium ion
H3O+ , one correction factor, and the difference in two zero-point
energy contributions [Eq. (20)]:

kBT ln10 pKa ¼DFAH @ DFH3 Oþ þ kBT lnðcoL3
Hþ Þ

@DzpEHðAÞ þ DzpEHðOH2Þþ
ð20Þ

for which co = 1 mol L@1 is the unit molar concentration and LH
+ is

the thermal wavelength of a proton. Herein, DFAH and DFH3 Oþ can
be determined by using the thermodynamic integral [Eq. (12)] dis-
cussed above. The kBTln(coLHþ3 ) term is a constant taking into ac-
count the entropy change associated with the release of the
dummy atom attached to AH into the gas phase. This term equals
@3.2 pKa units.

To accurately determine the ZPE contributions of the proton, path
integral dynamics within the solvent environment would be re-
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quired. This is beyond the scope of this paper, which is why the
ZPE contributions are estimated as follows [Eq. (21)]:

DzpEHðAÞ ¼ EzpðAHÞ@ EzpðA@Þ
DzpEHðOH2Þþ ¼ EzpðH3OþÞ@ EzpðH2OÞ ð21Þ

The ZPE energy corrections (Ezp) in the above equations are easily
determined through a static calculation. In this work, this was per-
formed in the Gaussian software package at the IEF-PCM-M06-2X/
6-311g(d,p) level of theory.[91, 92] As the Dzp values obtained this way
are only an estimate of the real ZPE of the proton, we will report
pKa values calculated with and without ZPE corrections, denoted
pKa,i/d and pKa,i/d

*, respectively (in which the subscript i/d denotes
the insertion/deletion scheme).
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