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Abstract—We refine existing performance studies of the maximum value. Having reached the maximum sleep window
WIMAX sleep mode operation to take into account uplink as well  |ength, this sleep window is repeated incessantly, ursifitr
as downlink traffic. This as opposed to previous studies whit  5jyes This class is considered to be suitable for bésttef
neglected the influence of uplink traffic. We obtain numericdly . . .
efficient procedures to compute both delay and energy efficiey ar_ld non-real-tlme traffic. Class Il feat_ures flx_ed-le_ngt#epl
characteristics. A test scenario with an Individual Subsciber Windows, that is the same sleep window size is repeated
Internet traffic model in both directions shows that even a small  continuously until there is uplink or downlink traffic to be
amount of uplink traffic has a profound effect on the system transmitted. This class is typically employed for UGS (Unso
performance. licited grant services) traffic. Finally, class |1l negaéa only a
one-time sleep period. This is typically used for managdmen

) ) ~ traffic, when the MS knows when the next traffic is to be
The IEEE 802.16e standard (WiMAX) [1] is an emergingypected.

standard that has the potential to become the major standargnhough class | is the most interesting from a modeling

for wireless communication in the near future. It regulatepcoint of view (and will as such get the most attention)
the communication between mobile stations (MS) and bagf analysis in this paper is general enough to encompass
stations (BS) in a metropolitan area wireless network. 8ner 4| three classes. That is. in our model we assume that a
saving mechanisms in wireless communications are cuyrer@lenerm sequence of sleep window sizes > 1, has been
a hot topic. Short battery life is one of the main impedimenigegotiated between MS and BS. We furthermore assume that
to a more widespread use of wireless devices. Hence, Undgs sequence is kept fixed during the entire operation of the
standably, a lot of research is directed at solving or attleegsystem instead of being negotiated.
lessening this problem. In the first place, this can be doneégieep mode operation has received quite a lot of interest
by making more efficient batteries, but lately there is al§gtely from the performance modeling community. In [2], the
a lot of interest in including energy-saving measures in thgerage energy consumption of the MS is obtained in case of
communication prqtocols thems_elves. On that acc_ount,nbls downlink traffic only, as well as an approximate expressim f
wonder that the W|MAX commntee_has opted to incorporat@e mean packet delay. The energy consumption of the MS in
varlous energy-saving ef!ements V‘fh'Ch are commonly rederrgase of both downlink and uplink traffic is considered in [3].
to as sleep mod_e and ‘idle mode’. Power saving is generaliyyip [2] and [3] model the incoming (and outgoing) traffic
achieved by turning off parts of the MS in a controlled manngs 5 pojsson process. An accurate assessment of the delay
when there is ne|ther_ traffic from the MS (uphnk_ traﬁ'c)experienced at the BS buffer however, requires a queueing
nor to the MS (downlink traffic). Whereas a MS in sleepodel. For IEEE 802.16€, in [4] the BS buffer is modeled as
mode is still registered to a BS and still performs hand-off continuous-time finite-capacity queue with a Poissorvalrri
procedures, idle mode operation (which is optional in quiregcess and deterministic service times. A semi-Markorcha
WIMAX standards) goes further and allows the MS to bgna|ysis leads to expressions for the mean packet delay and
cqmpletgly switched off and.unreg|stered with any BS, whilg,e mean energy consumption by the MS. The analysis in
still receiving broadcast traffic. C!;?a] is based on an\//G/1/K queueing model with multiple

In this paper, we consider mainly the sleep mode mecscations and exhaustive service, where the vacationesept
anism, in which the MS turns itself off for predetermineghe sjeep periods. Similar work can also be found in [6],
periods of time which are negotiated with the BS. Thesghere the length of a vacation is assumed to depend on the
periods are often referred to as slegp windows’. Threepslesre\,iouS vacation length. In [7], the sleep mode operation i
mode classes are defined by the WIMAX standard. When ¢#b|1yjar Digital Packet Data (CDPD) services is evaluated.
Sleep Mode Class |, the sleep window is progressively daliblg¢pe gifference with IEEE 802.16e is that the subsequenpslee
in size from a prenegotiated minimum to a prenegotiatggbriods do not increase in length. The system can thus be

1 . N modeled as a queueing system with multiple vacations and
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sleep mode performance is found in [8]. An alternative to the During each slot, packets arrive in the buffer in batches
exponential increase of the sleep period lengths is eveduaticcording to an arrival process that is detailed later ore Th
by simulation in [9]. Finally, in our previous work on the sfg service times of the packets (i.e. the times needed to tiansm
mode mechanism [11], we considered a general D-BMA#®packet to the MS) are considered to be independent and have
arrival process, and we found that traffic correlation, Whicprobability generating function (pgfy(z) = >, Pr[s = i]2".

was hitherto neglected in almost every study, has an impbrta During the course of our analysis we refer to slots during
influence on the sleep mode performance. which there is uplink traffic as ‘active’; the rest of the slot

In the present paper, we investigate how the preserm called ‘passive’. Both the uplink traffic and the dowklin
of uplink traffic affects the performance of the sleep modgaffic are modulated by the same (background) Markov chain
operation, which is another aspect that has received litdth M phases, characterized by transition mat#x with
attention in existing studies. In fact, only in [3], uplintaffic entries as follows:
has thus far been given attention, although in that papeast w )
restricted to Poissonian traffic only.

The influence of uplink traffic is considerable, as th#herey is the random variable that denotes the phase (or
MS immediately ceases the sleep mode operation whenebagkground state) at time instantThe probability that a slot
there is uplink traffic to be transmitted. Thus, during uklinis active is phase dependent; during phaghis probability is
transmission, no extra sleep mode delay is experienced (byThe distribution of the number of arrivals is also modutate
incoming downlink traffic (but neither is there any poweby the background Markov chain. The pgf of the batch size
saving, as the antenna is already switched on). We model th#ing phase is given by A;(z). For convenience, we define
uplink activity by a finite but otherwise general Markoviarthree diagonal matrices with entries as follows:
background process. s L S L osig

The structure of this paper is as follows. In Section I, we[Q]” = 0 [Qly N %51 =a), (Al = 954i(2), (D
expound on the details of the model. The analysis is spellégpere the notatiors; denotes Kronecker's delta. Note that
out in Section Ill. We show how to employ our analysighis scheme is very versatile and permits the uplink traffic t
for a realistic WIMAX scenario in Section IV together withbe correlated to the downlink traffic. The loadis defined

some numerical results. Finally, we draw some conclusionsas the average numbelia] of packet arrivals per slot times
Section V. the average service duratidtjs]. The system is stable if the

conditionp < 1 is fulfilled.
When the queue is empty and the system is active, the
operation is not different from usual queueing models: the
We model the buffer in the base station (from now oserver resumes work in the slot immediately after the first
denoted as simply ‘the buffer’) as a discrete-time queud wipacket arrival. However, when the buffer becomes empty and
infinite capacity and a first-come-first-served (FCFS) servihe system is passive, it enters sleep mode: an internal time
discipline. This buffer models the traffic in the downlinkthen started and the server awakes to check the queue content
direction (i.e. from the base station to the mobile stationjfter asleep period of ¢; time slots. When upon awaking the
A sample evolution of the system is shown in Figure 1.  server finds that there are still no packets, it goes to sleep
again, this time for a sleep period of slots. The next sleep

[Pl;; = Prlpr = jlor—1 =i,

Il. MODEL

| U i period would be of lengths, and so on. In general,, n > 1,
BS — — ] ;\ﬁz Q—‘_\ﬁr denotes the length (expressed in slots) ofsille sleep period
Ve ¢ V¢ Vac B iacC ic after the queue has become empty. If after a sleep period, the
R AAAS i - i
OO 15, snaaal server fmc!s a non-empty queue, it serves all pgckets.present
MST T e s n TG s T T s s -Gl at that point and also all new packets that arrive while the
| Lol | server is working, until the queue becomes empty again and
’_:—\_\ﬁ the whole procedure is repeated.
BS | — 7 : H H
e T IWhen ;cjhe_ s_ysten:j_beﬁomss (aj\ctlved dur(ljn% a sleep _perlo?lj,
S, AA s, S s, Aaaa Sleepmodeisimmediately abandoned, and the system is ready
MS LR paassnadsd o serve incoming packets immediately. Note that, when the
33 34 35 36 37 38 51 52 53 54 55 56 57 58 59 60 . . . . .
system becomes passive again while the buffer is still empty
Vo sleep mode is resumed, but starting again with a sleep period
ps=—Z hz of lengtht;, and so on.
B ¢ B V¢ ¢ ic Let us agree upon some terminology: the system alternates
MS_M busy periods (during which the downlink traffic is being
6162 63 64 65 7777877980 81 82 63 64 processed) with idle periods. Idle periods consist of sleep

Fig. 1. The bidirectional sleep mode model at work over 9@ssi®he sleep
period lengths areé; = 2,to = 4,t3 = 6,t4 = tmax = 8. The special sets

of instants A, B, C, Z, andS,, are indicated.

periods and ‘idle but active’ periods. Note that some of our
terminology is standard in queueing theory, but may have an-
other meaning in the IEEE community. For example, the term



‘idle period’ is fairly standard queueing theory termingydbut Now we focus our attention to sets of special time instants
should not be confounded with the idle-mode mechanism iofside busy periods. We discern three types: the first slat of
IEEE WIMAX. Secondly, we have opted for the neutral ternbusy period (marked by taf§); the time instants at which a
‘slots’ but will explain in Section IV that the most naturalnew service is started (marked by tggand the time instants
translation into a WiMAX context is a WIMAX frame. Lastly, at which a service is completed (marked by &y They
the sleep periods we consider include the listening interag are characterized by vector generating functions of thé&buf
the end. Hence, sleep periods in this paper, are WiMAX sleepntentUp(z), Uy(z) and Uc(z) respectively, with entries
intervalsplus the corresponding listening interval. defined as follows:

IIl. ANALYSIS

We aim to determine the vector generating functlgfz)
of the buffer content during random slots. We do so by intro-
ducing ‘event tags’ at special time instants, and subsdtwenTheir behavior is captured in the following three relations
finding relationships of the stationary distribution of thefer D. The system has three distinct possibilities of entering a
content at such tagged slots. busy period at a time instant: (1) the previous instant

For our first set of special time instants we look inside is active but idle, and there was at least one arrival
idle periods. We mark the beginning of an idle period with during the previous slot; (2) the system has become
tag Z, the beginning of theith sleep period byS,,n > 0, active during a sleep period in which at least one arrival
and active but idle time instants by event tag Note that, occurred; (3) at the end of a sleep period, in which the
necessarily, the buffer at such time instants is empty, and system has remained passive but during which arrivals
hence, the equilibrium state during such time instantsistss have occurred. Each of the possibilities corresponds to
only of the phase variable. The probability vectarg, u4 a term in the following equation:
andugs, have entries defined as follows:

[Us(2)]; = > _Prlu=k,¢ = j,Bz". 7)

k=0

Us(2) = ua P (A(2) — A(0))
+ Z us,, \
n=1

> (PQ'PQ(A(x)" — A(0)")
+ us, (PQ)(A(2)" — A(0)™).

i=0
n=1

3
The other vectors are defined analogously. We state three
relationships that lead to formulas involving these prdlitsb
vectors.
A. A time instant is marked by tag; (i.e. first slot of
the first sleep period) if one of two (mutually exclusive)
conditions are fulfilled: (1) the time instant is marked E-

[uz]; = Prp = j,7].

(8)

The evolution of the buffer content from the beginning

with tag Z and it is a passive time instant as well; (2)
the previous time instant is active but idle, no arrivals
occur in the slot, and the current time instant is passive.
This leads to the following formula:

us, = uzrQ + uaPQA(0). (4)

. Atime instant is marked by ta§,,+1 if the time instant

t,, slots earlier is marked by taf},, and the system has
remained passive and without arrivals during thoge
slots, -

= us, (PQA(0))". ()

. The third formula clarifies the occurrence of active but
idle time instants. They occur if one of three mutually

us,, 1

exclusive conditions is fulfilled: (1) the time instant is F.

marked with tagZ and it is an active time instant; (2) the
previous time instant is marked b4, no arrivals occur
during the previous slot and the current slot is active;
(3) the system becomes active during a sleep period,
that is there exists a time instant marked w&h, no
arrivals have occurred in the interval up until the current

to the completion of a service is as follows. In a single
server FCFS system, from the start to the completion of
a service, only one packet leaves the buffer. The number
of arriving packets during a service time depends on the
length of a service. When the service lengtl,she pgf

of the number of arrivals i4 (z)*, and the transition of
the background phase is given by transition maRix
Therefore, we have

Uc(z) = Up(2)1 Y PrlS = H(PA(2))"
k=1

Uy SPAC).

9)

The set of time instants that is markedCalsut not asZ,

is equal to the set of time instants that is marked bst

not asB. Hence, the distribution of the buffer content
at such a subset of time instants must be equal as well:

Uc(z) —uz = Up(z) — Up(z). (10)

time instant, and all but the current time instant in the There are two final relations that give the distributions

enclosed interval are passive. This gives

ug =uzQ +usPQA(0)

+us,(I-PQA(0) 'PQA(0). (6)

during a random slot and a random busy slot.
G.

We can prove that

U(z) =U(2) PA(2) + (1 — 2)Uc(2).  (11)



H. The vector generating function of the buffer content S I
during a random busy slot is given by T, = 7 (13)
Up(2)(I—PA(2)) = Up(2)(I - S(PA(2))). (12)  The above expression allows us to calculate the number of

We can solve each of the occurring functions and variabl8§1Cket$ per DL sub-frame\y) as:
in terms of the constant vecterr, which can subsequently be Ty — Ty — Trra
found by standard techniques to compute the boundary vector Ng = -7 |-
of an M /G /1-type queueing model [12]. We can then get such _ _ P T )
performance measures as the moments of the buffer conterftS the derived analytical model is discrete with a slot

at various time instants, as well as probabilities thatsstgt duration being equal to the frame duration, it is convenient
a certain type occur. As we will see, this is crucial for thiP rescale the packet arrival rate from packets per timetanit

computation of power consumption measures. By Little’s laR!0Cks per time unit. Here each block is exaclly packets
he DL sub-frame. The rescaled arrival rate

we can get from the mean buffer content also the mean pacRgfessary to fill t € . re
delay. is, therefore \, = ¥ blocks per time unit in the ON state.

Service times of such blocks equal exactly one frame, and
IV. APPLICATION TO AWIMAX SCENARIO hence,S(z) = z. The uplink traffic model is, again follow-

In order to provide a numerical example to the analyticdtg the recommendations of [15] a rescaled version of the
approach of this paper we conduct a simplified but repres(ﬂ'{)wn”nk traffic model. That is, it carries 10 times less ficaf
tative power consumption investigation of an IEEE 802.16&€. 1.5 Kbps) and transition rates are 10 times smaller. As
mobile station. We restrict further derivations to the Timéhe uplink traffic rate is very small compared to the maximal
Division Duplex (TDD) scheme together with the Orthogonalapacity, we neglect the uplink queueing effect. Combining
Frequency Division Multiplexing (OFDM) physical layer.  the two traffic models, we get a background process with four

Following many works on the performance analysis of IEEEtates. In this example, the two traffic streams are assumed
802.16 networks (see, for example [13] and [14]) we set tfie be independent, although our model can incorporate such

(14)

necessary operation parameters as follows: correlation as well. o
To the best of our knowledge, no definitive real-world power
TABLE | consumption values have been reported for IEEE 802.16e MS.
IEEE 802.16PARAMETERS .
Therefore, we borrow the respective values from the corre-
Parameter]  Value Description sponding paper on IEEE 802.11 analysis [17] and summarize
Ty 5 000 s Frame duration them in the following table:
Th 400 ps Header duration
DL:UL 50:50 Downlink-uplink ratio TABLE Il
Trrc: 22.9 us Receive transition gap POWER CONSUMPTION PARAMETERS
MCS 16-QAM % Modulation and coding scheme
Parameter| Value Description
. Py 0.045W Sleep mode power
We denotel; = % andT, = % to be the durations of the 122 TI5W Listenif]g mod(fpower
DownLink (DL) and UpLink (UL) sub-frames, respectively. P, 1.40W | Receive mode power
As we focus on the Best Effort (BE) and Non Real-Time P 1.65W | Transmit mode power

Polling Service (nrtPS) traffic classes only, we select pack

arrival model for the downlink traffic according to IEEE Notice that there are five types of frames (slots) in the

recommendations [15]. In the “Individual Subscriber Inr considered system:

model” from [15] the packet arrivals are assumed to conform1) Sleep frame: wireless interface is inactive and consumes

to the Interrupted Poisson Process (IPP). This is a twe-stat  Fs.

Markov chain with a Poisson arrival process in the ON state,2) Listening frame: wireless interface is active and con-

and no arrivals in the OFF state. The aforementioned source sumesF;, no packet receptions/transmissions.

recommends an arrival rate of, = 22.79 packets per time 3) Transmit frame: wireless interface is active;( and

unit in the ON state. The data packet lengttLis= 192 bytes. there is a packet transmission in the UL sub-fraifRg.(

The resulting model represents a single user interactitig wi 4) Receive frame: wireless interface is active)(and there

the Internet and gives the resulting data flow with the averag ~ is a reception ofV,; packets in the DL sub-frame?).

arrival rate of 15 Kbps. Since the model approximates the5) Receive-transmit frame: wireless interface is activg)

aggregation of HTTP/TCP and FTP traffic, it is subject to the  there is a reception aV,; packets in the DL sub-frame

Class 1 power saving mechanism. (P,) and there is a packet transmission in the UL sub-
We follow the approach of [16] to obtain the data packet  frame ().

duration for the 16-QAM% modulation and coding scheme. The above frame types lead to the following simple expres-

The raw data rate in this case is approximately equal $ions for the energy costs per slot, which are denote@ hy

R = 11.29 Mbps. Therefore, packet duratioff}) is readily FE,, E;, E, and E, for the sleep, listening, transmit, receive

obtained as: and receive-transmit frame type, respectively:
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Fig. 2. Mean packet delay and power consumption versus fthel isleep
interval tmin, for downlink traffic only (dashed line), and bidirectionaaffic
(full line).

Es = P,Ty; (15)
Ey = PiTy;

By = P/Ty+ PT, + Pu(T, — T));

E, = P/T,+ P.NqT,, + Po(Ty — NqT});
E. = P.N4T, + P;(Tqy — N4T})

+ BT, + Py(Ty — T)).

We set the listening interval at the end of each sleep intervgs]
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to be equal tatl) = 2 frames and we keep the final sleep

interval fixed at a value ofyhax = 256 frames.

. X . [
Using the results from our analysis we can derive the

9

following expression for the mean energy consumption per

frame:
E=> us,1((t, — t))E, + t" Ey)
n=1

+ErtPUﬁ(l)Ql-l-Eerg(l)Ql+Etu_,41, (16)
wherel is a column vector of length/, with all entries equal

[20]

[11]

[12]

to 1. Finally, we obtain the power consumption of the radio

interface by dividingE by the frame length’;.

[13]

In Figure 2, we compare a bidirectional scenario with a

scenario in which the uplink traffic is neglected. The leffl4]

subplot shows the mean delay of the uplink traffic versus the

length of the initial sleep interval. The delay is considdya

lower for the bidirectional scenario. In the right subpleg see [15]

that a downlink traffic-only model underestimates the power

consumption considerably.
V. CONCLUSION

We analyzed the sleep mode mechanism of IEEE 802.16d

[16]

WIMAX protocol, by means of a queueing model that takes

into account both downlink and uplink traffic. We are thuseabl
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to compute efficiently such crucial performance measures as
the mean packet delay and the expected power consumption
We applied our theoretical model to a realistic scenario and
found that even a modest amount of uplink traffic has a tremen-
dous influence on the system performance. The versatility
of the chosen downlink traffic model allows us to model a
multitude of traffic situations, and to assess the influente o

the delay and the power consumption.



