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WEYL ASYMPTOTICS FOR TENSOR PRODUCTS OF OPERATORS

AND DIRICHLET DIVISORS

TODOR GRAMCHEV, STEVAN PILIPOVIĆ, LUIGI RODINO, AND JASSON VINDAS

Abstract. We study the counting function of the eigenvalues for tensor products of oper-
ators, and their perturbations, in the context of Shubin classes and closed manifolds. We
emphasize connections with problems of analytic number theory, concerning in particular
generalized Dirichlet divisor functions.

1. Introduction

As well known, there are deep connections between spectral theory and analytic number
theory. One main topic is given by Weyl formula for self-adjoint partial differential operators
or pseudo-differential operators. Namely, the leading term in the expansion of the counting
function N(λ) of the the eigenvalues ≤ λ is recognized to be proportional to the volume of
the region defined by the λ-level surfaces of the symbol, and in turn to the number of the
lattice points belonging to the region. Even, for relevant classes of operators, each point of
the lattice corresponds exactly to one of eigenvalues, counted according to the multiplicity,
and the computation of N(λ) leads in a natural way to problems of number theory. Let us
refer for example to [8, 9], [12]–[22], [28]–[32]. In this order of ideas, the attention will be
fixed here on operators of the form of tensor products

(1.1) P = P1 ⊗ ...⊗ Pp
where the operators Pj , j = 1, . . . , p, are self-adjoint, say strictly positive (pseudo-differential)

operators on corresponding Hilbert spaces with eigenvalues {λ(j)k }
∞
k=1, j = 1, ..., p. Then, the

eigenvalues of P are products of the form λ
(1)
k1
...λ

(p)
kp

and the eigenfunctions are tensor products

of the corresponding eigenfunctions, cf. [8, 29] for the general functional analytic setting.
Hence,

(1.2) NP (λ) = #
{

(k1, . . . , kp) ∈ Np : λ
(1)
k1
λ
(2)
k2
. . . λ

(p)
kp
≤ λ

}
.

The computation of Np(λ) meets then some classical divisor counting problems. To give a
simple example, consider the Hermite operators

(1.3) Hj =
1

2
(−∂2xj + x2j ) +

1

2
, j = 1, 2.

Writing for short H1 and H2 for H1 ⊗ I2 and I1 ⊗ H2, we define the tensorized Hermite
operator H = H1⊗H2. In applications, H is sometimes used as a substitute for the standard
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two dimensional Hermite operator H1 + H2, producing the same eigenfunctions, i.e., two
dimensional Hermite functions. The distribution of eigenvalues, counted with multiplicity, is
however quite different, being related to the distribution of the prime numbers. In fact, the
eigenvalues of the one-dimensional Hermite operator, normalized as above, are the positive
integers; therefore, (1.2) reads in this case as

(1.4) NH(λ) = D(λ) =

[λ]∑
n=1

d(n), λ ≥ 1,

where d(n) denotes the number of divisors of n and [λ] stands for the integral part of λ.
Dirichlet proved in 1849 that

(1.5) D(λ) = λ log λ+ (2γ̃ − 1)λ+ E(λ),

where γ̃ is the Euler-Mascheroni constant and E(λ) = O(λ1/2). The first term on the right
hand side of (1.5) can be easily recognized as the volume of the hyperbolic region defined by
the symbol of H, whereas the optimal growth order of the rest E(λ) is a long-standing open
problem in the analytic theory of numbers, see for example [1, 16, 20, 21, 33].

Natural generalizations of the Hermite operators Hj in (1.3) are the global pseudo-differen-
tial operators of Shubin [17, 7, 25, 32]. If Pj is globally elliptic self-adjoint in these classes,
then the Weyl formula yields

(1.6) NPj (λ) ∼ Ajλαj ,

where αj = 2nj/mj , with mj the order of Pj and nj the space dimension. The constant
Aj depends on the symbol of Pj , according to the Weyl formula. Note that the tensorized
product in (1.1) is not any longer globally elliptic on Rn, n = n1 + ...+ np.

The first aim of the present paper will be to deduce from (1.6) an asymptotic expansion for
the spectral counting function NP (λ) in (1.2). Particular attention will be devoted to lower
order terms of the asymptotic expansion for some particular cases. As an example, define Hj

as in (1.3) and consider now

(1.7) H
~β = Hβ1

1 Hβ2
2 ,

where ~β = (β1, β2) is a couple of positive integers with β2 6= β1. Then, we shall prove that

(1.8) N
H~β (λ) = ζ(β2/β1)λ

1/β1 + ζ(β1/β2)λ
1/β2 +O(λ1/(β1+β2)),

where ζ(z) is the Riemann zeta function, analytically continued in the complex plane for
z 6= 1.

As we shall also detail in the paper, parallel results can be obtained when Pj in (1.1) are
elliptic self-adjoint pseudo-differential operators on a closed manifold. In this case (1.6) is
valid with αj = nj/mj , see [19].

Let us finally describe what, to the best of our knowledge, was already known about tensor
products of pseudo-differential operators and their spectrum, as well as what is new in our
paper. An algebra of “bisingular” pseudo-differential operators on the product of two mani-
folds M1×M2, containing P1⊗P2 with P1 and P2 being classical pseudo-differential operators
on M1,M2, respectively, was studied by Rodino [28] in connection with the multiplicative
property of the Atiyah-Singer index [4]. The spectral properties of this class were recently
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studied by Battisti [5]. The variant for the Shubin type operators has been considered in [6].
These results give a general framework for the study of the example (1.4) with the expansion
(1.5), and provide as well the leading term in the expansion (1.8) for the example (1.7). Let
us also mention the articles [14, 15], where starting from the twisted Laplacian of M. W.
Wong [34], similar problems of Dirichlet divisor-type were met. The operators in [14, 15, 34]
are not tensor products, but they can be reduced to the form (1.1) by conjugating with a
Fourier integral operator, cf. [13].

From the point of view of Mathematical Physics, Kaplitskĭı [22] has independently studied
the spectral properties of operators on the torus T2 with principal part

P = Px ⊗ Py = ∂2x,y,

obtaining for the counting function estimates of type (1.5). Reference therein is made to
Arnold [3], suggesting to transfer the Weyl formula to hyperbolic equations. The results in
[22] can be essentially regarded as a particular case of those from [5]. Expansions of the type
(1.5) appear also in the recent paper of Coriasco and Maniccia [10] concerning the spectrum
of the so-called SG-operators.

Summing up, the results mentioned above cover the case of products of two operators,
P = P1 ⊗ P2, except for the computation of lower order terms in the expansions, cf. (1.8).
Thus, our attention will be mainly focus on the case p ≥ 3 of (1.1) and lower order terms.

In the present paper, the attention will be rather addressed to results of (elementary) ana-
lytic number theory, which we shall present in Section 2 in detail; they are new by themselves,
we believe. The applications to spectral theory will be given in the conclusive Section 3. We
shall not construct here an algebra of (polysingular) pseudo-differential operators containing
P1 ⊗ ... ⊗ Pp for p ≥ 3. Computations are cumbersome, involving a stratified calculus of
the type of that from [24, 26, 30, 31], occurring in other contexts. We shall instead limit
ourselves instead to consider perturbations of the type P + Q, where Q is a lower order
pseudo-differential operator.

We would like to say some words about the motivation of this article. Our primary moti-
vation is to exhibit the spectral asymptotic behavior of lower order perturbations of tensor
products of partial differential equations (cf. Section 3.3). These operators appear in a natu-
ral way in several problems of mathematical analysis, but, in turn, their spectral asymptotics
cannot be treated by the classical methods of Shubin [32] and Hörmander [19]. As shown here,
their asymptotics can be obtained by combining techniques from elementary number theory
for the analysis of the principal terms with functional-analytic methods (pseudo-differential
techniques) for their perturbations. As a matter of fact, the estimate (3.24) is very rough,
since only the asymptotic order of the leading term has been identified; nevertheless, we
highlight that it is out of reach of the results from [17, 19, 32]. Although it is not the
scope of this article, the opposite path of investigation, i.e. to deduce improvements in the
remainder estimate for the Dirichlet divisor problem from subtle spectral theory methods
involving FIOs, looks even more exciting. However, one quickly encounters highly nontrivial
challenges, like what kind of non-classical phase function would be needed, the appearance
of Hamilton-Jacobi equations with possible singularities, and so on.
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2. Asymptotics of some counting functions

We study in this preparatory section the asymptotic behavior of some counting functions
of “multi-divisor” type. They will be very helpful when applied to spectral asymptotics of
various examples of “polysingular” operators.

2.1. Counting functions of products of sequences. We start by considering the follow-

ing general question. Let {λ(j)k }
∞
k=1, j = 1, . . . , p, be non-decreasing sequences of positive

real numbers. The sequences are rather arbitrary and they are not necessarily linked to any
operator.

Assuming that we have some knowledge about each of the counting functions

(2.1) Nj(λ) :=
∑
λ
(j)
k ≤λ

1 = #
{
k ∈ N : λ

(j)
k ≤ λ

}
, j = 1, . . . , p,

we would like to obtain asymptotic information about the counting function of the p products
of the elements of the sequences, namely,

(2.2) N(λ) :=
∑

λ
(1)
k1
λ
(2)
k2
...λ

(p)
kp
≤λ

1 = #
{

(k1, . . . , kp) ∈ Np : λ
(1)
k1
λ
(2)
k2
. . . λ

(p)
kp
≤ λ

}
.

The next simple proposition tells us that it is always possible to find the asymptotic
behavior of (2.2) whenever there is a block of counting functions (2.1) with dominating
asymptotic behavior.

Proposition 2.1. Suppose that there are non-negative numbers τ < α and indices j1, . . . , jν ,
where 1 ≤ ν ≤ p, such that

(2.3) Njq(λ) ∼ Ajqλα, λ→∞, q = 1, . . . , ν,

with Ajq 6= 0, and

(2.4) Nj(λ) = O(λτ ), λ→∞, j /∈ {j1, . . . , jν} .
Then, the counting function (2.2) has asymptotic behavior

(2.5) N(λ) ∼ Aλα (α log λ)ν−1

(ν − 1)!
, λ→∞,

where

(2.6) A =

 ν∏
q=1

Ajq

 ·
 ∏
j /∈{j1,...,jν}

 ∞∑
k=1

1(
λ
(j)
k

)α
 .

We will divide the proof of Proposition 2.1 into two lemmas. The first lemma deals with
the case in which all counting functions have asymptotic behavior of the same order.

Lemma 2.2. If Nj(λ) ∼ Ajλ
α, with α > 0 and Aj 6= 0, for j = 1, 2, . . . , p, then (2.2) has

asymptotics

N(λ) ∼ Aλα (α log λ)p−1

(p− 1)!
, λ→∞,

where A =
∏p
j=1Aj.
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Proof. We proceed by induction. Assume that

Ñ(λ) =
∑

λ
(1)
k1
λ
(2)
k2
...λ

(p−1)
kp−1

≤λ

1 ∼ Ãλα (α log λ)p−2

(p− 2)!
,

with Ã =
∏p−1
j=1 Aj . We then have,

N(λ) =
∑
λ
(p)
k ≤λ

Ñ(λ/λ
(p)
k )

=
Ãαp−2

(p− 2)!

∑
λ
(p)
k ≤λ

(λ/λ
(p)
k )α(log(λ/λ

(p)
k ))p−2 +

∑
λ
(p)
k ≤
√
λ

o((λ/λ
(p)
k )α logp−2 λ)

+O(λα logp−2 λ) ·
∑

√
λ<λ

(p)
k ≤λ

1

(λ
(p)
k )α

=
Ãαp−2

(p− 2)!

∑
λ
(p)
k ≤λ

(λ/λ
(p)
k )α(log(λ/λ

(p)
k ))p−2 + o(λα logp−1 λ) +O(λα logp−2 λ)

=
Ãαp−2

(p− 2)!

∫ λ

0
(λ/t)α(log(λ/t))p−2dNp(t) + o(λα logp−1 λ)

=
Ãαp−1

(p− 2)!
λα
∫ λ

0
(log(λ/t))p−2

Np(t)

tα+1
dt+ o(λα logp−1 λ)

=
ApÃα

p−1

(p− 2)!
λα

p−2∑
j=0

(
p− 2

j

)
(−1)ν(log λ)p−2−ν

∫ λ

1

(log t)ν

t
dt+ o(λα logp−1 λ)

∼ Aλα (α log λ)p−1

(p− 2)!

p−2∑
j=0

(
p− 2

j

)
(−1)ν

ν + 1

= Aλα
(α log λ)p−1

(p− 2)!

∫ 1

0
(1− t)p−2dt = Aλα

(α log λ)p−1

(p− 1)!
.

�

We also have,

Lemma 2.3. If

M1(λ) =
∑
µ
(1)
k ≤λ

1 = O(λτ ) and M2(λ) =
∑
µ
(2)
k ≤λ

1 ∼ Bλα logb λ, λ→∞

where 0 ≤ τ < α, B 6= 0, and b ≥ 0, then

M(λ) =
∑

µ
(1)
k µ

(2)
k ≤λ

1 ∼ B̃λα logb λ, λ→∞,

where B̃ = B
∑∞

k=1(µ
(1)
k )−α.
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Proof. Observe first that

∞∑
k=1

1(
µ
(1)
k

)α =

∫ ∞
0

t−αdM1(t) = α

∫ ∞
0

M1(t)

t1+α
dt

is convergent because t−1−αM1(t) = O(t−1−(α−τ)). Now,

M(λ) =
∑
µ
(1)
k ≤λ

M2(λ/µ
(1)
k ) = B̃λα logb λ−B

∫ ∞
0

logb t

tα
dM1(t) + o(λα logb λ)

= B̃λα logb λ+O

(
λα(logb λ)

∫ λ

1

dt

t1+α−t

)
+ o(λα logb λ)

∼ B̃λα logb λ,

as claimed. �

We can now prove Proposition 2.1.

Proof of Proposition 2.1. Let {jν+1, . . . , jp} = {1, 2, . . . , p}\{j1, . . . , jν}. We arrange the two
sequences of products

(2.7)

p∏
q=ν+1

λ
(jq)
kjq

and
ν∏
q=1

λ
(jq)
kjq

in two non-decreasing sequences {µ(1)k }
∞
k=1 and {µ(2)k }

∞
k=1, respectively, where each element in

these sequences is repeated as many times as it can be represented as in (2.7). The hypothesis
(2.3) and Lemma 2.2 yield

M2(λ) =
∑
µ
(2)
k ≤λ

1 ∼ Bλα logν−1 λ, λ→∞,

where B = (αν−1/(ν − 1)!)
∏ν
q=1Ajq . On the other hand, using (2.4), one easily verifies that

M1(λ) =
∑
µ
(1)
k ≤λ

1 = O(λτ logp−ν λ), λ→∞.

Applying Lemma 2.3 and noticing that

∞∑
k=1

1(
µ
(1)
k

)α =

 ∏
j /∈{j1,...,jν}

 ∞∑
k=1

1(
λ
(j)
k

)α
 ,

we obtain the asymptotic formula (2.5) with the constant (2.6). �
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2.2. Remainders. We now study the remainder in (2.5). We impose stronger assumptions
than (2.3) on the leading counting functions.

We start by looking at the case when a single counting function dominates all others.

Proposition 2.4. Assume that there are non-negative numbers τ < η < α and an index
l ∈ {1, . . . , p} such that Nj(λ) = O(λτ ), for j 6= l, and Nl satisfies

(2.8) Nl(λ) = Alλ
α +O(λη), λ→∞,

with Al 6= 0. Then,

(2.9) N(λ) = Aλα +O(λη), λ→∞,

where

(2.10) A = Al
∏
j 6=l

 ∞∑
k=1

1(
λ
(j)
k

)α
 .

Proof. By renaming the sequences, we may assume that l = 1. We use a recursive argument.
Suppose that we have already established

Ñ(λ) =
∑

λ
(1)
k1
λ
(2)
k2
...λ

(p−1)
kp−1

≤λ

1 = Ãλα +O(λη).

Since for any b > τ∑
λ≤λ(p)k

1

(λ
(p)
k )b

=
Np(λ)

λb
+ b

∫ ∞
λ

Np(t)

tb+1
dt = O(λτ−b), λ→∞,

we have

N(λ) =
∑
λ
(p)
k ≤λ

Ñ(λ/λ
(p)
k )

= Ãλα1

( ∞∑
k=1

1

(λ
(p)
k )α

)
+O(λτ ) +

∑
λ
(p)
k ≤λ

O((λ/λ
(p)
k )η)

= Aλα1 +O(λτ ) +O(λη),

which shows (2.9). �

For the analysis of the remaining case, we will employ a complex Tauberian theorem of
Aramaki [2].

Proposition 2.5. Assume there are non-negative numbers τ < α and indices j1, . . . , jν ,
where 1 ≤ ν ≤ p, such that

(2.11) Njq(λ) = Ajqλ
α +O(λτ ), λ→∞, q = 1, . . . , ν,
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with Ajq 6= 0, and (2.4) holds. Then, there exists η < α such that (2.2) has asymptotic
expansion

N(λ) =

ν∑
q=1

Bq
(q − 1)!

(
d

dz

)q−1 (λz
z

)∣∣∣∣
z=α

+O(λη)(2.12)

= λα

A(α log λ)ν−1

(ν − 1)!
+

ν−2∑
q=0

Cq logq λ

+O(λη)

where A is given by (2.6) and the constants Bq can be computed as

(2.13) Bq =
1

(ν − q)!

(
d

dz

)ν−q (z − α)ν
p∏
j=1

∞∑
k=1

1(
λ
(j)
k

)z
∣∣∣∣∣∣

z=α

Proof. Set

Fj(z) =

∫ ∞
0

t−zdNj(t) =
∞∑
k=1

1(
λ
(j)
k

)z , j = 1, . . . , p,

and

F (z) =

∫ ∞
0

t−zdN(t).

It is easy to verify that F (z) and the Fj(z) are analytic on the half-plane <e z > α and they
are connected by the formula

F (z) =

p∏
j=1

Fj(z).

Moreover, Fj(z) is analytic on <e z > τ if j 6∈ {j1, . . . , jq}, whereas

Fjq(z)−
Ajqα

z − α
, q = 1, . . . , ν,

extend analytically to the same half-plane. Furthermore, these functions are of at most
polynomial growth on any strip τ < a < <e z < b. Thus, F has also at most polynomial
growth on such strips and it is meromorphic on <e z > τ , having a single pole at z = α of
order ν. The hypotheses from Aramaki’s Tauberian theorem are therefore satisfied, and the
result follows at once from it. �

2.3. Lower order terms in some special cases. When the {λ(j)k }
∞
k=1 arise as λ

(j)
k = (cj(k−

1) + bj)
βj , where cj , bj , βj are positive constants, and one assumes βp > βp−1 > · · · > β1 > 0,

it is possible to improve the asymptotic formula (2.9) by giving lower order terms in the

asymptotic expansion. Given ~c = (c1, c2, . . . , cp), ~b = (b1, b2, . . . , bp), ~β = (β1, β2, . . . , βp) ∈
Rp+, we are interested in this subsection in the asymptotic behavior of the counting function

(2.14) D
~β

~c,~b
(λ) = #

{
(k1, . . . , kp) ∈ Np : (c1k1 + b1)

β1(c2k2 + b2)
β2 . . . (cpkp + bp)

βp ≤ λ
}
.
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For the constants in our expansions, we shall need the Hurwitz zeta function [1, p. 251]. It
is defined for fixed a > 0 as

(2.15) ζ(z; a) =

∞∑
k=0

1

(k + a)z
, <ez > 1.

It is well-known that (2.15) admits meromorphic continuation to the whole complex plane,
with a simple pole at z = 1 with residue 1 (cf. [1, p. 254] or [11, p. 348]). In particular,
when a = 1 we recover ζ(z) = ζ(z, 1), the Riemann zeta function. Using the Euler-Maclaurin
summation formula [1, 11, 21], one easily deduces the following asymptotic formula

(2.16)
∑

0≤k≤λ

1

(k + a)s
=

(λ+ a)1−s

1− s
+ ζ(s; a) +O(λ−s), λ→∞, when 0 < s and s 6= 1.

Observe that Proposition 2.1 immediately yields the dominant term in the asymptotic
expansion of (2.14),

(2.17) D
~β

~c,~b
(λ) ∼ 1

c1

 p∏
j=2

ζ(βj/β1; bj/cj)

c
βj/β1
j

λ
1
β1 , λ→∞.

We begin with the analysis of the case p = 2. The proof of the following lemma is inspired
by the classical Dirichlet hyperbola method [1, p. 57].

Lemma 2.6. Let ~β = (β1, β2) be such that 0 < β1 < β2. Then,

(2.18) D
~β

~c,~b
(λ) =

ζ(β2/β1; b2/c2)

c1c
β2/β1
2

λ
1
β1 +

ζ(β1/β2; b1/c1)

c2c
β1/β2
1

λ
1
β2 +O(λ

1
β1+β2 ).

Proof. Since D
~β

~c,~b
(λ) = D

~β

~e,~d
(λ/(cβ11 c

β2
2 )), where ~e = (1, 1) and ~d = (b1/c1, b2/c2), we may

assume that c1 = c2 = 1. For ease of writing, we set D
~β
~b

= D
~β

~e,~b
. We have that

D
~β
~b

(λ) =
∑

(k1+b1)β1 (k2+b2)β2≤λ

1

=
∑

k1+b1≤λ1/(β1+β2)

(
λ

(k1 + b1)β1

) 1
β2

− k1 +
∑

k2+b2≤λ1/(β1+β2)

(
x

(k2 + b2)β2

) 1
β1

− k2 +O(λ
1

β1+β2 )

= λ
1
β2 I1,β1/β2(λ1/(β1+β2) − b1) + λ

1
β1 I2,β2/β1(λ1/(β1+β2) − b2)− λ

2
β1+β2 +O(λ

1
β1+β2 ),

where Ij,s(x) =
∑

k≤x (k + bj)
−s. The asymptotic formula (2.16) gives

λ
1
β2 I1,β1/β2(λ1/(β1+β2) − b1) = λ

1
β2

ζ(β1/β2; b1) +
β2λ

β2−β1
β2(β1+β2)

β1 − β2
+O(λ

−β1
β2(β1+β2) )


= λ

1
β2 ζ(β1/β2; b1) +

β2λ
2

β1+β2

β2 − β1
+O(λ

1
β1+β2 ),
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and similarly

λ
1
β1 I2,β2/β1(λ1/(β1+β2) − b2) = λ

1
β1 ζ(β2/β1; b2) +

β1λ
2

β1+β2

β1 − β2
+O(λ

1
β1+β2 ).

The relation (2.18) follows on combining the three previous asymptotic formulas. �

In general, we have:

Proposition 2.7. Let ~β = (β1, . . . , βp) ∈ Rp be such that βp > βp−1 > · · · > β1 > 0. Then,
the counting function (2.14) has asymptotics

(2.19) D
~β

~c,~b
(λ) =

p∑
j=1

Ajλ
1
βj +O(λ

p−1
β1+···+βp ), λ→∞,

where Aj = A
j,~β,~c,~b

= c−1j
∏
ν 6=j c

−βν/βjζ(βν/βj ; bν/cν).

Remark 2.8. In (2.19), some of the terms may be absorbed by the error term, only those j
such that

(p− 1)βj ≤ β1 + · · ·+ βp

occur in the sum. Of course, this always holds for j = 1, 2; thus, at least, we always have two
leading terms in (2.19).

Proof. The case p = 2 is Lemma 2.6. Assume the result is valid for p − 1, we proceed to
show (2.19) by induction. As in Lemma 2.6, we may suppose that c1 = c2 = · · · = cp = 1.

For simplicity, we write D
~β
~b

= D
~β

~c,~b
. Set α =

∑p
j=2 βj ,

~d = (b2, b3, . . . , bp) ∈ Rp−1+ , and

~η = (β2, . . . , βp) ∈ Rp−1+ . Write

D
~β
~b

(λ) = I1(λ) + I2(λ) +O(λ1/(α+β1)),

where

I1(λ) =
∑

k1+b1≤λ1/(α+β1)
D~η
~d

(
λ/(k1 + b1)

β1
)
,

I2(λ) =
∑

∏p
j=2(kj+bj)

βj≤λα/(α+β1)

(
λ

(k2 + b2)β2(k3 + b3)β3 . . . (kp + bp)βp

)1/β1

−λ
1

α+β1D~η
~d
(λα/(α+β1)),

and

D~η
~d
(λ) = #

{
(k2, . . . , kp) ∈ Np−1 : (k2 + b2)

β2 . . . (kp + bp)
βp ≤ λ

}
=

p∑
j=2

Ãjλ
1
βj +O(λ

p−2
α ), λ→∞,
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with Ãj =
∏

2≤ν,ν 6=j ζ(βν/βj ; bν) for j = 2, . . . , p. If we combine the latter with (2.16), we

conclude that the asymptotic behavior of I1(λ) is

I1(λ) =

p∑
j=2

Ãj
∑

k+b1≤λ1/(α+β1)

λ1/βj

(k + b1)β1/βj
+O(λ(p−1)/(α+β1))

=

p∑
j=2

Ãj

(
ζ (β1/βj ; b1)λ

1/βj +
βjλ

(α+βj)/(βj(α+β1))

βj − β1

)
+O(λ(p−1)/(α+β1))

=

p∑
j=2

Ajλ
1/βj + Ãj

βjλ
(α+βj)/(βj(α+β1))

βj − β1
+O(λ(p−1)/(α+β1)).

Observe that C := β−11

∫∞
0 t−1−1/β1D~η

~d
(t)dt is absolutely convergent. We then have

I2(λ) = λ1/β1
∫ λα/(α+β1)

0
t−1/β1dD~η

~d
(t)− λ

1
α+β1D~η

~d
(λα/(α+β1))

=
λ1/β1

β1

∫ λα/(α+β1)

0
t−1−1/β1D~η

~d
(t)dt

= Cλ1/β1 − λ1/β1

β1

∫ ∞
λα/(α+β1)

t−1−1/β1D~η
~d
(t)dt

= Cλ1/β1 −
p∑
j=2

Ãjβjλ
(α+βj)/(βj(α+β1))

βj − β1
+O(λ(p−1)/(α+β1)).

Thus, we have shown (2.19) except for C =
∏p
ν=2 ζ(βν/β1; bν). But this fact follows by

comparison with (2.17). The proof is complete. �

Remark 2.9. In connection with Proposition 2.7, Estrada and Kanwal have given an inter-
esting distributional treatment of the asymptotic expansions of type (2.19), which often leads
to improvements in the error term when interpreted in the distributional sense (cf. [11, Sec.
5.3]).

3. Counting functions for tensor products of pseudo-differential operators

We now apply results from Section 2 to the spectral asymptotics of the tensor products of
pseudo-differential operators, and their perturbations. We shall mainly refer to operators in
the Euclidean setting. Parallel results for operators on compact manifold will be outlined at
the end. For the sake of completeness, we begin with a short survey of the classes of Shubin,
cf. [7, 17, 25, 32].

3.1. Globally elliptic pseudo-differential operators. Write z = (x, ξ) ∈ R2n and <

z >= (1 + |z|2)1/2 = (1 + |x|2 + |ξ|2)1/2. One defines the class of symbols Γmρ (Rn), m ∈ R,
0 < ρ ≤ 1, as the set of all functions a ∈ C∞(R2n) satisfying, for all γ,

(3.1) |∂γz a(z)| ≤ Cγ < z >m−ρ|γ|, z ∈ R2n,



12 T. GRAMCHEV, S. PILIPOVIC, L. RODINO, AND J. VINDAS

with constants independent of z. The corresponding pseudo-differential operator is defined
by Weyl quantization as

(3.2) Pu(x) = awu(x) =
1

(2π)n

∫
ei(x−y)ξa

(
x+ y

2
, ξ

)
u(y)dydξ.

Note that if the symbol a is a polynomial in the ξ variables, i.e. P in (3.2) is a partial
differential operator, then the estimates (3.1) force a(z) to be a polynomial in the x−variables
as well, i.e. P is a partial differential operator with polynomial coefficients.

Let us introduce the global Sobolev spaces Hs(Rn), s ∈ N, Hilbert spaces with the norm

(3.3) ||u||s =
∑

|α|+|β|≤s

||xαDβu|| <∞.

By interpolation and duality the definition extends to s ∈ R, and we have
⋂
sH

s(Rn) =
S(Rn),

⋃
sH

s(Rn) = S ′(Rn). The immersion ι :s Hs → Ht is compact for s > t. If a ∈
Γmρ (Rn), then aw : Hs(Rn) → Hs−m(Rn) continuously for every s ∈ R, hence aw : S(Rn) →
S(Rn), S ′(Rn)→ S ′(Rn). In the following we shall assume that for large |z|,

(3.4) a(z) = am(z) + am−ρ(z),

where am(tz) = tmam(z), t > 0. We then say that a is globally elliptic if

(3.5) am(z) 6= 0 for z 6= 0.

Operators with globally elliptic symbol possess parametrix. Namely, there exists b ∈ Γ−mρ (Rn)
such that awbw = I+R1 and bwaw = I+R2, where R1, R2 : S ′(Rn)→ S(Rn). It follows that
aw : Hs(Rn) → Hs−m(Rn) is a Fredholm operator and then eigenfunctions, i.e. solutions
of awu = 0, do not depend on s ∈ R and belong to S(Rn). Passing now to spectral theory,
we assume that a ∈ Γmρ (Rn), m > 0, is real-valued and globally elliptic with am(z) > 0,

for z 6= 0. Then P = awu : Hm(Rn) 7→ L2(Rn) is self-adjoint. The resolvent is compact
and the spectrum is given by a sequence of real eigenvalues λk →∞ with finite multiplicity;
the eigenfunctions belong to S(R) and form an orthonormal basis. The spectral counting
function NP (λ) = #{k : λk ≤ λ} behaves as

(3.6) NP (λ) = Aλ2n/m +O(λσ), λ→∞,

for some σ < 2n/m, with

(3.7) A =
1

(2π)n

∫
am(z)≤1

dz.

A sharp form of the remainder in (3.6) can be obtained when a ∈ Γm(Rn) = Γm1 (Rn) admits
an asymptotic expansion in homogeneous terms a ∼

∑
k∈N am−2k. Then, with A as before,

(3.8) NP (λ) = Aλ2n/m +O(λ2(n−1)/m),

see, for example, Helffer [17, p. 175]. In the sequel, we shall assume that P is strictly positive,
so that 0 < λ1 ≤ λ2 ≤ . . . . For P as before, we may define the complex powers P z, z ∈ C.
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They are trace class operators if <ez < −2n/m, and, by analytic continuation, we define the
zeta function associated to P as

(3.9) ζP (z) = Tr(P−z) =
∞∑
k=1

λ−zk .

3.2. Spectral asymptotics for tensor products. To give a precise functional frame to
the results in the sequel, we shall introduce first the tensorized global Sobolev spaces. Write
now xj , yj ∈ Rnj , zj = (xj , yj) ∈ R2nj , j = 1, ..., p, n = n1 + ... + np, x = (x1, ..., xp),
y = (y1, ..., yp) ∈ Rp, z = (z1, ..., zp) = (x1, y1, ..., xp, yp). For ~s = (s1, ..., sp) ∈ Rp, we define
the tensor product of Hilbert spaces

(3.10) H~s(Rn) =

p⊗
j=1

Hsj (Rnj ).

When the components of ~s are non-negative integers, from (3.3) we recapture as norm

(3.11) ||u||~s =
∑

|αj |+|βj |≤sj
j=1,...,p

||xα1 ...xα2Dβ1
x1 ...D

βp
xpu||.

We have
⋂
~sH

~s(Rn) = S(Rn) and
⋃
~sH

~s(Rn) = S ′(Rn). The immersion ι : H~s(Rn)→ H~t(Rn)

is compact if ~s > ~t, i.e. sj > tj for j = 1, ..., p.
As announced at the Introduction, we consider now Pj = awj in Rnj , j = 1, ..., p, with

real-valued symbol aj ∈ Γmj (Rnj ), mj > 0,, and amj (z) > 0 for z 6= 0 in (3.5); we further
define

(3.12) P = P1 ⊗ ...⊗ Pp,

as operator P : H~s(Rn) → H~s−~m(Rn), ~m = (m1, ...,mp), for every ~s ∈ Rp. In particular, we

have P : H ~m(Rn) → L2(Rn) and P : S(Rn) → S(Rn), S ′(Rn) → S ′(Rn). Moreover, P is
self-adjoint and strictly positive, if the factors Pj are assumed to be strictly positive.

If we denote by {λ(j)k }
∞
k=1 the eigenvalues of Pj , according to the Introduction, the eigenval-

ues of P are of the form λ
(1)
k1
...λ

(p)
kp

and the eigenfunctions are tensor products of the respective

eigenfunctions, hence they belong to S(Rn).
It is worth observing that P can be written in the pseudo-differential form (3.2) with symbol

a(z) = a1(z1)...ap(zp). However, the estimate (3.1) fails in general, and the considerations of
Subsection 3.1 do not apply in this context. For the case p = 2, we address to [5], cf. [6, 26],
where a calculus was achieved in terms of vector-valued symbols. Here, to find an asymptotic
expansion for NP (λ), we shall use (1.2) in combination with the analysis of Section 2. In
fact, from (3.6) and (3.7), we have

(3.13) NPj ∼ Ajλ2nj/mj with Aj =
1

(2π)nj

∫
amj (zj)≤1

dzj .

Writing ζPj for the zeta function of Pj , we immediately obtain from Proposition 2.1:
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Theorem 3.1. Let P = P1 ⊗ · · · ⊗ Pp be as above and let α = maxj{2nj/mj}. Let fur-
ther j1, . . . , jν be the indices such that α = 2njq/mjq , q = 1, . . . , ν. Then, P has spectral
asymptotics

(3.14) NP (λ) =
∑

λ
(1)
k1
λ
(2)
k2
...λ

(p)
kp
≤λ

1 ∼

 ν∏
q=1

Ajq ·
∏

j /∈{j1,...,jq}

ζPj (α)

λα
(α log λ)ν−1

(ν − 1)!
, λ→∞,

where Aj is given by (3.13).

We remark that the case p = 2, ν = 1 or ν = 2, of Theorem 3.1 also follows from the
results of [6], see also [5]).

As far as the reminder in (3.14) concerns, from (3.6) and Proposition 2.5, we obtain

(3.15) NP (λ) = λα
ν−1∑
q=0

Cq logq λ+O(λη),

for some η < α. The coefficient Cν−1 is given by (3.14) and the other constants Cq, q =
0, ..., ν − 2, are determined by (2.12), (2.13), and the values of the derivatives or poles of the
zeta functions ζPj (z) at z = α, j = 1, . . . , p.

Willing sharp values of η in the remainder, we further assume that aj ∈ Γmj (Rnj ) with
aj ∼

∑
k∈N amj−2k and we use (3.8). Proposition 2.4 yields,

Theorem 3.2. Let P = P1⊗ ...⊗Pp be as above. Assume that there is an index l ∈ {1, ..., p}
such that 2nl/ml > β = maxj 6=l{2nj/mj}. Then

(3.16) NP (λ) =

Al∏
j 6=l

ζPj (α)

λ
2nl
ml +O(λη),

for any η with η > max{β, 2(nl − 1)/ml}.

The following example shows that the exponent η = β is sharp in (3.16).

Example 3.3 (Tensorized Hermite operators). For tensor products of Hermite operators it
is possible to detect lower order terms in the asymptotic expansion (3.16). Namely, let us

fix ~β = (β1, ..., βp) with β1 < ... < βp,~c = (c1, ..., cp),~b = (b1, ..., bp), p-tuples of positive real
numbers, cf. Subsection 2.3, and consider

(3.17) Hj,cj ,bj =
cj
2

(−∂2xj + x2j )−
cj
2

+ bj , j = 1, ..., p,

so that for cj = 1, bj = 1, we recapture Hj in (1.3) of the Introduction. The eigenvalues of

Hj,cj ,bj , as one dimensional operator, are λ
(j)
k = cj(k − 1) + bj , k = 1, 2, . . . . We then define

the tensorized Hermite operator

(3.18) H
~β

~c,~b
=

p⊗
j=1

H
βj
j,cj ,bj

.
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By Proposition 2.7, we have for the corresponding counting function

(3.19) N(λ) = D
~β

~c,~b
(λ) =

p∑
j=1

Ajλ
1/βj +O(λ

p−1
β1+...+βp )

with Aj as in Proposition 2.7. In particular, for p = 2, cj = 1, bj = 1, j = 1, 2, we obtain (1.8)
of the Introduction.

3.3. Asymptotics for lower order perturbations. For simplicity, we shall assume that
the factors Pj in P = P1⊗...⊗Pp are partial differential operators with polynomial coefficients:

(3.20) Pj =
∑

|αj |+|βj |≤mj

c
(j)
αj ,βj

xαjD
βj
xj , xj ∈ Rnj .

As before, we assume that Pj is elliptic, with principal symbol

(3.21) p(j)mj (x, ξ) =
∑

|αj |+|βj |=mj

c
(j)
αj ,βj

x
αj
j ξ

βj
j > 0 for (xj , ξj) 6= (0, 0),

self-adjoint and strictly positive, j = 1, ..., p. We shall study

(3.22) A = P +R,

where R is a partial differential operator with polynomial coefficients having lower order with

respect to P , in the sense that, writing ~α = (α1, ..., αp), ~β = (β1, ..., βp) ∈ Nn, n = n1+...+np,

(3.23) R =
∑

|αj |+|βj |<mj
j=1,...,p

cαβx
~αD

~β.

Note that each term of the sum in (3.23) can be regarded as a tensor product:

x~αD
~β = xα1

1 Dβ1
x1 ⊗ ...⊗ x

αp
p D

βp
xp ,

hence for every ~s ∈ Rp,
A = P +R : H~s(Rn)→ H~s−~m(Rn).

We shall first construct a parametrix for A. In absence of symbolic calculus, we shall use in
the proof a direct argument.

Proposition 3.4. For every fixed integer M > 0, we can find B : H~s(Rn)→ H~s+~m(Rn) for
every ~s = (s1, ..., sp) ∈ Rp, such that BA = I + S′, AB = I + S′′, where S′, S′′ : H~s(Rn) →
H~s+ ~M (Rn), with ~M = (M, ...,M).

Proof. Consider
P−1 = P−11 ⊗ ...⊗ P−1p : H~s(Rn)→ H~s+~m(Rn).

We have P−1A = P−1(P +R) = I − S with

S = −P−1R : H~s(Rn)→ H~s+~1(Rn).

Define then

B =
M−1∑
j=0

SjP−1 : H~s(Rn)→ H~s+ ~M (Rn).
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We have

BA =
M−1∑
j=0

Sj(I − S) = I − SM ,

where S′ = −SM : H~s(Rn)→ H~s+ ~M (Rn). It is easy to check that B is also a right parametrix.
�

Corollary 3.5. The solution u ∈ S ′(Rn) of Au = f ∈ S(Rn) belongs to S(Rn).

Proof. If u ∈ S ′(Rn), then u ∈ H~s(Rn) for some ~s. Taking B as in Proposition 3.4, we obtain

BAu = (I + S′)u = Bf,

hence, u = Bf − S′u. We have Bf ∈ S(Rn) and S′u ∈ H~s+ ~M (Rn). Since M in Proposition
3.4 can be fixed as large as we want, we conclude u ∈ S(Rn). �

Corollary 3.6. The operator A : H~s(Rn)→ H~s−~m(Rn) is Fredholm, for every fixed ~s ∈ Rn.

Proof. Let us apply Proposition 3.4 with M = 1. Since the inclusion H~s+~1(Rn)→ H~s(Rn) is
compact, the Fredholm property is proved. �

Let us assume now that the operatorA in (3.22) is self-adjoint. It follows from the preceding
arguments that the resolvent is compact and the eigenfunctions belong to S(Rn). Assume
further that A is strictly positive; we write 0 < λ1 ≤ λ2 ≤ ... for its eigenvalues and NA for
its spectral counting function. We give below an asymptotic formula for λk. In the sequel we
write f � g to mean that f = O(g) and g = O(f) are both valid.

Theorem 3.7. Let A = P +R in (3.22) be as above. We use for P the notation of Theorem
3.1, namely we write α = maxj{2nj/mj} and we assume that α = 2nj/mj for ν indices. We
then have

(3.24) λk � k1/α(log k)−(ν−1)/α, k →∞

and

(3.25) NA(λ) � λα logν−1 λ, λ→∞.

Proof. We have

||Au||2 = ||AP−1Pu||2 ≤ C1||Pu||2 with C1 = ||AP−1||2L(L2).

On the other hand, using Proposition 3.4, we may write I = BA− S′ and thus

||Pu||2 = ||P (BA− S′)u||2 ≤ 2||PBAu||2 + 2||PS′u||2| ≤ C2(||Au||2 + ||u||2)

with

C2 = 2 max{||PB||2L(L2), ||PS
′||2L(L2)},

where ||PS′||L(L2) < ∞ if M in Proposition 3.4 is chosen sufficiently large. We now rewrite
the preceding estimates as

(A2u, u) ≤ (C1P
2u, u) and (P 2u, u) ≤ (C2(A

2 + I)u, u).
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Using the classical max-min formula for the eigenvalues of A2, P 2 and denoting here µk the
eigenvalues of P , we deduce

λ2k ≤ C1µ
2
k and µ2k ≤ C2(λ

2
k + 1).

Hence λk � µk. As a final step in the proof, we apply the following lemma.

Lemma 3.8. If the sequence 0 < µ1 ≤ µ2 ≤ ..., µk →∞, admits counting function

N(µ) ∼ rµα logs µ, µ→∞,

with r, α > 0 and s ≥ 0, then

(3.26) µk ∼
(α
r

)1/α
k1/α(log k)−s/α, k →∞.

The proof of this lemma is a simple combination of Proposition 4.6.4, page 198, and Lemma
5.2.9, page 219, from [25] and it is therefore omitted. Since for the counting function NP (µ)
we have from Theorem 3.1

NP (µ) ∼ rµα(logµ)ν−1

for a constant r, we deduce from Lemma 3.8 for the eigenvalues µk of P the asymptotics
(3.26) with s = ν − 1. Hence (3.24) follows. The asymptotic formula (3.25) can be easily
deduced from (3.24), we leave details to the reader. �

The rough asymptotics (3.25) can hopefully be improved, as suggested by the result from
[6], which gives NA(λ) ∼ NP (λ) in the case p = 2. Furthermore, we expect formula (3.15) is
invariant under lower order perturbations. On the contrary, the precise asymptotics (3.19)
for tensorized Hermite operators should be lost, after addition of lower order terms.

3.4. Pseudo-differential operators on closed manifolds. We now look at pseudo-differential
operators on closed manifolds. Let M1,M2, . . . ,Mp be closed manifolds with dimMj = nj .
We consider elliptic self-adjoint pseudo-differential operators Pj on Mj of order mj and prin-
cipal symbol amj (xj , ξj) > 0 for (xj , ξj) ∈ T ∗Mj \ (Mj × {0}), j = 1, ..., p. We denote by
dxjdξj the natural volume form on the cotangent bundle T ∗Mj . Under these circumstances,
Hörmander’s theorem [32, Chap. III] gives us the asymptotic behavior of each counting

function NPj (λ) of the eigenvalues {λ(j)k }
∞
k=1 of Pj . In fact,

NPj (λ) =
∑
λ
(j)
k ≤λ

1 = Ajλ
nj/mj +O(λ(nj−1)/mj ), λ→∞,

where

(3.27) Aj =
1

(2π)nj

∫
amj (xj ,ξj)<1

dxjdξj , j = 1, . . . , p.

As usual, ζPj denotes the zeta function of the operator Pj .
Proposition 2.4 directly gives the spectral asymptotics of the operator P = P1⊗P2⊗· · ·⊗Pp

on the closed manifold M = M1×M2×· · ·×Mp of dimension dimM = n = n1+n2+ · · ·+np,
whenever one of the counting functions NPl dominates all the others.
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Theorem 3.9. Let Pj be elliptic self-adjoint strictly positive pseudo-differential operator as
above, j = 1, . . . , p,. Suppose that there is l ∈ {1, 2, . . . , p} such that nl/ml > nj/mj for all
j 6= l. Then, the spectral counting function NP of the operator P = P1 ⊗ P2 ⊗ · · · ⊗ Pp has
asymptotics

(3.28) NP (λ) =
∑

λ
(1)
k1
λ
(2)
k2
...λ

(p)
kp
≤λ

1 =

Al∏
j 6=l

ζPj (nl/ml)

λnl/ml +O(λτ ), λ→∞,

where Al is given by (3.27) and τ satisfies max{(nl − 1)/ml,maxj 6=l nj/mj} < τ < nl/ml.

For the special case of the tensor product of two elliptic operators with one counting
function dominating the other one, the error term in (3.2) improves that from [5, Thrm. 3.2
] for bisingular operators.

We leave to the reader statements and proofs for the counterparts of Theorem 3.1, (3.15)
and Theorem 3.7 in the setting of closed manifolds.
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[15] T, Gramchev, S. Pilipović, L. Rodino, M. W. Wong, Spectral of polynomials of the twisted Laplacian, Atti
Acc. Scienze, Torino, Cl. Sc. FMN, 144 (2010), 145–154.

[16] G. H. Hardy, On Dirichlet’s Divisor Problem, Proc. London Math. Soc. (2) 15 (1916), 1–25.
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