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Abstract

Many real-world information needs are naturally for-
mulated as queries with temporal constraints. However, the
structured temporal background information needed to sup-
port such constraints is usually not available to informa-
tion retrieval systems. As an alternative, we automatically
compile temporal knowledge bases from web documents,
combining whatever quantitative and qualitative temporal
information we can find about events of interest. By us-
ing simple heuristic techniques for temporal information ex-
traction, we initially focus more on recall than on precision,
relying on the subsequent application of a fuzzy temporal
reasoner to improve the reliability of the extracted informa-
tion.

1 Introduction

As time is paramount in our perception of the world,
much of the information users are looking for is subject to
temporal constraints. Users may, for instance, be interested
in pictures of the New York skyline before and after Sep-
tember 11, 2001, in facts and figures about the 1986 FIFA
World Cup, or in news stories about the first manned moon
landing. Accordingly, there is a growing interest in informa-
tion retrieval (IR) systems that exhibit some form of tempo-
ral awareness [1, 3, 14, 16]. Nonetheless, the capabilities of
current IR systems to handle events and temporal informa-
tion are still quite limited. This is in marked contrast to ge-
ographic IR systems such as Google Maps'. The key prob-
lem in transferring results from the field of geographic IR,
being conceptually very similar to event—based retrieval, is
the fact that no reasonably comprehensive, structured repos-
itories of temporal information are available. An appealing
strategy may be to apply information extraction techniques
to acquire temporal information about events automatically

'http://maps.google.com

from large document collections. However, existing tech-
niques for recognizing and grounding events in documents
are very much focused on news stories, relying heavily on
the fact that news stories tend to have an explicit time stamp
and on language characteristics of the news genre.

When moving outside the realm of news stories, explicit
temporal information becomes rare. Quantitative temporal
information, i.e., dates and time spans of events, can often
not be found, and linguistic techniques to obtain qualitative
temporal relations are bound to fail more often. To find rel-
evant temporal relations, we therefore utilize redundancy—
based heuristics that yield a much higher recall than what
we could expect from linguistic processing. A second, more
fundamental problem is related to the ill-defined nature of
the time spans of most historical events and time periods
(e.g., the Renaissance, the Dotcom Bubble, World War II).
As a consequence, time spans can often not be modelled as
crisp intervals, and partial inconsistencies will occur among
extracted temporal relations. For example, while most peo-
ple would consider World War II to be completely before
the Cold War, historians tend to point at 1917 as the real
beginning of the Cold War, thus suggesting that World War
II happened during the Cold War. To address these issues,
we propose a framework based on fuzzy temporal reason-
ing [11, 12], allowing us to model time periods as fuzzy sets
[10], as well as partial inconsistencies between temporal re-
lations. The result of this fuzzy temporal reasoning phase is
a more reliable, and logically consistent knowledge base.

2 Related Work

There is a large body of work on extracting temporal in-
formation from texts, although most of it is focused on news
stories. For example, [6] is concerned with resolving tem-
poral expressions such as today, last week, or in April. In
[4], an attempt is made to automatically assign time stamps
to event—clauses, while [5] deals with learning temporal re-
lations between different clauses of a sentence. To facilitate
machine learning approaches to temporal information ex-



traction, the TimeML markup language has been conceived
[8]. In [2], for instance, TimeBank, a TimeML annotated
corpus, is used to train a system that recognizes events and
temporal relations. In [7], temporal reasoning is used to
support question answering, based on a temporal informa-
tion extraction module trained on the TimeBank corpus.

Another relevant line of research tries to identify phrases
that describe events in collections of time—stamped docu-
ments by looking at the distribution of the time stamps of
the documents in which these phrases occur (e.g., [3, 9,
16]). Finally, in [14], co-occurrences of dates and place
names in historical documents are used to identify signifi-
cant events.

The techniques we propose to extract temporal rela-
tions are conceptually simpler than the aforementioned ap-
proaches, because we need to deal, in principle, with arbi-
trary web documents (different genres, writing styles, etc.),
rather than only news stories or other collections of time—
stamped documents. To the best of our knowledge, this is
the first paper experimenting with fuzzy temporal reasoning
to improve temporal information extraction.

3 Collecting Temporal Information
3.1 Fuzzy Time Spans

The beginning and ending dates of well-known events
can usually be extracted from web documents relatively eas-
ily. When there is a high number of documents that contain
information about an event, it is likely that at least some
of these documents explicitly mention its temporal bound-
aries. For example, if we want to know when the Siege of
Antwerp took place, we can submit queries such as “the
Siege of Antwerp began on” and “the Siege of Antwerp
ended on” to a search engine. From the search results, we
can subsequently extract the corresponding beginning and
ending dates using patterns such as “(event) took place
from (date) until (date)”. Note that the use of patterns
to find appropriate entities is a standard technique in QA
systems [15]. For most events, however, a number of dif-
ferent possible beginning and ending dates are thus found.
This can be because some documents contain incorrect in-
formation, or because the use of patterns leads to misin-
terpretation of some sentences. Most frequently, however,
different dates are found because the exact beginning and
ending dates of historical events are affected by vagueness.
The most significant beginning and ending dates that are
found for such vague events can be aggregated to a fuzzy
time span, i.e., a mapping from the universe of dates to the
unit interval [0,1]. If A is the fuzzy time span of an event
e, for each date d, A(d) represents the degree to which d is
generally considered to be during e. We refer to [10] for a
detailed discussion on the construction of such fuzzy time
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Figure 1. Fuzzy time spans of World War |,
World War II, the Vietham War and the Cold
War.

spans. Figure 1 depicts the fuzzy time spans we found for
World War I, World War II, the Vietnam War and the Cold
War.

3.2 Qualitative Relations

For many lesser—known events, it is likely that no web
document explicitly mentions a beginning or ending date,
causing the approach outlined in Section 3.1 to fail. How-
ever, the actual time spans are usually not required in an IR
setting: all we need to establish is whether or not two given
events satisfy a given temporal relation. One way of check-
ing temporal relations is by comparing the (fuzzy) time
spans of both events, but we can also try to find evidence
for temporal relations directly. In this section, we will fo-
cus on two heuristic techniques, which are complementary
to existing, more linguistically oriented approaches, and of-
fer a much higher recall at the cost of slightly reduced pre-
cision. Moreover, as will become clear below, in all but a
few cases, errors introduced by our heuristic techniques can
be detected and eliminated afterwards.

3.2.1 Co-occurring dates

A first heuristic technique is inspired by the observation that
dates which often occur near an event name are usually re-
lated to it, typically corresponding to beginning or ending
dates, or dates of important sub—events. For example, as-
sume that we need to check whether a before relation holds
between two events ¢ and b. Let D® = {d{,d%,...,d%}
be dates that were found to occur within 200 characters
of event a in web documents and let f{ be the number
of times date d¢ was thus found. Similarly, let D* =
{db,d5,...,d",} be the dates that were found for event b,
and let f? be the corresponding frequency. Every pair of
dates (dy, d3) such that df < dJ (i.e., date d{ comes strictly
before date d;’- in time) serves as evidence for before(a, b),
whereas every pair of dates (df,d?) such that df > dj



serves as evidence against before(a, b):

n m
pos(a,b) E E 2 fb neg(a,b) g ff
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As soon as pos(a.b)

pos(a.b) treg(@h) > (.5, there is reason to be-
lieve that before(a,b) holds. This leads to the following

confidence score
pos(a,b)

c(a,b) max(0, pos(a,b) + neg(a, b)

—05) (1)

provided that pos(a, b) + neg(a,b) > 0; otherwise, we de-
fine ¢(a, b) = 0. Note that a factor 2 is introduced to obtain
a confidence score in [0, 1]. Tt is easy to see that ¢(a, b) = 1
iff all dates in D¢ are strictly before all dates in D?. Be-
cause the confidence score c¢(a, b) becomes more reliable as
the sizes of D® and D? increase, we sometimes require that
n > 5 and m > 5. For during relations, a similar technique
is used; we omit the details.

3.2.2 Document structure

There are many reasons why the order of occurrence of
events in a narrative may be different from their chrono-
logical ordering. News stories, for instance, tend to start
with the most recent events, after which they might go into
detail about relevant background information from the past.
Nonetheless, linguistic analyses have demonstrated that the
event order in news stories is — albeit not completely — to
a large extent chronological (e.g., [13]). Similarly, although
historical documents have a tendency to digress, thereby
linking events from the main linear narrative to earlier or
later events [14], we can still expect the order of occurrence
to be chronological more often than not.

Let nq be the number of times we find (the first occur-
rence of) a before (the first occurrence of) b in sections of
web documents, lists on web pages, and in titles of sections
within the same level; let n5 be the number of times we find
b before a. If n; is significantly higher than ns, this is a
strong indication for before(a,b). To test whether the dif-
ference between n and ny is greater than could be expected
by chance, we employ a binomial test. Instances of during
relations can be found in a similar way, by looking at sec-
tion titles containing the name of an event. For instance, if
the title of a section refers to World War I and its body con-
tains a reference to the Battle of the Somme, there is some
reason to believe that the Battle of the Somme happened
during World War 1.

3.3 Fuzzy Temporal Reasoning

Using the techniques from Sections 3.1 and 3.2, we can
construct a knowledge base (KB) containing (fuzzy) time

spans and qualitative temporal relations involving a given
collection of events. While we can expect most of the in-
formation in this KB to be correct, it will inevitably contain
some mistakes as well. In part this can be explained by the
heuristic nature of the adopted techniques, although other
causes apply as well (e.g., using the web as a source for
data acquisition). An even more fundamental problem is re-
lated to the vagueness of event boundaries. As an example,
consider the vague boundaries of World War II from Figure
1. Depending on the point of view taken, the Japanese Inva-
sion of China (1937) is either before or during World War II.
Accordingly, the techniques outlined above yield conflict-
ing information. The most appropriate solution, in this case,
is not to ignore either of the viewpoints, but to model that
both relations are satisfied to a certain degree between 0 and
1. Using a fuzzy temporal reasoner, it is possible to find a
consistent interpretation, assigning degrees of membership
to the relations from the initial KB. We refer to [11, 12] for
a detailed discussion on the semantics of such fuzzy tempo-
ral relations, as well as sound and complete reasoning algo-
rithms. Note that the purpose of fuzzy temporal reasoning
in this context is twofold: inferring new temporal relations
between the events in the KB and increasing its reliability
by detecting and repairing (partial) inconsistencies.

4 Experimental Results

Our focus is on the automatic acquisition of (fuzzy)
temporal information from the web, given a collection of
events of interest. To eliminate the need for deep linguistic
processing from the present analysis, we focus on a class of
events whose occurrences can be straightforwardly recog-
nized in texts: named military conflicts (e.g., the Battle of
the Bulge, the Vietnam War).

To generate a ground truth for our event—based retrieval
task, we extracted lists of military conflicts, mostly battles,
that are considered to be during various wars according to
Wikipediaz. For the 25 wars from Table 1, this led to a total
number of 1674 events. In our evaluation, we look at how
well four different systems succeed in deciding which of
these events were during World War II, which were during
World War 1, etc. The first system, B/ (Baseline 1), only
uses (fuzzy) time spans and the strategy from Section 3.2.1.
Similarly, B2 (Baseline 2) only uses the strategy from Sec-
tion 3.2.2. Next, B3 (Baseline 3) combines both strategies,
but does not apply any fuzzy reasoning. Finally, FR (Fuzzy
Reasoning) additionally uses fuzzy temporal reasoning, as
explained in Section 3.3.

For each war W, a different knowledge base was com-
piled, based on approximately 4000 documents related to
each war that were found using Google and Yahoo!. Next,

2http://en.wikipedia.org/wiki/Category:
Battles_by_war, accessed October 29, 2007.



Table 1. Comparison of the different systems
in terms of average precision.

Name BI B2 B3 FR
Am. Civil War 0.865 0285 0.872 0919
Am. Revol. War 0.851 0.078  0.819  0.849
Chinese Civil War 0.551  0.623  0.837  0.963
Continuation War 0420  0.131 0.451 0.476
Falklands War 0.431 0917  0.994 1
Finnish War 0.013  0.013  0.013  0.020
First Boer War 1 0.002 1 1
First Chechen War 0.503  0.183 0.838  0.848
Gulf War 0470  0.016 0461  0.460
Korean War 0.413 0.871 0932  0.936
Napoleonic Wars 0.068  0.125  0.068  0.065
Philippine-Am. War  0.763  0.754  0.816  0.920
Polish Sept. Camp. 0277 0307 0505 0.775
Polish-Soviet War 0410 0.787  0.853  0.934
Russo—Japanese War  0.658  0.770  0.943  0.944
Sec. Boer War 0.737  0.534 0779  0.933
Sec. Chechen War 0.191  0.541  0.663  0.748
Sec. Sino-Jap. War ~ 0.395  0.610  0.794  0.894
Spanish Civil War 0.676  0.595  0.877 1
Spanish—-Am. War 0.582  0.148 0514  0.512
Vietnam War 0.796  0.849 0967  0.980
War of the Pacific 0.305  0.007 0305 0.585
World War I 0801 0.739 0919 0.939
World War IT 0.690 0.796 0909  0.948
Yom Kippur War 0.510 1 1 1
MAP 0.535 0467 0.725  0.786

the 4 systems were used to produce a ranking of the mil-
itary conflicts from Wikipedia. Ideally, all conflicts that
took place during W are found at the top of this ranking,
followed by the other events. The average precision of the
rankings for all 25 wars is shown in Table 1. A particu-
larly interesting observation is that the performance of B/ is
largely complementary to the performance of B2, explain-
ing the large improvement of B3 over both B/ and B2. Next,
as the results for FR reveal, applying fuzzy temporal rea-
soning has a clearly positive impact, which is substantial
in several cases (e.g., Polish September Campaign, Second
Boer War, War of the Pacific).

5 Concluding remarks

In this paper, we have proposed a novel strategy to col-
lect temporal information about events from the web. While
for well-known events, (fuzzy) time spans can easily be ex-
tracted, explicit temporal information about lesser—known
events can often not be found. To cope with this, we
have introduced two heuristic techniques to acquire qual-
itative temporal relations as a surrogate for missing time
spans. Furthermore, a fuzzy temporal reasoning algorithm
is used to (partially) eliminate (partially) incorrect informa-
tion from the extracted temporal relations. This leads to a
highly reliable knowledge base, containing temporal infor-
mation about a relatively small number of significant events,
all related to a given events.
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