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Abstract:  In this paper, a two-dimensional high-frequency formalism
is presented which describes the diffraction of arbitrary wavefronts in-
cident on edges of an otherwise smooth surface. The diffracted field in
all points of a predefined region of interest is expressed in terms of the
generalized Huygens representation of the incident field and a limited set
of translation coefficients that take into account the arbitrary nature of the
incident wavefront and its diffraction. The method is based on the Uniform
Theory of Diffraction (UTD) and can therefore be utilized for every
canonical problem for which the UTD diffraction coefficient is known.
Moreover, the proposed technique is easy to implement as only standard
Fast Fourier Transform (FFT) routines are required. The technique’s
validity is confirmed both theoretically and numerically. It is shown that
for fields emitted by a discrete line source and diffracted by a perfectly
conducting wedge, the method is in excellent agreement with the analytic
solution over the entire simulation domain, including regions near shadow
and reflection boundaries. As an application example, the diffraction
in the presence of a perfectly conducting wedge illuminated by a com-
plex light source is analyzed, demonstrating the appositeness of the method.
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1. Introduction

During the last few decades, high-frequency methods have contributed substantially to the un-
derstanding of diffraction. Different formalisms established between 1970 and 1990 remain
useful to this day [1]. On the one hand, the Geometrical Theory of Diffraction (GTD) [2] and
the Uniform Theory of Diffraction (UTD) [3], which overcomes some shortcomings of GTD,
are still used extensively due to the simplicity of their implementation. Despite the popularity
of UTD, in essence, it can only be used to study the diffraction of plane waves or fields emitted
by discrete sources. GTD is applicable to any kind of illumination, but it is less accurate than
UTD close to the diffraction edge and it does not provide the correct solution over the entire
space, as its solution is singular at transition regions. On the other hand, formalisms that can
deal with complex source configurations [4, 5] often miss transparency and/or are very intricate
and as such are less likely to be used in practice. Because of this, scattering by large objects is
either studied using full-wave electromagnetic solvers, which require large amounts of memory
and computing time, or the original problem is simplified so that the high-frequency methods
can still be used, leading to loss of accuracy.

The high-frequency formalism that is presented in this paper describes the diffraction of
arbitrary incident fields. As the formalism is based on UTD, it can be used for every geometry
for which the UTD diffraction coefficient is available. In addition, the field over an extended
region of space is obtained using the generalized Huygens representation of the incident field
and a limited set of translation coefficients. The technique has been presented in a transparent
way and can readily be used in applications, this in contrast to the Spectral Theory of Diffraction
(STD) [5].

In Sec. 2, we present the new formalism preceded by a short review of UTD. The validity
of the new formalism is established both theoretically and experimentally in Sec. 3. A realistic
application example is treated in Sec. 4. Conclusions are formulated in Sec. 5.

2. Formalism

To clearly explain and illustrate the technique, in this paper, we deal with two-dimensional
transverse magnetic (TM) problems. An exp(jwr) time dependence, with @ being the angular
frequency, is assumed and supressed throughout the text.

2.1.  Uniform theory of diffraction

In the original paper of Kouyoumjian and Pathak [3], a high-frequency solution for the diffrac-
tion of an electromagnetic wave at an edge in an otherwise smooth surface is presented. The
total field is represented as a sum of three contributions arising from the ray-optical field. The
direct contribution is related to the field of the source in the absence of the surface. The reflec-
tion contribution describes the field reflected from the surface if the diffracting edge is ignored
and the diffraction contribution describes the edge-diffracted field. The main advantage of UTD
compared to previous approaches [2] is that its solution remains valid in the transition regions,
where the separate ray-optical contributions may vary rapidly, although the total field remains
smooth. In the neighbourhood of the shadow boundary (SB) the direct and the diffraction con-
tributions vary rapidly, while at the reflection boundary (RB) the reflection and the diffraction
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Line source J2

Observation point

Fig. 1. Canonical problem geometry. A single line source illuminates the wedge, leading
to a (diffracted) field at a single, discrete observation point. The shadow boundary and the
reflection boundary are also indicated.

contributions vary quickly. A diffraction coefficient is introduced to describe the contribution
due to diffraction of the incident field on the edge. The coefficient depends on a distance pa-
rameter L which itself also depends on the type of illumination. It is important to mention that
this dependence limits the use of UTD to incident fields for which L is known, in contrast to
the novel technique presented in Sec. 2.2 that deals with arbitrary sources and incident fields.

In [3] special attention is given to the canonical case of diffraction by a straight, perfectly
conducting wedge of opening angle ¢ residing in free space. The geometry is shown in Fig.
1. The tip of the wedge resides at the origin of the coordinate system (£, §). The vector point-
ing from the current line source to the edge is denoted by pj. The source resides at an angle
v, measured from the £-axis. For the observation point, the same notation is used apart from
omitting the prime ’. For a current J; flowing in the positive 2-direction, the contribution due to
diffraction is given by

eijkpd
VPa

where L is the permeability of free space, k is the wavenumber, Héz) stands for the Hankel
function of the second kind and of zeroth order, p;, =| pj; | and p; =| pa |. The diffraction
coefficient Dy7p(L; Py, —Pa) is [3]

@O

ES (—pa) = =)=~ 0" (kpi)Durn(L; Py, ~Pa) M
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where
. oo )
F(X):zj\/?(efx/ dre /® 3)
VX

is related to the Fresnel functions. Furthermore, the functions a* and a~ in Eq. (2) are defined
as

22w — a)N* —
ai(ﬁ):2cosz( ( 2) ﬁ) ) 4)
with B the argument of the functions and where N* are integers that most closely satisfy
202w — )N* — B = £m. (5)
For this specific case of cylindrical-wave incidence, the distance parameter L is given by
_ _PaPy ©)
pa+py’

which is a well-established result (see e.g. [3]). Note that in e.g. [6] canonical UTD diffraction
coefficients are derived for more intricate problem geometries. The method presented in the
next section is also applicable in these cases.

2.2.  Improved UTD-based technique

In this section, the new formalism is derived. It will be shown that by leveraging standard FFT
routines, the diffracted field for an arbitrary, spatially distributed source configuration is readily
computed. The derivation consists of two phases. First, a Huygens representation is derived
for the arbitrary incident field. This enables to write down a UTD type representation of the
scattered fields. Second, an angular harmonics expansion of the field within a particular region
of interest is introduced in which translation coefficients connect the angular harmonics of the
incident and the diffracted fields.

The geometry of the problem is illustrated in Fig. 2. Diffraction by a straight, perfectly con-
ducting wedge is considered again, although the formalism is applicable to any canonical prob-
lem for which the diffraction coefficient is known. The tip of the wedge resides once more at the
origin of the coordinate system (£, §). The distributed source is indicated in light gray hatching
in the figure. A local cartesian coordinate system (E '.7)’) is attached to this source configura-
tion, from which the local polar coordinates (p’,¢’) are derived. With respect to the (€, 7)’)
system, the wedge resides at pjj, making an angle ¢, measured from the é ’_axis. Conversely,
the origin of this local coordinate system resides at an angle ¥, measured from the £-axis. The
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Fig. 2. Canonical problem geometry. An arbitrary, spatially distributed light source
(hatched light gray) illuminates the wedge, leading to a (diffracted) field within a user-
defined, spatially distributed region of interest (hatched light gray).

distributed source is circumscribed by a circle 4" with radius R’ centered about the origin of
the local coordinate system (dash-dot line in the figure). This circle is described by position
vector R, making an angle ¢, measured from the &’-axis. Similarly, the region of interest is
also indicated on the figure, a local coordinate system is attached to it and its circumscribing
circle ¢ is drawn. Apart from omitting the prime ’, the same notation as for the source region is
used. The question that now arises is how to efficiently compute the field within the complete
region of interest.

In the first phase, we derive a Huygens representation for the distributed source configuration.
This is possible by the identification of the angular harmonics expansion of the incoming field
with the field emitted by the equivalent Huygens sources on the boundary %”. So, on the one
hand, the Z-oriented electric field for a given TM-polarized source is easily decomposed into
cylindrical harmonics in the (£/,1) coordinate system:

j DUy = 2 g

EFP)=—"7% L agH$ (kp")e'? . p' >R, (7
g'=—o0

where H;/z) stands for the Hankel function of the second kind and of order ¢/, p’ =| p’ | and

R’ =| R’ |. The coefficients ay are related to the incident field on the boundary ¢ as follows:

2

a, = ——--—
! T Hq(,2> (kR")

| aoj e . ®)
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Hence, upon knowledge of Eé”" (R'), they can be efficiently computed by means of a FFT.

On the other hand, by virtue of Huygens’ principle, Z-oriented current sources _#-(R’) on ¢”
that produce the same field as in Eq. (7) for p’ > R’ are now identified. Thereto, consider the
field radiated by these equivalent sources:

. w T )
£ (p') =~ 42 [ Rag) s (R)H{ (k| o' R ). ©
Given the periodicity along ¢”, #.(R’) is decomposed into its Fourier series
JR)= Y g, (10)
q'=—eo

with as yet unknown coefficients I,/. Graf’s addition theorem [7] dictates that

HY (k1p'—R|)= Y. HY (kp")u(kR )™ =0%) o' SR, (11
m=—oo
Introducing Eq. (10) and Eq. (11) into Eq. (9) and identification with Eq. (7) yields
I, — Y (12)
T 2mRJy(kR')
Finally, Eq. (9) is rewritten as:

oo

_ Ol aq /7r 1 17(2) ' jd 9,
4 q/;wznfq,(kR’) Aot (k| =R e, (13)

E(p") =

which is the Huygens representation of the incident field. Through Eq. (8), the reader notices
that Eé”” (p’) is expressed in terms of the incoming field on the circle ¢”. Casting the known
field radiated by the arbitrary source in the form of Eq. (13) is a crucial step. Indeed, Eq. (13)
represents the field excited by the equivalent Huygens’ line sources and hence, UTD as in Sec.
2.1 can be directly applied. By means of superposition, the diffracted field in p, in the (&,7)
coordinate system, is given by

—ikl— oo
_(D,U.() e jk|—pa+p| ag

E4ifF () —
2z (p) 4 | —Pa+p | s 27'CJq/(kR/)

' 1
x/ﬁ 49, Dyrp (L:py—R,—pa+p) e %HY (k| py—R'|). (14)

So, Eq. (14) already yields the diffracted field caused by a distributed source.

In the second phase, we derive an efficient way to describe the diffracted field in a predefined
region of interest. To this end we expand the diffracted field in angular harmonics within the
region of interest. The decomposition is similar to Eq. (7), i.e.

i o - j
EDIT(p) =~ 240 ¥ bydy(kp)el™, (15)
g=—o0

with p =| p |< R and with the coefficients b, given by
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1 i ay ™ e~ Jkl-pa+R|
%= 2md GR) = 3T, (R / s
mIy(kR) &= _ 2wy (kR )" g TR
T Iy
X/ de, Durp (L;pg —R',—pa+R) e’ ¢”H(§2) (k|pz—R'[). (16)
-
As the proposed formalism is valid at high frequencies, the high-frequency approximation of the

2-D Green’s function, i.e. the Hankel function, is used to symmetrize Eq. (16) in the integrals
over ¢; and ¢,. This high-frequency approximation is given by [7]

e—Jkl—pa+R|

(2) .

and substitution into Eq. (16) leads to

—pa+R[>1, (17)

1 > a, 1—j T 2
by~ ———— _ % 17J k/ don H® (k| — R
T 2mly(kR) q/;mZTCJq/(kR’) 2 vk 4% Ho (k| —pa+R|)

T Y
x/ﬁ 9, Dyrp (L:py—R,—pa+R) " %H (k| py—R' |). (18)

Although Eq. (15) and Eq. (18) suffice to determine the diffracted field in the entire region
of interest, the computation would be rather cumbersome as the integrand of the double in-
tegral is highly oscillatory with multiple, possibly coinciding, stationary points. Fortunately,
this integration can be circumvented by again invoking Graf’s addition theorem of Eq. (11),
but now forH (k |pj—R'|)and H (| —pa +R |). After some straightforward mathematical
mampulatlons the following final expression for the diffracted field is obtained:

d a)uo )ele? ay
E lff Z Z (1(1 ] (kR/)’ (19)
qffooql__oo

with known coefficients a, from Eq. (8) and translation coefficients

=

. o i
= Y HP (kpa)Ju(kR)e % Y T’\/ﬂd,wm HS (kph) (kR )&% . (20)

n——oo m—=—oo

The translation coefficients T, , connect the angular harmonics expansion of the incident field
to the expansion of the field within the region of interest. The coefficients d_,, , ,— in Eq. (20)
are given by

ds1 = 4m?
and hence, they are efficiently computed via 2-D FFTs of the pertinent diffraction coefficient.
Note indeed that the integrand in the 2-D FFT of Eq. (21) is no longer oscillatory.

In Sec. 3, it will be shown that retaining a limited number of terms in the infinite series of
Eq. (19) and Eq. (20) leads to a good accuracy. In order not to overload the paper, however, we
opt not to present a full convergence analysis, but restrict ourselves to providing the necessary
insight to the reader. Given the large values of kp’ > kR’ and small values kp < kR in Eq. (7)
and Eq. (15) respectively, these series converge rapidly. The series in Eq. (20) can also be

/ dgy eI / Ao} e % Dyrp (Liph — R, —pa +R), @1)
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truncated, retaining a limited number of terms, provided that only a limited set of coefficients
dy,; contributes to this series. This is the case for a smooth, well-behaved integrand in the 2-D
FFT computation in Eq. (21) and hence, at this point, it should be noted that the diffraction
coefficient in the UTD theory is discontinuous at the transition regions. As a result, an accurate
description of the diffracted field in regions of interest that cross the transition regions of the
source configuration may not be guaranteed because of the Gibbs phenomenon. In order to
avoid inaccuracies at transition regions for this kind of problems, rather than focusing on the
diffracted field, we propose to describe the fotal field in a “UTD-like manner”. Thereto, the
total field at p in the (&, 7)) system, due to a line source with unit current density in the +2
direction at p’ in the (é' ,f’) system, is written in the following way

Eém(P;p,) — Ediff(p,pl) Erefl(p;pl)+Edirect(p;pl)
(O]
—#H (k|pz—p" 1) Durp (L:pg—p's—Pa+Pp)

%

J\ﬁH (k| pd+p|)+TH (k\pu_pu_pd+p|)ureﬂ
a) .
_T“'OH (k|P,1 PI—Pd+P Dudtrecf

w
—%H (k1py—p" 1) D (L:plh—p',—pa+P)

’fH (k| —pa+p ). (22)

The reflection and the direct contributions may both be different from zero depending on the
position of the observer relative to the position of the source. Step functions u"*/! and u®re!
are added to the above expression to account for this. Vectors with superscript ” have a similar
meaning as vectors with superscript /, but are related to image sources corresponding to re-
flection contributions. In the last step, a new coefficient D’ (L; py—pP.—Ppa+ p) is introduced,
which equals

D (L;P,Ij —p'. —pa +P) =Dyrp (L;P,’j —p',—pa +P)

+1+j ! X
Vak B (k| py—p' ) H (k \-P4+PD
[HE (k| pa” = p7 = patp )"+ H (k| = —pap ) u®™] . (23)

The coefficient D’ (L; pPy—P'.—Pa +p) is continuous over the transition regions. Using D/
instead of Dyrp in the formalism, and hence in Eq. (21), always ensures good accuracy over
the transition regions. Additionally, by this substitution, one immediately obtains the sought for
total field in the entire region of interest rather than the diffracted field.

3. Validation

3.1.  Limit for infinitesimally small sources and regions of interest

When p; > R and p), > R', i.e. when the dimensions of the source and the region of interest
become negligible, the proposed formalism of Sec. 2.2 should reduce to the UTD formalism
of Sec. 2.1. Indeed, with these assumptions we can write the Taylor series of the diffraction
coefficient, only retaining the following dominant contribution: Dy7p (L;pl'l ~R —pg +R) ~
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Dyrp (L; lei’ —pd) ,VR' R, i.e. the “distributed” UTD diffraction coefficient reduces to a con-
stant diffraction coefficient, related to the centers of the regions. Inserting the dominant term in
Eq. (21) results in

ds; ~ Dyrp (L:pg, —Pa) 80810, (24)
where § is the Kronecker delta symbol. Consequently, the diffracted field in Eq. (19) becomes

; ) ° 2 s 1
EYI (p) ~ _T“O Y agHS (kpl)e % Dyrp (L:py, —pa)
q'=—c0
1 —

Vak Y g ko) H (k)0 25)

g=—o0

X

For a single line source, located at p’ in the (é’ ,M)’) coordinate system, with unit current density
in the +2-direction and with p’ =| p’ |[< R', the coefficients a, are given by

ag = Jy (kp'ye 7' 6)

After substitution of this result into Eq. (25), Graf’s addition theorem appears in the first sum-
mation. The second summation also corresponds to Graf’s addition theorem. The factor in front
of this summation hints at the previous use of Eq. (17), which can now be undone. The final
result is

i Ol (2 e~ /K=Pa+p|
M (pip') ~ —= 2 H (k| P —p' Durp (L:Ph.—pa) N ETEr

The last expression describes the diffracted field induced by a line source at p’ in the (é’ 1)
system and observed at p in the (é, ) system. However, here, the diffraction coefficient is
calculated from the centres of the corresponding regions, which is allowed when p; > R and
p); > R'. This result should be compared to Eq. (1), proving the validity of the proposed ap-
proach.

3.2.  Numerical validation

To assess the accuracy of the formalism, consider the geometry shown in Fig. 3. In this constel-
lation, ot = 30°, p); = 5A, y, = 45° and R’ = A are fixed. The region of interest is moved along
a trajectory as shown in the figure (dotted line). The center of the region of interest remains at a
constant distance from the edge, p; = 10A. The angle y, varies from 15° to 315° in steps of 5°.
Also, R =2A. A single line source is placed inside the source region and the field is calculated
in a discrete observation point P. The source is placed at p’ = 0.84 and ¢’ = 0° and is excited
with unit current density in the +Z direction. The observation point P is placed at p = 1.54 and
@ = W, — 180°. In this way, the field is calculated in a circular arc around the edge.

We choose the above constellation with a discrete line source and discrete observation point
to allow a comparison with the exact analytical solution, i.e. the Green’s function in the presence
of a perfectly conducting wedge [8]. This Green’s function is given by

T
2n—«

Glpsp') = — 527 Y HP (ke ) (k<) sin(uy) sin(uw), (28)
=1

inwhich u =I7/(27— @), r~ =max(|pz—p" |,| =pa+p |), r< =min(| pg—p" [,| —=pa+p |)
and W and v’ are the angles that —py + p and fpé + p’ make with the %-axis respectively.
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Fig. 3. Configuration for the numerical validation. The region of interest is held at a constant
distance from the edge, while changing its angular position. Its trajectory is indicated by
means of the dotted line.

The exact result from Eq. (28), when the region of interest moves along the trajectory from
v = 15° to 315° as described above, is presented in the top panel of Fig. 4, together with the
results from the new technique. The first result, indicated by crosses (X), is obtained using the
traditional diffraction coefficient Dy7p in Eq. (21); the second, indicated by circles (o), lever-
ages the improved diffraction coefficient D' of Eq. (23). The error between these two new results
and the exact solution is shown in the bottom panel of Fig. 4. An excellent accuracy is observed
in regions where the integrand of the 2-D FFT transform of Eq. (21) remains continuous over
the integration domain. The integrand is discontinuous for observation angles between 112°
and 158° (because of the discontinuity of the contribution due to reflection) and also between
202° and 248° (because of the discontinuity of the direct contribution). In these regions, the
advantage of using the coefficient D’ (L;p,'j —p' —pa +p) is evident. The maximum relative
error when adopting D’ (L; py—p.—pa+ p) remains bounded to about 1%. This good overall
accuracy confirms the validity of the technique outlined in Sec. 2.2.

To obtain these results, the summations over ¢’ and n in Egs. (19) and (20) were symmetri-
cally truncated to 33 terms, whereas 51 terms were used for the summations over ¢ and m. The
series of Eq. (28) was truncated to 203 terms.

4. Application example

To illustrate the full power of the technique, we will now focus on distributed sources and
regions of interest by investigating the diffraction of a Gaussian beam by a perfectly conducting
wedge. During the last few decades, several studies have been devoted to this problem. We refer
the reader to [9] for an interesting overview. Most of these approaches are based on the fact that
a Gaussian beam is equivalent to a line source in complex space [10] and the diffraction is
described based on results for ordinary line sources, e.g. Eq. (28) provides the solution when
the wedge is illuminated by a Gaussian beam, provided that | p; —p’ | and v are replaced by
the complex distance r, and the complex angle y;, given below [9, 11].

The geometry of the problem is illustrated in Fig. 5. A Gaussian beam, originating at
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Fig. 4. Top panel: total field at the varying observation point obtained via the exact solu-
tion of Eq. (28) (black line) and via the proposed technique of Eq. (19), where the result
indicated by crosses (x) is computed relying on the traditional diffraction coefficient, and
whereas the result indicated by circles (o) is based on the equivalent UTD coefficient of
Eq. (23). Bottom panel: Absolute error. Note that the maximum relative error (not shown
in the figure) remains bounded to about 1% when the equivalent UTD coefficient is used.

ro = rocos Yo X + rosin Yo 3, with 1/e-half-width waist w(rp), whose axis in the direction of
propagation makes an angle  with the £-axis, is described in the (&', 7)’)-system by [10, 11]

EP(p') = — 2y (k\/ |Ph—p' P+ =2, | Py =P | cos(vi — w’)) L @)

where v is the angle that —p} + p’ makes with the £-axis,

o= /R 2ibrocos(B— o)~ B, A(r) >0, (30)

_ib
cosyp = rocosl//orb] cosﬁ, G1)

and with rg = 224, yy = 45°, B = 225°, w(rg) = A/2 and b = kw(rg)? /2. The wedge has
an opening angle o = 30°. A source region defined by the circular contour ¢’ with center at
p; =204, y, = 45° and radius R" = 31 is positioned around the beam at ry. The coefficients
ay are computed by the substitution of Eq. (29) into Eq. (8). The total field is calculated via
Eq. (19) in three completely arbitrarily-shaped regions circumscribed by the following circles:

* 61: W, =20° and rg - X = —pg,1 - %, i.e. the group centre lies beneath the point of origin
of the Gaussian beam. Also, R; = 2A.
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N %22 Yo2 = 180°, Pa2 = 101, Ry = 3A.
. 63: W,3=270° pg3 = 154, Rz = 4A.
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Fig. 5. The total field for an incoming Gaussian beam in the presence of a perfectly con-
ducting wedge.

The results are shown in Fig. 5. In the region of interest enclosed by %7, a standing wave
pattern is observed, which is a consequence of the interference of the incoming beam with
its reflection at the upper face of the wedge. The field inside %, is mainly dominated by the
incoming beam. Some slight variation in the amplitude of the field is visible because of the
interference with the diffracted field. The region inside 463 lies in the shadow of the wedge.
Only the diffracted field penetrates this region of space and hence, a low field amplitude is
observed.

5. Conclusions

We presented a high-frequency formalism which describes the diffraction of arbitrary incident
wavefronts at edges. No matter how complex the light sources may be, it can now be easily
dealt with. To start up the simulation, we merely need to know the field emitted by this source
over a closed contour. It is proven how the diffracted field in a predefined region of interest can
then be expressed in terms of this incident field and a limited set of translation coefficients that
take into account the arbitrary nature of the incident wavefront and its diffraction. In the limit
of source regions and regions of interest of infinitesimally small dimensions, our solution was
shown to reduce to conventional UTD, which confirms the validity of the proposed approach.
In the case of a discrete line source, the method proved to be in excellent agreement with the
analytic Green’s function, especially after the introduction of the novel diffraction coefficient
D.
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The advocated formalism considerably increases the range of problems that can be studied
using UTD. This was illustrated by investigating the diffraction of a Gaussian beam in Sec.
4, showing that no knowledge about the specific source choice needs to be used explicitly.
Moreover, it is important to mention that the proposed technique is easy to implement, as only
standard FFT routines are leveraged.
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