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Samenvatting

SAMENVATTING

Vragenlijsten zijn een onmisbare bron van informator onderzoekers die een beter
inzicht willen verwerven in consumentengedrag.dnsumentenbevragingen wordt
vaak gebruik gemaakt van Likert items, een itemeahwaarin respondenten
aanduiden in hoeverre ze akkoord gaan met bepad#peaken. Antwoorden op
zulke items kunnen echter vertekend zijn door rasstijlen, gedefinieerd als de
tendens van bepaalde respondenten om onevenrdatigilgge maken van bepaalde
responsopties. Een bekend voorbeeld is de instegsteindens (d.i. de tendens om
onevenredig gebruik te maken van de opties dienmsting uitdrukken) maar
respondenten kunnen eveneens onevenredig veehkiene extreme opties, de
middelpunt optie of de opties die staan voor nidtsard.

Ondanks herhaalde waarschuwingen voor de vertekereffecten van
responsstijlen, wordt in het meeste vragenlijstonaiek niet gecontroleerd of
gecorrigeerd voor hun impact. Mogelijke redenemvaer zijn de onvolmaakte
theorievorming rond responsstijlen en hun antedete®n de moeilijkheden bij het
meten van responsstijlen.

Het onderzoeksprogramma dat wordt gerapporteedldze dissertatie wil bijdragen
aan een beter begrip van responsstijlen in consiemenderzoek door de
conceptualisering van responsstijlen verder vastm\te geven, door het
optimaliseren van de meting van responsstijlencar et verklaren van de
processen die ten grondslag liggen aan respoasstifliertoe werden vijf empirische
studies uitgevoerd.

Een eerste studie onderzocht de manier waaropridspten omgekeerde items in

een vragenlijst begrijpen. Omgekeerde items zipelgéeerd aan hetzelfde construct
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als hun niet-omgekeerde tegenhangers, maar irgdadestelde richting (bv. ‘Ik hou
ervan om nieuwe producten aan te kopen’ is een ongkean ‘ik koop niet graag
innovaties’). Deze studie toonde aan dat antwooogeitems beinvioed worden door
de aanwezigheid van andere items die hetzelfdegrcmhsneten. De juiste functionele
vorm van deze invloed verschilt tussen omgekedemas en niet-omgekeerde items,
hetgeen wijst op een verschil in de wijze waargpoadenten beide soorten items
verwerken. Aangezien dit onderzoek de validiteit wankeringen voor het meten van
responsstijlen in vraag stelt, werd in de volgesitelies een meetmethode
voorgesteld van responsstijlen gebaseerd op antipatonen die zich voordoen over
toevalssteekproeven van items.

In de tweede studie werd aangetoond dat respdesdindensen zijn die stabiel zijn
over de loop van een enkele vragenlijstsessie i&8idtelde vast dat responsstijlen
grotendeels stabiele tendensen zijn over versold#lerragenlijsten heen die werden
afgenomen met een jaar tussentijd en gebruik makenderschillende itemreeksen.
Een vierde onderzoek vergeleek responsstijlen tugseschillende methodes van
data-collectie, met name papieren vragenlijstdaefdeninterviews en online
vragenlijsten. De studie toonde aan dat er tuseea thethodes verschillen kunnen
optreden in responsstijlen die niet gedetecteenthém worden met de traditionele
toetsen voor meetinvariantie.

De laatste studie vond twee grote groepen van nelgmten terug die verschillen in
hun manier vasatisficing d.i. het besparen op tijd en energie die geieeedtwordt

in het beantwoorden van vragenlijsten. De ene gheefit de neiging onevenredig
veel gebruik te maken van de middelpunt responsope andere groep maakt
daarentegen niet alleen onevenredig veel gebruildeamiddelpunt responsoptie,

maar ook van beide extremen.
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Hoewel er nog vele vragen onbeantwoord blijvenagraeze dissertatie bij tot een
beter inzicht in responsstijlen. In het bijzonderwvde theorievorming verbeterd door
(1) een verdere afbakening van de conceptualiseengesponsstijlen, hetgeen werd
vertaald in een voorgestelde meetmethode, (2) bewijondersteuning van de
stabiliteit van responsstijlen, (3) de vaststelliay responsstijlen een potentiéle
vertekenende factor zijn in vergelijkingen van ebilende methodes van data-
collectie, en (4) een model dat de relatie tusespansstijlen esatisficing

expliciteert.
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Summary

SUMMARY

In researchers’ efforts to better understand coessinguestionnaires are an
indispensable source of data. In consumer surveykikert item format, where
respondents rate their agreement with specifiestants, is very popular. However,
responses to such items may be biased by respiyies slefined as respondents’
tendencies to disproportionately select specigpoase options. A well-known
example is the acquiescence response style, & ¢etidency to disproportionately use
the response options expressing agreement, budrréspts may also make
disproportionate use of the extreme options, thapwint option, or the options
expressing disagreement.

Despite repeated warnings regarding the biasiregetff response styles, most survey
research does not control or correct for their iotpa reason for this may be the
incomplete understanding of response styles andah&cedents, as well as the
difficulties encountered in measuring responseestyl

The research programme reported in this dissentaiimed to contribute to the
understanding of response styles in consumer @ségrfurther crystalizing the
conceptualization of response styles, by optimizireasurement of response styles,
and by explaining the processes that underly respstyles. To this end, five
empirical studies were carried out.

A first study investigated respondents’ understagdif reversed items in
guestionnaires. Reversed items relate to the sanmstract as their non-reversed
counterparts, but in the opposite direction (d.tpve to buy new products’ is a
reversal of ‘| dislike the purchase of innovatignhis study indicated that responses

to items are influenced by the presence of otlkenstthat measure the same
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construct. The exact functional form of this infiee is different for reversals and
non-reversals, indicating a difference in the waspondents process both types of
items. Since this study questioned the validityeviersals for measuring response
styles, in the subsequent studies a measuremenbdilr response styles was
proposed that captures response tendencies aaraksm samples of items.

In a second study, it was shown that responsesstyketendencies which are largely
stable over the course of a single questionnaim@ragtration. Study 3 established
response styles as largely stable tendencies adiffesgnt questionnaire
administrations with a one year time gap in betwaeth using different sets of
guestions.

A fourth study compared response styles acrossrdiit modes of data collection
(self-administered paper and pencil questionnaiedsphone interviews and self-
administered online questionnaires). This studyw&tbthat there may be differences
in response styles across modes of data colletttaircannot be detected by the
traditional measurement invariance tests.

A fifth and final study found two major segmentse$pondents that differ in the way
they satisfice, i.e. economize on the time andreffvested in responding to
guestionnaire items. One group tends to dispropmately use the midpoint when
satisficing. A second group, when satisficing, digortionately uses the midpoint as
well as the negative and positive extremes of éspanse scale.

In sum, though many questions remain unresolvesl diksertation contributes to a
better understanding of response styles. More &galty, theory is enhanced by (1) a
further delineation of the concept of responseestyivhich is translated in a proposed
operationalization of response styles, (2) evidensipport of the stabililty of

response styles, (3) the establishment of respsigkes as a potential biasing factor in
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cross-mode comparisons, and (4) a model that eapthbe relation of response styles

to satisficing.
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1 - Introduction

CHAPTER 1: INTRODUCTION

CHAPTER OUTLINE

The topic of the current dissertation, responskesty consumer research, is
introduced. It is demonstrated how self-report raessare indispensable for
consumer research, but also that the validity ohsueasures is threatened by

response styles. An outline of the dissertatiagiven.
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1 - Introduction

| MPORTANCE OF CONSUMER SURVEY RESEARCH

In consumer research as in many other behaviokehses, questionnaire data are an
indispensable source of information. While it migktpossible to make direct
observations of what, when and how much consumersdne usually needs self-
reports to understand why they do so and whatithigit prefer to do in the future. If
large numbers of consumers need to be questiogaddiag their beliefs and/or
evaluations, closed-ended questions provide the effisient solution (Converse
1984). Casual inspection of the major marketingnals provides ready evidence of
the widespread use of closed ended self-reportumessmost often based on Likert
items, where respondents are asked to rate tivelr d& agreement with a statement
(Likert 1932}.

Within the field of consumer research a host of dims make ample use of Likert
item measurement. These domains include custortisfaséion and loyalty (Mittal
and Kamakura 2001), service evaluation (Parasurafetnaml and Malhotra 2005),
attitudes (Ajzen 2001), personal values (SteenkdrapHofstede and Wedel 1999),
affect and mood (Shiv and Fedorikhin 1999), consumeovativeness (Steenkamp
and Gielens 2003), other individual difference &bales like technology readiness
(Parasuraman 2000), and numerous others. In matmgesé domains, like service
guality and consumer innovativeness, to name yust it may even appear that most
part of the research efforts reported in the ltteare directed towards the
development, validation and optimization of mulém scales to measure constructs

of interest.

! Some key terms related to questionnaire reseaechriefly defined and discussed in Appendix A-2.
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1 - Introduction

COMPONENTS OF ERROR

Several threats to the procedure’s validity havenkidentified though. A useful way
to think of this is in terms of true and error aaute, a central concept in classical test
theory (Traub 1994) The components of an item’s observed variancgehically

shown in Figure 1-1.

Figure 1-1

Decomposition of observed variance

‘ Observed variance W

True variance ‘ Error variance J
Random error ‘ Systematic error ‘
i Response set | Response style 1
(content related) (not content related)

Items are being designed to measure true varidimeely 1994). Unfortunately, this
aim is not fully met due to the presence of er@miance. Error variance has two
components, a random and a systematic componeatefféct of random error has
been generally accepted and is accounted for g usulti-item scales (Churchill

1979) and correcting for measurement error duraig-énalysis (Fornell and Larcker

2 A more detailed conceptual and operational dédinibf response styles will be given later in this
text, after a further elaboration of the concepfrehework. The current discussion mainly aims to

offer a first intuitive frame of reference.
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1981). The effect of systematic error, on the otfard, poses more serious problems
to the validity of survey research because it mtesian alternative explanation for the
observed relationships between measures of diffemrstructs (Podsakoff et al.
2003). While the methodological necessity of cdiitrg/correcting for systematic
error may often be acknowledged, it is commonlydred in the breach (as shown by
Baumgartner and Steenkamp 2001; Podsakoff et @B)26ollowing the classic

article by Rorer (1965), the systematic error congo can be split up into content
related systematic error due to response sets@mdantent related systematic error
due to response styles. A response set is relateshtent, and more specifically
refers to the extent to which the respondents waateate an impression of
themselves with regard to the item content. Satgalrability is a well-known

example of this (Leite and Beretvas 2005). A respastyle, on the contrary, is a
tendency to answer items in a certain way regasdiesontent (Rorer 1965). The
best known example of a response style probalalgasiescence response style, i.e.
the tendency to agree with statements regardletsebfcontent (Billiet and
McClendon 2000). Contrary to social desirabilityistresponse style is cognitively
rather than socially based (Knowles and Nathan ;189idiya and McClendon

1990). Moreover, by definition response stylesrarelimited to specific content
domains, such as socially sensitive variables aradled ‘dark side variables’ (Mick
1996) and can therefore be expected to be omnipressurvey research. The
essence of the response style problem is thatthe sesponse can have different
meanings for different respondents (Rossi, Giluld Allenby 2001). In particular,
individuals differ in their tendency to use certgipes of responses: extreme, neutral,

agree, or disagree (Stening and Everett 1984). ¢Jéaknow the meaning of the
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responses recorded in questionnaire based datarexicunderstanding of response

styles is indispensable. The current dissertatims & add to this understanding.
GENERAL OBJECTIVE

The current dissertation wants to contribute tokihewledge of response styles by
optimizing the conceptualization, operationalizatamd explanation of response
styles. The insights related to these issues manelpdul in improving diagnosis and
correction of response style bias.

In terms of conceptualization, in the current ditegéon the response style
phenomenon is integrated in a broader theoretiaadéwork drawing from theories
of survey response and contemporary measuremerglsnotihe operationalization of
response styles is advanced through testing arldagivay alternative measurement
methods of response styles (including the usewarsed items). A measurement
method is proposed in a means and covariance wsteucontext. Closely related to
this, the explanation of response styles starts fia assessment of the short term
stability (within a single questionnaire) and tbad term stability (across two data
collections separated by a time lag) of respondesstAdditionally, the relation of
response styles to demographics is confirmed aondrmwjor types of antecedents are
established: mode of data collection (online, pamet pencil, telephone interview;
see study 4), and satisficing (i.e. minimizing imeestment of time and effort in the

response process from the part of the respondeosriick 1991; see study 5).
OUTLINE OF THE DISSERTATION

In the current dissertation, first a conceptuakigasund is drawn. Building on this

conceptual framework, five empirical studies agoréed:
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(1) “Respondents’ understanding of reversed items istgumnaires: The interaction
between item content and item locatiobhis study investigates how respondents
may change their interpretation of items dependimghe item’s proximity to other
items that have the same meaning, the oppositeingeére. reversed items), or no
related meaning. Among others, it is found thaersed items correlate more strongly
(negatively) the further they are apart. Theseltesudicate that inconsistent
responses to reversed items may be due to intatjomedl reasons rather than
response style bias; a finding that clearly hasmagssions on the question of how to
measure response styles.

(2) “The short term stability of response stylglsows that the effect of response
styles on items in a single questionnaire havebatantial stable component.

(3) “The long term stability of individual response aeg{/hssesses the extent to which
response styles of individuals are stable acrosdridependent questionnaire
administrations separated by a one-year time lagst@ntial stability is found.

(4) In “Assessing response styles across modes of dag¢atoemi, a comparison is
made between online, telephone and paper and pme#ys in terms of the level of
response style bias. The telephone mode is foubd tather different than the other
two modes.

(5) “Response styles as satisficing stratégimgestigates which response styles may
be satisficing strategies, i.e. strategies useithdyespondents to save time and
cognitive effort. Two major segments of respondamngsfound, each using different
satisficing strategies in terms of response styles.

Finally, the last chapter of the dissertation pdeg some concluding remarks,

summing up the main findings and integrating theith wne another and the
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conceptual framework. The main limitations of thedses are discussed and related to

opportunities for future research.
NOTE: HOW TO READ THIS DISSERTATION

All chapters can be read in isolation. Thus, tlaelez who is interested in a specific
topic can directly go to the chapter in questiothaiit missing any information
necessary for a correct understanding of the chaptwriously, this implies that some
information will be repeated. The overlap is kapthte necessary minimum. Still, the
most logical order of reading the chapters is endlder they are presented.

On a practical note, the abbreviations used indkeare always given in
unabbreviated form at least once. As a backingaptll abbreviations and their
referents are also listed in Appendix A-1. Additadig, to ensure a shared
understanding of the words used in the text, soayeckncepts are defined in
Appendix A-2. The bibliographic references of dhpters are grouped at the back of

the current volume.
NOTE: WHAT THIS DISSERTATION IS NOT ABOUT

The research reported in this dissertation focasagsponse styles in consumer self-
reports using Likert-type agreement rating iteniateel to non-factual unbounded
information; unbounded refers to variables thatehaw absolute scale or zero-point.
By definition, unbounded non-factual data have meatly observable counterpart.
This is the case for attitudes and beliefs, fomgxe, but not necessarily for
probabilities, percentages, etc. The latter areetbee not studied in the current
dissertation. Other topics not considered in datdihis dissertation include response

sets, random error, sampling error, item non-resp@md unit non-response.
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CHAPTER 2: CONCEPTUAL BACKGROUND

“[...] survey responses, as we are so often reminaednot merely self-reports of
preexisting states and behaviors; they are behavioemselves(Schuman 1992, p.

20)

CHAPTER OUTLINE

Before describing the empirical studies that wenedeicted, a conceptual framework
is set up based on the following elements: a géfr@rmework of how response styles
may relate to latent and observed variables; abBlkatthe process of survey
response; theories on how respondents map befidfe\aluations onto response
scales; a model on how response styles may infeuinis mapping process; and a

review of potential effects this may have on unatg and multivariate data.
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A PROPOSED GENERAL FRAMEWORK

To understand response styles, it is good to start a conceptualization of the
survey response process. The following quote trigsprocess back to the essence:
“When we talk about attitudes we are talking almmrtstructs of the mind as they are
expressed in response to our questions. But usalaliye really know are the
guestions we ask and the answers we get.” (Burl@funer, 1978, as cited in
Churchill 1979). Gardner brings to mind here thaditg that pervades most of the
behavioral sciences: what researchers observeiamdig“our questions”) and the
responses to these stimuli (“the answers we getije usually in measurement
models the reponse is conceptualized as a dirfextteff the construct of interest.
This idea is represented graphically in Figure&ahd b. Figure 2-1a depicts a
measurement model as it is very commonly useddrcémtext of confirmatory factor
analysis: an individual i’'s responsgif&shown as the consequence of i's level of

latent construcg;.

Figure 2-1

Graphical representation of the applied model verssi the presumed true model

Y Yy

’ii ‘ ’ii ‘ RS, ii RS,
R A
Figure 2-1a Figure 2-1b Figure 2-1c Figure 2-1d
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Figure 2-1b shows the underlying causal model:dtimS, which is constant across
repondents, leads to responséiie subscript i indicates that R varies over
individuals). The S-R relation is moderatedéhyT his means that for different levels
of &, the relation between S and R is different. Onatier hand, the model also
implies that for given levels @ the relation between R and S is identical across
respondents. The latter assumption is challengeatidogoncept of response styles
(RS), defined as tendencies to disproportionatelgcs a particular subset of response
options (Rorer 1965; O’Neill 1967), where disprapmrate in the current text is
interpreted as disproportionate for given level&.dformally,

E(RE0; RS) = E(RIEo; RY) <=> R§=R§ @)
where&, corresponds to a given level of latent consteu&®S and R$are the
response style levels of individual i and j, ané&fRd Rare responses to a valid
indicator of¢ by the same respondents. When a response styJegB&ded to the
causal model underlying a response, as shown uréigr1c, it may have the
following effects. First, like&, RS may moderate the S-R relation. Second, the
moderating effect of on the S-R link itself may be moderated by RSaAsside, RS
may or may not be related §¢oSince S is kept constant, this model reduces to
measurement model d in Figure 2-1, where RS is tadde have a direct effect on
R, as well as a moderating effect on the relatetwben: and R. An important
question relates to the status of the latent coaisirthat is being measured, which
may be a pre-existing state (as in Schuman'’s calmbee), as well as a judgment that
is constructed on the spot by the respondent. Whidequestion has not received a
definite answer in the literature and will not gee here either, it is relevant to

consider the plausible possibility discussed below.
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THE PSYCHOLOGY OF SURVEY RESPONSE

While several models have been proposed that @titarpsychological process
leading to a response, the model recently propbgéltburangeau, Rips and Rasinski
(2000) integrates much of the previous work andnset® be well accepted in the
literature (Podsakoff et al. 2003). Tourangeau.€R800) state that the response
process consists of four major components. It tsaneecessity to go through all
processes sequentially, and some respondentskipilparticular processes, or will go
back and forth between some of the processes. Adsppndents may choose to put
more or less effort in each of them. The componareg1) comprehension, which
requires respondents to attend to the questiongatrdctions, interpret the relevant
terms in a question and decide on what informasdreing sought; (2) retrieval,
referring to the process of ‘looking up’ (activagiand bringing to mind) relevant
information in memory; (3) judgment, where the mfation that was retrieved is
evaluated and integrated into an overall judgmemd; (4) response, consisting of an
editing and a mapping process. Editing refers $poadents’ evaluating their
judgment before actually disclosing it, and adaptinf deemed desirable. Mapping
refers to translating the judgment into the forneafuired by the questionnaire
context, for example a rating scale. The latter pnaresses are especially relevant in
light of the current issue. It seems meaningfuddoceptualize response styles as
operating at the level of response mapping, wlkeiponse sets operate at the level of
response editing. Although Tourangeau et al. (20@3uss editing as the last process
in the most common sequence (remember that thiseseg is optional though), it
seems plausible that editing commonly occurs befapping, especially in the
context of Likert item measurement, for it is tkeealed judgment that has the

potential of being socially undesirable, not thiested response category as such.
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An important point that should be made based ombizze is that the response to a
questionnaire item does not usually correspondpi@aexisting chunk of information
that is reported. Rather, several chunks of infoionaare retrieved, integrated, edited
and mapped. If this process model is linked togasp styles and how they were
conceptualized above, it is not immediately clehaithe latent construgtactually
corresponds to. It appears that positing the exist®f such latent construct may be
somewhat of a simplification of the response prec& the other hand, given only a
stimulus and a response it is impossible to detegrall the processes that occur in
between. Hence, the reduction of the source ottwedy generated response to a
one-dimensional construct is necessary for theifsgation of measurement models
that are uniquely identified (i.e. that have unigaeameter estimates). The response
process can be slightly rephrased to more cledégtify whatf may refer to as
follows. External stimulus S, the question, leadart internal representation of the
same via the process of comprehension. The intetimalilus activates beliefs via the
process of retrieval. These beliefs result in agte judgment (via the process of
integration/judgment). The private judgment leaxlan edited judgment by editing
the former. And, finally, the edited judgment isppad onto a response option and
reported. In this framework, it is proposed thapanse sets such as social desirability
response set operate at the level of editing. Titectjudgment than corresponds to
(the level of) the latent construct that will beasared, i.e5. Response styles

determine how this edited judgment will be mappetb@ specific response option.
M EASUREMENT MODELS

Since in the current conceptualization it is preggbthat response styles operate at the
level of the construct-response link, two conterapity dominant measurement

models are briefly introduced: Confirmatory facforalysis (CFA) and ltem
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Response Theory (IRT). CFA models will also be usespecifying a measurement
model for response style indicators (in study 2 8nd 5, corresponding to Chapter 5,
6, 7 and 8). The brief introduction to the IRT miopl®vides useful background for a
correct understanding of study 5. Below, the dismrsof the CFA and IRT models
draws from Meade and Lautenschlager (2004), Rajfiitte and Byrne (2002), and
Reise, Widaman and Pugh (1993). The interestecreadeferred to these texts for
more details; the current discussion will be lirdite specifying the model implied
item-construct relations and investigating how tkistion may be affected by

response styles.

CONFIRMATORY FACTORANALYSIS (CFA)

For a given individual and a given item, the CFAdmalocan be mathematically
described as follows:

X=1T+A{+0 2
where X is the observed response to a specifig itésrthe intercept for the iter,is
the factor loading is the latent construct awdhe residual term. As is apparent from
equation (2), the CFA model assumes linearity efrdgression function of the
response on the construct. An example of a regnegdot of an observed
item/indicator on its latent construct is giverFigure 2-2. The graph indicates that a
respondent with § level of zero (the sample mean), has an expetgadscore of 4,

the midpoint.
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Figure 2-2

Example of CFA item regression plot between constai and item

Estimated item score
.

| TEM RESPONSE THEORY(IRT)

While the CFA model specifies a linear relationvimtn the construct and the item,
Item Response Theory (IRT) models specify the doditya of the response categories
of an item conditional on the construct level.
For the analysis of Likert items, the graded respanodel (Samejima 1969) has been
shown to be most appropriate in general (Maydeuaddis 2005). The fundamental
equation of this model is

P(x=kE) = 1/[1+exp(-af )] - L[1+exp(-ak -b)]

= PX(-1)-P*() ®3)

where P(x=k) refers to the probability of an indival responding in category k for
variable x; this probability is modeled conditiowal the level of latent construg:t
The response categories are assumed to be sepayatedsholds on the underlyidg
dimension corresponding to the b parameters. Fadr egsponse category, an ltem
Characteristic Curve (ICC) is estimated which ceggithe probability of a specific

category response as a functiorf o is the item discrimination parameter, and its
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value is proportional to the slope of the Iltem Res@ Functions. An example of an
ICC for a five point scale is given in Figure 2MN&te that the ICC concerns a
different item than the CFA example. To illustrte interpretation, the ICC graph
shows that individuals who have; devel between approximately -1 and 1 will most
probably select response category 3, the midrespons

Figure 2-3:
Example of IRT Item Characteristic Curve
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Given these construct-item relations, it is nowggae to more clearly delineate the
potential effects of response styles on obsened iesponses. First, however, an

overview is given of the response styles treatetii;mdissertation.
RESPONSE STYLES

As stated above, response styles relate to thepiidlp that a respondent selects a
specific subset of response categories (for a el of the latent construct). Such
subset may consist of the categories expressiregagmt, disagreement, extreme

positions at either side of the agreement scaleeuotrality (Stening and Everett
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1984). The current dissertation focuses on the dotmesponding response styles,

summarized in Table 2-1.

TABLE 2-1

OVERVIEW OF RESPONSE STYLES TREATED IN THIS DISSERTION

ARS Acquiescence Tendency to make disproportionate use of response
Response Style categories at the favorable/agreement side of the

agreement rating scale

DRS Disacquiescence  Tendency to make disproportionate use of response
Response Style categories at the unfavorable/disagreement sitieeof

agreement rating scale

ERS Extreme Response Tendency to make disproportionate use of response
Style categories at the extreme sides of the agreemiamg ra

scale

MRS  Midpoint Response Tendency to make disproportionate use of the middle

Style response category

The biasing effect of response styles operatesatavels (Baumgartner and
Steenkamp 2001; Podsakoff et al. 2003). Firstuttieariate distributions of observed
item scores are affected. Second, the multivareltgions between measures of
constructs are affected. Each is discussed in Tir@.univariate distribution bias is
linked to the CFA and IRT models.

Indicator bias due to response styles

Response styles affect the item-construct rela@eung and Rensvold (2000)
discuss the effect in a CFA context. In this lineexdel, two parameters, representing
the slope and the intercept, are needed to caghterexpected relation between item
and construct. Hence, the impact of ARS and DR8aesito the effect of NARS (Net

Acquiescence Response Style; Baumgartner and $tegnR001) on the intercept. In
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particular, respondents with high (low) NARS havegher (lower) intercept

(Cheung and Rensvold 2000), as illustrated in EEdlsda. As a consequence, for
equal levels of a latent construct, high (low) ARSpondents have higher (lower)
observed scores.

The effect of ERS is rather subtle. Essentiallgai be conceived as an amplification
factor in the mapping function of internal statat®ht variables to reported responses
(Van der Kloot, Kroonenberg and Bakker 1985). Feasures of which the mean is
not equal to the scale’s midpoint, this may resuttirectional bias of observed scores
(Baumgartner and Steenkamp 2001). In the more geoase, ERS will lead to
differences in the relation between latent varialaled observed variables (Cheung &
Rensvold 2000). Respondents with high (low) ER®Iewill show a steeper
(shallower) slope of the item-construct functiareli This is illustrated in Figure 2-4b.
Hence, for latent scores above (below) the intérd&RS has an inflating (deflating)
effect on observed scores. Note that this inteyactifect is implicit in the model
proposed by Greenleaf (1992a). Baumgartner anahkde®p (2001) capture this
effect in a parsimonious way (without directly esditing the interaction of latent
score and ERS) by studying the interaction betvERRS and the average deviation

from the midpoint of a given scale.
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Figure 2-4a: NARS effects on the CFA measurement rdel

7 o
- o -Low NARS ,<>/ /
e
-
6 T ——DMid NARS P P
— o High NARS //f / "'D

- Lh
\
N\
K}
AY
hY
0
T

Expected item score

7 .
/
- i+ -Low ERS V4
V4

6 — ——Mid ERS /*’

—— High ERS ; // I

7 L.z

5 —=

Expected item score

©) based on Cheung and Rensvold (2000)

In the current dissertation the link between respatyles and the CFA model is

further elaborated in study 4 (Chapter 7), wherasueement invariance and response

style differences across modes of data collectierstudied.

The relationship between IRT measurement modelsesmbnse styles is discussed

in study 5 (Chapter 8). There, results are provitked suggest that two major
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segments of respondents exist, each of which meg different threshold values in
the linking function between constructs and itelhs.is assumed that all
respondents, irrespective of their response seylel$, are drawn from the same
underlying normal distribution &, the operation of response styles can be captured
by the threshold parameters (b in equation 3).example, respondents with higher
ARS levels may have lower threshold parameterspétetents with higher ERS
levels may have a higher threshold for the lowattgory and a lower threshold for
the higher category. This is illustrated with a slated example in Figure 2-5 a.
Respondents with higher MRS levels may have a ld@fehand threshold for the
midpoint combined with a higher right hand threshior the same category. This
effect is illustrated with a simulated example igufe 2-5b.

Figure 2-5
Examples of Item Characteristic Curves
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2-5 a. Example of ICC for high ERS respondents
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2-5b. Example of ICC for high MRS respondents

Biasing effect of response styles on multivariatestations

Since response styles are a source of variancéstbainmon across several
measures, they lead to common variance that idumto content. This phenomenon
affects relations between measures of the sameraonas well as relations between
measures of different constructs. The biasing &ffetresponse styles are graphically
illustrated in Figure 2-6: for each model, the eihd pane shows what might be
observed if an unspecified response style is kentanto account (labeled the
apparent model) while it is present in reality; tlylt hand panel shows what would
be observed if the response style would have @emtinto account (labeled the true
model). The misestimated relations are shown iheld$ines in the right hand panel.
Residuals are not shown.

Response style bias of within-construct multivarigiations

Response style variance shared by indicators afree £onstruct may inflate the

observed internal consistency of measures of thistcuct. As Mirowsky and Ross
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(1991) stated, "Other things being equal, the bditg of an unbiased measure is
lower than that of a measure containing reprodediids.” In extreme cases, a
content factor might be observed where none iseptesas illustrated in Figure 2-6a.
On the other hand, indicators that are scoredvarsed directions may have

artificially weak or even wrongly signed correlats(Bentler 1969).

Figure 2-6

Potential biases due to response styles: appareteff) versus true (right) models

2-6a 2-6b

2-6¢ 2-6d

In Figure 2-6, RS stands for response style; xyareder to the observed indicators of
an independent and a dependent latent consfrauatn respectively; X indicates an
observed independent variable.

These observations are important for marketingaresein light of the current focus

of many marketing researchers on internal consigtddomain sampling and

classical test theory were set as the norm for ety research by Churchill (1979).
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The ‘Paradigm for developing better measures okatarg constructs’ he proposed,
has undoubtedly improved the quality of measurernmemtarketing. In brief, domain
sampling theory proposes that items used to measpagticular construct are
mutually interchangeable and are sampled fromgelpopulation of items
constituting the content domain. The domain samgpimodel makes the assumption
that all items, if they belong to the same contemhain, have an equal amount of
common core (Churchill 1979, p. 68) and that thati@ens among the items are due to
this common core. As the author puts it, “Interagii, all of the errors that occur
within a test can be easily encompassed by the idosaanpling model. All of the
sources of error occurring within a measuremernittesid to lower the average
correlation among the items within the test.” Tisisrue only because error is defined
as uncorrelated across items. Researchers mayaéoidjet this specific definition of
error, often leading to overreliance on the coedfit of internal consistency alpha,
while neglecting the deleterious effects of comedeerror due to common sources of
bias (Green and Hershberger 2000), of which respstyses are a major component
(Mirowsky and Ross 1991). Unfortunately, to therde¢nt of validity, it appears that
many researchers have developed a single-minded fot multi-item scales with
high internal consistency, even if this consisteiscgchieved by selecting items that
have a high chance of sharing common sources sf(Biassiter 2002; Drolet and
Morrison 2001; Green and Hershberger 2000; Mirovnaskg Ross 1991).

Response style bias of between-construct multitearedations

Just as common variance due to response styleprowigle an alternative
explanation for shared variance between indicatmesided to measure the same
construct, response style variance may also inflatieflate relations between

measures of different constructs (Podsakoff €2@03; Baumgartner and Steenkamp
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2001). Some examples of such situations are givemake clear how diverse and
widespread the influence of response styles paiinis. First, relationships between
latent constructs and background variables (likeatgaphics) may often be partly
due to response style bias, as depicted in Figte For example, if no controls for
acquiescence response style would be in place,uresasf specific attitudes, e.g.,
distrust towards immigrantg), might be artificially inflated among respondewish
lower levels of education (X) due to higher ARSII{Bi and McClendon 2000). Study
4 of the current dissertation demonstrates how ksuestioned by different modes
of data collection (X) may also show artificial fdifences in their levels of trust in
employees(). Figure 2-6¢ shows another common scenario, wédaent construct
is modeled as the consequence of another latestraoh each measured by observed
indicators (in the figure only one indicator is smofor illustrative purposes) and
controlled for a covariate. An example of this wbbk the situation where
respondents are asked to rate several dimensi@®e\ote quality, which are then
used as antecedents of an overall service evatuatibindicators might be sharing
substantial amounts of response style bias, whamlidvead to apparently good
levels of explained variance. More subtle is thenseio in Figure 2-6d, where an
apparent moderating effect of a background variebéetually due to a moderating
effect of this background variable on the measurgmadations, mediated by a
response style. For example, since age genergllysisively associated with ERS
(Hamilton 1968), any relation between latent cargs that is found to be stronger
among older respondents, should be interpretedaaitiion. A similar scenario is
discussed in Study 5 (Chapter 8) of the currergedtation.

In sum, response styles have the potential to tafleserved measures and the

relations between them in many different ways. Mueg, it is not yet known with
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great certainty when and where response styleatp@aumgartner and Steenkamp
2001). Consequently, measurement of response $sytdékey importance for the
validity of survey based research. Measuremengsgonse styles has two major
goals: diagnosis and correction of bias. Obviouslg,measures of response styles
need to be valid themselves if used for diagn@sause otherwise wrong research
decisions may be taken. The validity requiremerdyg sven be greater if response
style measures are used for corrective purposeaube correcting observed scores
by means of invalid response style measures wogl@ase the level of error rather
than reduce it. The following section discussefedgiht methods of measuring
response styles that have been proposed in thatlite and evaluates their merits and

disadvantages.
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CHAPTER 3: MEASURES OF RESPONSE STYLES

“Suppose no one asked a question, what would bartbeer?

(Gertrude Stein 1928)

CHAPTER OUTLINE

In this section, an overview is given of how resgmstyles have been measured in the
literature. Three aspects of the operationalizatsne are discussed: the focus on
stimulus or respondent; the basic formulas of respastyle measures; and the way

content in indicators of response styles has beated.
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INTRODUCTION

When gathering information on consumers’ evaluatiand beliefs, researchers often
have little alternative but to directly ask respent$ what their evaluations and beliefs
are. It is then hoped that respondents are witiingo through the process of
understanding the question, retrieving the rigfdarimation to subsequently form a
judgment, and finally translate the judgment irite tormat specified by the
researcher (Tourangeau, Rips and Rasinski 200@)elnase of non-factual
information, the veracity of the obtained respotese impossibly be ascertained
through comparison with an objectively observabiteion. Or as Bohrnstedt (1983)
put it, in the case of subjective phenomena, timeept of a Platonic true score does
not apply, and the researcher is left with onlyrésponses themselves to assess both
the content and possible errors and biases iretine sWhat makes response styles
problematic is that they provide an alternativelaxation of why a respondent
endorses a particular response option for a patidtem. On the reverse side of the
issue, the measurement of response styles is pnabiebecause content provides an
alternative explanation for the same observed hehavamely endorsing a particular
response option to a particular question (Hamit®68). Not very surprisingly,
operationalization issues have traditionally beAbhilles’ heel of response style
research, as illustrated by Ray’s statement (19889): “It is in fact a little odd that
although we normally require reliability evidenae iny scale score we use,
acquiescence scores have been used in the pastisiiich evidence.” An evaluation
of different methods of operationalizing resportyées seems necessary.

A distinction can be made between different aspefctise operationalization issue.
First, the way response styles are measured igeimfed by the focus of the research

design, which may be on the stimulus (questiorsk design, interviewer effects, etc.)
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or the respondent (personality and stable backgreanables, transient factors like
fatigue, etc.). This distinction will be made firstdicating the inclination of the
current research program to the respondent orientidddual differences approach.
Second, the basic formulas used to distill respshde measures from observed
scores are briefly reviewed. Third, a typologytisgosed of how researchers have
treated the problem that items contain both cordadtstyle information (Jackson and
Messick 1958) and how they have solved the questiovhich items to use as the

basis for response style measures.
TWO SOURCES OF RESPONSE STYLES

Referring to the general framework set out above,major sources of response
styles are conceivable: first, the stimulus (mathly question, but also other task
related factors) to which a response is given; sécthe respondent. Admittedly
simplifying matters a bit, two traditions could thstinguished, each of which focuses
somewhat more on either the stimulus side or tpardent side of the problem,
respectively public opinion research and psychalalgiesearch.

The so-called public opinion tradition, exemplifieg the work of Schuman and
Presser (1981) and research published in the PObiigion Quarterly, can be said to
be focused somewhat more on the stimulus-sideo@fse, the moderating effect of
respondent characteristics is studied in this ti@das well, albeit mostly from the
perspective of demographic groups (Narayan andrifcksl 996; Knauper 1999,
Bachman and O’Malley 1984). Usually the main questelates to how to optimally
design questions/task definitions, and the mettragotypically involves split-ballot
experiments, which essentially entail a focus enltetween-stimuli aspect of the
research design (e.g., Schuman and Presser 19810B1987; Kalton, Roberts and

Holt 1980; Hippler and Schwarz 1986; Shaeffer, IKioks, Langer and Merkle 2005;
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etc.). Questions have a somewhat different stattiss tradition than they have in
psychology, in that in public opinion survey resdathe answer to the question is
often important as such, considered in isolatiar.éxample, it may be of interest
whether the population is for or against a givgrd@nd this position may be
captured by a very small set of questions, posgifsityone.

As discussed above, the other tradition, led bggmaality and social psychology (and
followed by marketing), is strongly influenced bsyphometrics and the domain
sampling model (Churchill 1979, see above). In tiadition the latent construct is
central, while the items are mutually interchandgeatimuli used to tap this
construct. The respondent is the focus of atteriteme, and the typical methodology
is to measure variables and correlate (and/or factalyze) them across respondents
(e.g. Bentler, Jackson and Messick 1971; Foreh86@;1Hamilton 1968). It is not
surprising that the first major wave of studiesesponse styles in this field stressed
personality correlates of response styles (CoudnKamiston 1960; Frederiksen and
Messick 1959) or even nearly equated style to pegy as a general orientation

towards outside stimuli (McGee 1967; Gage, Learit Stone 1957).

Needless to say, these two traditions are protcéypather than being mutually
exclusive and exhaustive, and much research is diotlee interface between both,
for example investigating the interactions or sitankous effects of respondent and
guestion characteristics in fields like sociologywin and Krosnick 1991), statistics
(McClendon 1991b) and education (Elliot 1961), vehtlris was the main problem to
begin with (Cronbach 1946; 1950).

Nevertheless, realizing the existence of both mpgospectives may be helpful in
better understanding the heterogeneity of the nasthg which the response style

measurement issue has been tackled. Much of thereaponse style literature is
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reminiscent of the quote at the beginning of thiapter, wondering what the answer
would be in the absence of a question. From thispgective the question is seen as a
confounding factor that needs to be controlled lEading response style researchers
to make statements that might sound surprisinggifirout of context, likelt seems
almost impossible to escape the possibility thastjonnaire items influence the
responses given by respondériidoxey and Sanford 1992, p. 295).

Also, insight in the major perspectives makes $ieyato situate the view taken in the
current dissertation. In particular, the curreseaach program, with the exception of
Study 1 (which compares responses to differentuitiim different conditions while
making abstraction of respondents), relates mosety to the psychological
paradigm, with a focus on between-subjects / inldial difference variables.
However, a special effort is made to study suctedihces as they apply across
relevant sets of stimuli. This perspective is fartblarified below. First, an overview
is given of operationalizations of response stylebe tradition of response styles as
individual difference variables. Whether these widiial differences are stable or
transient in nature is an empirical question thilthe addressed by the appropriate

means later in this text.

BASIC FORMULAS FOR RESPONSE STYLE MEASURES

From the perspective of response styles as indwidifference variables, response
styles are variables that need to be computedaict eespondent. To this end,
different formulas or computational methods haveneroposed to extract the

stylistic part from questionnaire responses. Témd that are used as the basis for the
methods will be discussed below. The general iddaniol most of these techniques is
largely similar however, and it has been noted tthafparticular formula used to

compute response style measures may be rathersiegoantial. Bachman and
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O’Malley (1984) for example remark that differemesationalizations of ARS and
ERS led to similar conclusions. Similarly, Baumgartand Steenkamp (2001) find
convergent validity for different measures of ARERS and ERS. Specifically for the
latter style, these authors indicate that respoansge, though a theoretically distinct
construct (Greenleaf 1992a, b), is empirically isightly similar to be used
interchangeably with ERS.

The most common measures of ARS (DRS) use thedrexproportion of
(dis)agreements (e.g. Bachman and O’Malley 1984ic8@nd Keniston 1960; Gage,
Leavitt and Stone 1957; Peabody 1966), a weightedtoof (dis)agreements, in
which the strength of agreement is taken into acc{Baumgartner and Steenkamp
2001; Jordan, Marcus and Reeder 1980), a courdudild agreements to reversed
items (Johnson et al. 2005; Baumgartner and StegmR®01) or a factor on which
all items load positively (negatively) (BentlercBaon and Messick 1971; Billiet and
McClendon 2000). Note that these options applyffaréint weighting scheme to the
same information and will correlate highly by deig-or this reason, correlating an
ARS factor (on which reversed and non-reversedstierad positively) with a count
of agreements (Billiet and McClendon 2000) confirims theoretically expected
convergent validity of both measures without neaglyssupporting criterion validity.
As pointed out by Baumgartner and Steenkamp (20@&Ljlifference between ARS
and DRS may be used as an indicator of Net AcqeescResponse Style (NARS;
e.g. Greenleaf 1992a), but it is theoretically vald to treat ARS and DRS distinctly

(Couch and Keniston 1960; Baumgartner and Steeni@ip).

% It was analytically demonstrated in a general esinby Peabody (1962) that the weighting of the
extremeness of Likert responses did affect overtes only slightly. Peabody’s argument directly

applies to response style measures just as well.
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As a measure of ERS it is common to use the fregyproportion of extreme
responses, for example one and five in a five paitihg scale (e.g. Arthur and
Freemantle 1966; Bachman and O’Malley 1984; Bautngaand Steenkamp 2001,
Greenleaf 1992b; Hui and Triandis 1985), thouglepthethods have been used as
well (see Hamilton 1968). As noted above, findibgBaumgartner and Steenkamp
(2001) indicate the empirical convergence of ER&@sponse range.

In some studies, ERS and MRS have been treateppasites of a same dimension
(e.g. Jordan, Marcus and Reeder 1980). Howevete RS and MRS are negatively
correlated in general, this does not always nedxe tilhve case (Osgood 1941; Stening
and Everett 1984).

Self-evidently, Midpoint Response Style (MRS) idyorelevant in case odd numbers
of response categories are offered: MRS is usuadlgsured as the
frequency/proportion of midpoint responses (e.@ufrWolfson and Rothenberg

1975; Baumgartner and Steenkamp 2001; Stening aewckE 1984).
A TYPOLOGY OF RESPONSE STYLE OPERATIONALIZATIONS

A review of the literature suggests that operatiaations of response styles could be
organized along two dimensions. First, the statileitems on which the response
style measures are based (A) can be multifunctionahning that the items are used
in both a substantive model and as response sdsunes or (B) they can be specific
to the response style measure and hence not stibstanelevant. A second
dimension relates to the treatment of contenténitdms used for response style
measurement. This dimension has four levels: (I9pszific controls are put in place
ex ante (i.e. the content of the items is not @eétely manipulated or selected before
data collection), and the items that happen tovadable are used as the basis for

computing response style measures post hoc; (2¢rboan be eliminated with the
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aim of measuring style in the absence of cont@ytcdntent can be manipulated to
take on specific known levels (e.g. opposite megs)ithat can be used to cancel out
the influence of content by means of specific corafons or modeling techniques;
(4) content can be randomized, such that it hasyatematic influence on responses.
A method that has been used but is not considezegluses an external criterion
variable to assess the true value of the responasgtiestionnaire item (Greenleaf
1992a). Since the focus of the current researoh ison-factual measures that have
no observable true counterpart (see above), suthoaelie beyond the scope of the
current research. The use of behavioral measurestason variable for attitude
measures may not be valid (Welkenhuysen-GybeleBind Cambré 2003),
especially since the attitude-behavior relationhasy moderators other than
response styles (De Canniére 2006). These variabg# include variables that may
correlate with response styles and/or their antesisd

Table 3-1 summarizes the levels of both dimensidrise proposed typology. Each

of the cells in this matrix is discussed in turn.
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TABLE 3-1

OVERVIEW OF POSSIBLE OPERATIONALIZATIONS OF RESPONSHYLES

I. Function of item set used for response

style measures

_ B. Response Style
A. Multi- =
_ ) measure specific
functional items

items
1. No ex ante control for

kS Al B1
= content
m R
£ § 2. Elimination of content (A2) B2
c C
E 3 3. Experimental control A3 B3
= 4. Randomization (A4) B4

Cell labels between brackets indicate a combindtiahis not theoretically
meaningful.

Al.NO SPECIFIC ITEMS, NO EX ANTE CONTROL FOR CONTENT

In some instances, researchers compute or modspamse style measure based on
items that are simultaneously used in a substanimeel of interest, consisting of
related constructs. In one such scenario, researafight simultaneously use
responses to a series of items on the one harmshéent indicators (e.g. of personality
or customer satisfaction) and as the basis fororespstyle measures on the other
hand (e.g. Couch and Keniston 1960; Rossi, GilnthAllenby 2001). Such approach
may lead to confounding of style and content (Affegrer 2006), and for this reason
has been forcefully condemned (Rorer 1965). A sona¢welated practice has been
used in structural equation models where a commethad factor has been created
by loading the same items on both substantive andthod factor. This approach has
also been severely criticized (Lindell and Whit2901). The main advantage of the

approach is that no additional response style mesadwave to be included in the
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guestionnaire. Consequently, the procedure cosllla used to carry out secondary
analyses of data that were collected without takibg account response styles. The
problems with this method clearly outweigh this aaage. First, such method factor
is very general and does not distinguish betweeretfects of different response
styles. Associated with this is the problem that¢bnceptual meaning of such factor
may be vague. Consequently, it cannot be identdied specific response style.
Additionally, if two items are correlated and loaw both a substantive and a method
factor, the estimates may become somewhat morahlasin that the estimation
algorithm has more possibilities of accountingdiMen covariances with the same
amount of data (resulting in less degrees of freednd less power). The common
method factor might therefore ‘absorb’ common vaec&that is not due to method
bias (Podsakoff et al. 2003). For this reasona# heen argued that partialling out a
general method factor that has no own indicatorg pnaduce virtually meaningless
results (Lindell and Whitney 2001).

In sum, the basic problem of these methods isitimbard (if not impossible) to
correctly assign portions of covariance to methespionse style factors and
substance/content factors. Therefore, it seemsmemmdable to avoid this approach.
A special case where no response style measurdisptems are included while
content is related, occurs when using measuremeatiance tests to assess response
styles (as proposed by Cheung and Rensvold 2000réiuized by Little 2000).

Some of the above problems apply to this procetiee Study 4; Chapter 7). Further,
invariance is not a guarantee for the absencespbrese styles (Little 2000). Study 4
makes a more thorough evaluation of the relatiawéen response styles and

measurement invariance tests.
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A2.NO SPECIFIC ITEMS, NO CONTENT

This combination is not possible since content-frexs cannot be used in

substantive models.

A3.NO SPECIFIC ITEMS, EXPERIMENTAL CONTROL FOR CONTENT

When using the same indicators to measure botlenband style, a method to
disentangle these two dimensions is by manipulajirestion form independently of
content. This is the essential idea behind two pathThe first method, the Multi-
Trait Multi-Method approach, manipulates form whieeping constant the measured
content. The second method, using balanced itertisoshéactor, uses items with
opposite meanings. Both methods are discussednn tu

First, in the Multi-Trait Multi-Method (MTMM) apprach the same construct (trait) is
measured repeatedly by means of different measuedisods (Campbell and Fiske
1959). The idea is that observed variance can bentigosed in variance due to the
trait that is being measured and variance duedaréthod used to measure it. To
disentangle both sources, the classic MTMM desggsuhree measures of three
traits, resulting in a total of nine measureshia initial MTMM approach, the
resulting correlations are put in a matrix. Nowagjaliis common to use Structural
Equation Modeling in analyzing MTMM data (Coendaral Saris 2000; Saris,
Satorra and Coenders 2004). In such model, eadf #etee measures measuring the
same trait is then modeled to load on the samiefactor, while each set of three
measures using the same method is modeled to fodtecsame method factor. Such
model allows a researcher to assess the relatipadnof content (validity) versus
method (bias).

As Podsakoff et al. (2003) point out in their ravief method biases and related

remedies, MTMM models may encounter serious problefndentification and
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specification. The identification problem has beenntered by estimating MTMM
data with models that have correlated uniquenessst€Saris and Aalberts 2003).
Such solution does not allow for the estimatiom ohethod factor though.

Another limitation of MTMM designs in general isetihequirement that the same
respondent answers the same question repeatedligifferent form (method). This
might lead to consistency bias, memory effects@rfdtigue effects (Saris, Satorra
and Coenders 2004). While these disadvantagesgtid the applicability of the
MTMM approach, a continuous stream of researchasiging solutions to most of
them, though it remains hard to counter all posmfoblems simultaneously in a
single design (Coenders and Saris 2000; Sarisrr@anod Coenders 2004). From the
perspective of response style research, the nmaitation is that MTMM only has
one method factor, which essentially captures toeal bias (NARS) specific to
each method, while the influence of MRS and ER®isaccounted for. In other
words, no complete set of response style measarebeestimated in the MTMM
design.

A second method that capitalizes on the manipulaidfacontent independent of form
is the balanced scale method (Billiet and McCleng@d0; Mirowsky and Ross
1991). This method can be used to model the fattacture and construct relations
of scales that are balanced (i.e. made up of gmopbrtions of reversed and non-
reversed items). Reversed and non-reversed itespsatively have negative and
positive loadings on the content factor they retateind all have positive loadings on
an ARS factor (Billiet and McClendon 2000). Thregedure is elegant in its
efficiency, since no specific RS measures are rieddi@wever, its use is limited to
the operationalization of ARS in balanced scalébe©response styles cannot be

accounted for using this method, and while balapsrales has been recommended,
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not all commonly used scales in the literature hraversed items (Baumgartner and
Steenkamp 2001). Part of the reason may be thébthrulation of reversals is very
difficult (Ray 1983; Billiet and McClendon 2000)h& fundamental issue in this
regard is that it may be impossible to indepengantinipulate content and form.
Moreover, in many cases it makes sense for resptsitie agree to both an item and
its proposed reversal (Rorer 1965). Another compimservation is that items and
their reversals are too extreme, thus ‘creatingdal®m ground’ that allows
respondents to disagree with both (Schuman and&r&981; McClendon 1991a).
Moreover, differences in the way reversals areardpd to have been shown to be
due to interpretational factors rather than duBR& (Wong, Rindfleisch and

Burroughs 2003). The latter issue is studied intu@p Study 1.

A4.NO SPECIFIC ITEMS, RANDOMIZATION OF CONTENT

Since items used to operationalize a substantivd@eirare selected for their specific

and related content, it is impossible to have ramdontent across such items.

Next to methods that compute response style mesabased on the items that are
also used in a substantive model of interest, messtudies specific items have been

used only to compute/model response styles. Thesieatls are discussed now.

B1. SPECIFIC ITEMS, NO EX ANTE CONTROL FOR CONTENT

A first method that uses specific items is to measesponse styles as they operate
within a set of contentwise related items, i.e haitt ex ante controls for content. The
reason why this approach is so prevalent probalyat it can be used to analyze
secondary data. Often, researchers decide posolstedy the presence and extent of

bias due to response styles in data that theyrwstdor other purposes (e.g. Bachman
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and O’Malley 1984; Jordan, Marcus and Reeder 1B8ler and Sproul 1986;
Shulman 1973; Van Herk, Poortinga and Verhallerd20d other cases, researchers
have used existing scales and computed resporieeargticators based on the items
in these scales (e.g. Bentler, Jackson and Me$8Sick; Gage, Leavitt and Stone
1957). In such context, it may be impossible tostarct sets of items that are not
contentwise related (Rorer 1965). The main advantdghis approach is its general
applicability and the chance it offers to assesstttent to which response styles
operate in specific studies in hindsight. The nth§advantage is that internal validity
is low. More specifically, it is nearly impossiliie disentangle variation in responses
due to content and variation in responses duesfmrese styles. Even if this would be

achieved, the observed response styles might berespecific (Rorer 1965).

B2. SPECIFIC ITEMS, ELIMINATION OF CONTENT

Some researchers have tried to create contenitéras to try and eliminate or
minimize content, such that responses could bidatd purely or mainly to response
styles. Husek (1961) created a content free measkBS. The ESP acquiescence
test “involves giving agree-disagree answer altares to a set of subjects and asking
them to read the experimenter's mind and answestouns he is purportedly thinking
of. However, the experimenter is not thinking ehits, but merely counting from 1 to
10 over and over again” (Husek 1961). Similarlyrefmnd (1962) used a phony
language exam composed of items “whose contentappe be meaningful but is
not.”

A first problem with this approach is that togetheth content it eliminates external
validity. That is, it is doubtful that responselss/to content-free stimuli generalize to

common measures of attitudes and other psychologacables. Second, although

the aim of the content-free approach is to optinmternal validity, there is reason to
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question its success in doing so. More specific#lig plausible that the absence of
content results in a qualitative shift in the pisgander study: freeing
stimuli/questions of content also frees the respamions of meaning. Hence,
responses to such stimuli are merely gambles/gs@sandom number generation
tasks. Consequently, it could be argued that whstiuidied in such case are
guessing/gambling styles, not response styles.gdtms with so-called low content
saturation (Hamilton 1968) suffers from the samtéitions as the content-free
stimuli. As Block (1971) phrased it rather elogugritThis design decision
astonishes me for it suggests that in order ta*fatquiescence, one must look for it
under artificially constrained and irrelevant cmestances rather than in typical
inventory domains where acquiescence was firstestgh am reminded of the drunk
who, having lost his wallet in a dark alley, prodee to look for it under a convenient

street light rather than in the place where thdew/ghould be found.”

B3. SPECIFIC ITEMS, CONTROL FOR CONTENT

To eliminate the effect of content on responseestyéasures, some researchers have
used specific sets of items containing particukzms and their reversals
(Baumgartner and Steenkamp 2001 for their ARS2D#IRS2 measures; Watson
1992). The same remarks apply as those listed ébhaod A3. As mentioned there,

the issue of reverse coded items is discussedioy3t, which is dedicated

specifically to this issue.

B4. SPECIFIC ITEMS, RANDOMIZATION OF CONTENT
A final method to measure response styles makesfusset of items that is
maximally heterogeneous in content. Such appraaedvocated by Greenleaf

(19924, b). It could be said that the basic iddartakethis approach is to reduce the
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effect of content in the set of items to randonsaoif all the items represent different
constructs that are (on average) unrelated, ibeagxpected that there is no
consistency in the responses other than that indogeesponse styles. Greenleaf
(1992 a, b) - for all measures - and BaumgartndrStaenkamp (2001) - for most
measures - use a convenience sample of itemsréhguée representative of items
used in consumer research, since they are takendnypical consumer survey. One
step further, the use of a random sample of itexkart from a relevant sampling
frame (e.g., an inventory of multi-item scales) Woeven further optimize both
internal validity and external validity: internaahdity because the relation or
similarity of an individual's responses to widelgtbrogeneous items is mainly due to
response styles, not content; external validityabee operation of the response style
can be expected to generalize to the populatictewfs from which the random
sample was drawn. In the studies presented irvitisne, such samples of items are
used.

Finally, an issue that merits some further attentelates to the number of indicators
used to measure response styles. In principlenghesindicator based on one set of
items can be used for each response style, a metipigdd in two relatively recent
and influential response style studies (Greenl88R4a, b; Watson 1992). The use of
multiple indicators has the potential benefit tiietasurement error in the response
style measures can be accounted for by modelingeponse styles in a Structural
Equation Model. Though not capitalizing on this gibsity, Baumgartner and
Steenkamp (2001) use indicators based on diffene@isurement methods.
Unfortunately, the use of different measuremento@s is not possible for all
response styles, MRS in particular. As mentionem/apthe method by Billiet and

McClendon (2000) models ARS as a latent variahléjdlimited to ARS. In the
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current dissertation, ARS, DRS, ERS and MRS armatleled as latent variables

with multiple indicators based on random subseth®imarker items. Splitting the

total item set into ‘testlets’ is preferable to gping all information in one indicator,
because it allows for measurement error in theoresp style indicators (Podsakoff et
al. 2003). As detailed in Study 2, 3 and 4 (Chaptés and 7), this is particularly
important since different response style indicatwmesbased on the same sets of items,
leading to correlations that are indicator spectither than structural. As discussed in
Study 4 (Chapter 7), an additional advantage sfdpproach is that the response style

factors can be subjected to measurement invarieste

I MPLICATIONS FOR THE CURRENT RESEARCH PROGRAM

Based on the literature review the following demisi were made regarding the
current research program. Two recent response stytkes have been particularly
important with regard to the question of how to mwa response styles (Billiet and
McClendon 2000; Baumgartner and Steenkamp 200E) niéthod by Billiet and
McClendon (2000) focuses on the relation betwee® ARd the response to reversed
items. Since recent research has suggested thaetation may be more complicated
than initially hoped (Wong, Rindfleisch and Burrtwsg2003), Study 1 (Chapter 4) of
the current dissertation investigates this relatigm further. The other empirical
studies focus not alone on ARS, but also on DRSS BRI MRS. For this reason, an
operationalization is used that enables the sthidyl these response styles. Extending
the approach advocated by Baumgartner and Steenf20@f) and Greenleaf (1992a,
b), response style measures in these studies sed ba representative samples of
consumer research items (listed in Appendix B). &doer, in line with
recommendations by Podsakoff et al. (2003), mdtlbsets of items will be created

to take into account measurement error in the respstyle measurement models.
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CHAPTER 4: RESPONDENTS UNDERSTANDING OF REVERSED ITEMS IN
QUESTIONNAIRES: THE INTERACTION BETWEEN ITEM CONTENT AND

ITEM LOCATION (EMPIRICAL STUDY 1)

CHAPTER OUTLINE

As is apparent from the contradictory recommendatioy measurement experts, the
issue of whether or not to use reversed itemg iden resolved, mostly because too
little is known about how consumers respond tonese items. This study
investigated the response to reversed items asctidn of their distance to their non-
reversed counterparts. Over three thousand resptefiéed out an online
guestionnaire containing a heterogeneous samewveity-six items. Regression
analyses on the observed correlations betweenronge unrelated, positively
related and negatively related items revealedittgatorrelation between two nearby
positively related items decreased with increasitgy-item distance, while the
absolute correlations between negatively relatdstincreased with increasing inter-
item distance. The latter finding lends suppothi Unipolar rather than the Bipolar

Response Model.
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INTRODUCTION

In consumer research, measurement depends heauieaise of self-report scales of
different forms, often Likert scales. At the time introduced his popular scale, Likert
(1932, p. 46) already recommended the use of ralgeA reversed item i’ is assumed
to relate to the same latent variable as its nearsed counterpart i, but in a negative
instead of a positive way. To illustrate with twems taken from the Mavenism scale
by Steenkamp and Gielens (2003), i could be “I ttaik to friends about the
products that | buy”, and i’ could be “I like inttacing new brands and products to
my friends”, but the order of the items and theelalzould as well be invertéd

An advantage of balancing a scale, i.e. mixing gomeunts of reversed and non-
reversed items, is that is may correct summed era@ed scale scores for the
influence of Acquiescence Response Style (ARS)yeah-saying (Paulhus 1991).
Several researchers have reported that ARS biasetts (Baumgartner and
Steenkamp 2001; Bentler 1969; Billiet and McClen@0600; Paulhus 1991). ARS is
assumed to lead respondents to agree to itemgtegsiof content, even if one item

is the reversal of the other (Ray 1983). The preshimechanism behind the

* Since the scaling of a latent construct is esakytirbitrary, it seems most appropriate to coeisttie
attribute of being reversed as a characteristanafem-item pair rather than an item-construct pai
(McPherson and Mohr 2005). As McPherson and Mob0%2 put it: ...] the keying direction of an
item is entirely relative to the definition of tbenstruct of interest: For example, positively l&items
from a depression scale may resemble negativelytkiéggms from a happiness scaldence, the
processes that we will investigate in the curréundys cannot be attributed to characteristics of
negatively worded items (in isolation or becausgythre part of a dominantly positively keyed scale)
such as negations or other semantic attributeis ¢he case in studies by Cordery and Sevastos; 1993

Schmitt and Stults 1985; and Schriesheim, EisenbadHHill 1991).
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acquiescence response style correction by usirggsals can be described as follows.
Assume that the observed scoreoK item i can be decomposed=XT + ARS + R
where T is the so-called true score, ARS refesy/sbematic error due to acquiescence
response style, and Rfers to random error, which has an expected raéaero and

is orthogonal to random error components of otteans as well as T (Churchill

1979). The reversal of the item, labeled i’, thas hs an observed score X-T +

ARS + R (Mirowsky and Ross 1991). The expected weighted sudifference of R
and R is zero (Andrews 1984). The expected weighted su¥) and % will yield ¥2
Xi-X;) =%(T+T + ARS — ARS + R R') = T. For the reversal to have the desired
effect (i.e. correct for ARS), some conditions hawvbe met. First, the effect of
acquiescence response style should be constardridri’ (Billiet and McClendon
2000). Second, the shared variance between the ghould result only from the
latent causes they have in common, i.e. T and AiRBuded in this condition is that
measurement of i should not influence measurenmfdhtivectly, that is, the items
should not interact (Tuerlinckx and De Boeck 200flihe latter condition, which is
labeled non-reactivity, is not met, it would bednect to attribute the covariance
between i and i’ to content and acquiescence respstyle alone. Such faulty
attribution would result in biased estimates ofblationship between the items and
their underlying construct (Tuerlinckx and De Bo&€l01).

The objective of the current paper was twofoldirAtfobjective was to investigate
how and to what extent ARS influences inter-itenrelations. A second objective
was to test the assumption of non-reactivity. Spdly, it was investigated whether
responses to i’ were biased as a function of thegarce and proximity of i. To this
end, inter-item correlations of unrelated itemspaalirection items (i.e. items that are

related to the same construct in the same diréctind reversals were studied.
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CONCEPTUAL BACKGROUND AND HYPOTHESIS DEVELOPMENT

REVERSED ITEMS AND THE ITEM-FACTOR RELATION

Researchers who studied reversals have repeateidig@ out the near impossibility
of formulating such items. Schuman and PresseexXample, dismissed 12 out of 14
items for analyses based on their presumed nodityatis reversals (Schuman and
Presser 1981; Appendix D, p. 345-348). Likewisey R®83, p. 83) listed some
scales that are deemed to be nearly ‘irreversiMeClendon (1991a, p. 69) discussed
such concerns in detail and stated there is a nosaseon two criteria for valid
reversals‘First, and most obviously, the reversal must chahgedirection of the content,

that is, it must be a logical reversal. And secdhd,reversal should not be too extreme, that

is, it should not be a polar opposité/Nhile these criteria are valid conditions for
defining ‘perfect’ reversals, in a measurement erithe objective usually is not to
have a perfect logical and symmetrical reversdlt@have items that have
approximately equally strong relations (usuallytéadoadings) to the same construct
&, albeit in the opposite direction. Reverse iteffitsroare not logical opposites, but
neither are most same-direction items logical egjaivs. If they were, they would be
considered essentially identical and hence redur(@murchill 1979; Rossiter 2002).
Research that studies reversed items in real merasut scales consequently uses
imperfect reversals, i.e. items that are negatigetyelated but not strict logical
opposites (e.g. Billiet and McClendon 2000; MottldpiStefano 2002; Wong,

Rindfleisch and Burroughs 2003).

In addition to being hard to design, reversed itamesalso hard to analyze. It is well-
known to researchers who have used reversalshibse items tend to load on a
different factor than the non-reversals or an aaltlitl method factor (Bentler 1969;

Herche and Engelland 1996; Marsh 1996; Motl andéého 2002; Quilty, Oakman
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and Risko 2006), and/or that the use of reversaldd to data-model fit problems in
confirmatory factor analyses (Cordery and Sevak®@3). These problems are so
pervasive and bothersome, that some oppose thef useersals (Barnette 2000;
Marsh 1996; Schmitt and Stults 1985; Schriesheichkiti 1981; Schriesheim,
Eisenbach and Hill 1991). Based on the finding Haéncing scales reduces at least
part of the ARS bias, others remain in favor (Baarter and Steenkamp 2001,
Paulhus 1991). In order to sort out this debais,necessary to understand what
causes the artificial factors (or ‘artifactors’Marsh calls them). Tuerlinckx and De
Boeck (2001) give two possible causes of relathmtsveen items that are not
explained by the common factor they are both inéeno relate to. The first refers to
the presence of more than one underlying dimensgsulting in a residual
correlation after accounting for the common facfotatent variable that is believed
to have pervasive effects of this nature is ARS¢@Misky and Ross 1991). A second
possible cause of residual correlation betweendtegfers to item interaction. In the
case of item interaction, a individual's resportséam i affects her/his response to
item i’.

To sum up, this leaves three sources of sharedn@ibetween any two items: (1)
the intended common factor; (2) ARS, which operatdspendently of content
(Rorer 1965); and (3) the interaction between itemasuring the same construct (in
the same or reversed direction). The latter effedependent on accessibility of item i
when responding to item i’, as will be discusseadrlaNow the effect of ARS and

item interactions will be focused upon, after whigipotheses will be generated.

BIAS DUE TO ACQUIESCENCE RESPONSE STYLE

Researchers often find low absolute correlatiomaéen items presumably measuring

opposite poles of one bipolar dimension. This kdsb intense debates on whether or
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not given constructs, like valence of affect, ssfeem and others, are best
conceptualized as one bipolar dimension or twoalaipdimensions (Bentler 1969;
Russell and Carroll 1999; Carroll, Yik, Russell &8alrett 1999; Marsh 1996; Motl
and DiStefano 2002; Warr, Barter and Brownbridg83t9Vatson 1988). Several
researchers have identified Acquiescence Respdyge(8RS) as the main culprit
for the confusion (McClendon 1991a; Bentler 196Q@ssell and Carroll 1999;
Carroll, Yik, Russell and Barrett 1999; Motl andSbefano 2002; Warr, Barter and
Brownbridge 1983; Mirowsky and Ross 1991). In mautar, ARS variance in
measures of affect is assumed to lead to a spunotsase in observed correlations,
inflating positive correlations and biasing negatoorrelations upwards towards zero
(Green, Goldman and Salovey 1993; Tomas and O1i988). This effect has been
acknowledged to be present in other content donzainvgell (Paulhus 1991;
Podsakoff et al. 2003). The net result of thiscffe that the baseline correlation
between two unrelated items is expected to take positive value, rather than zero.
Hence the following hypothesis is advanced:

H1: After controlling for content, the expected redation between two items

is positive.

The effect of ARS has been shown to generalizeast lover the items within one
guestionnaire (Greenleaf 1992a). However, usingdhoc set of items, Hui and
Triandis (1985) find that nearby items may shareentdommon response style bias
than do items that are further apart. This showkercorrelations between scores of
neighbouring parts of a questionnaire: the closerdubsets of items in a
questionnaire, the higher their correlation. Theptietical base for this phenomenon

would be that ARS has at least a component thaistable over time (within the
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period of filling out a questionnaire) and hencevg$iits effects in a local rather than
a general manner.
In line with this, a second hypothesis is proposed:
H2: The positive correlation between unrelated gewil decrease as a
function of inter-item distance.
While the above-mentioned hypotheses apply to &mg-pair, regardless of content,
the next discussion will focus on how the placenwdntems might further affect

inter-item correlations for contentwise relatednigein particular.

ITEM INTERACTIONS: THE EFFECT OF ITEM LOCATION

In marketing research, there are two common methbgssitioning contentwise
related items within a questionnaire (Ostrom, Batd Skowronski 1992). In the first,
the researcher positions items that measure the sanstruct together in blocks.
Other researchers use the second method, dispsesimgrconstruct items over the
questionnaire, mixing them with other-construainige The idea of the latter method
is that the content and meaning of an item shoeldl&ar in and of itself and that
grouping same-construct items might lead to afi@aily high internal consistency
(Budd 1987; McFarland, Ryan and Ellis 2002). imag clear, however, how these
practices affect the interpretation of and respstséehe items, and how this in turn
might affect the validity of reversals.

Budd (1987) shows that respondents’ degree of stargiy across related items
increases when the relationships between these #eenobvious. To the respondent,
topical organization of the items often is a clieaication of conceptual organization.
As Ostrom, Betz and Skowronski (1992, p. 297) s€®eople do not just passively
respond to survey questions as if they were lookmpgnswers in a dictionary, but

they actively form cognitive representations ofghevey and its items. These
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representations, in turn, guide the respondent'snaars.” Studies by Knowles (1988)
and Knowles et al. (1992), Ostrom et al. (1992) Budd (1987) have shown that
responses to items are not merely a function oitéime itself, but are also affected by
the presence and proximity of other items measuhiagsame construct. Specifically,
Budd (1987) has found that grouping items that mesathe same construct lead to
higher inter-item consistency in components oftheory of Reasoned Action.
Similar findings were obtained by McFarland, Ryad &llis (2002) in a personality
assessment context. Ostrom et al. (1992) suggatstetspondents construct a
cognitive representation of what the questionnigigetually measuring. This
representation, which can be continuously upddkenh guides responses to
subsequent items.

Items that are near one another are more readédypireted as tapping the same
construct (Budd 1987; Ostrom, Betz and SkowronSki2). Moreover, carryover
effects have been shown to be rather local, fadinigvith increasing inter-item
distance (Feldman and Lynch 1988; Tourangeau, BlasiBradburn and D’Andrade
1989; Tourangeau, Singer and Presser 2003). Thgdorg leads to the prediction
that same-direction items will correlate more sgitgrihe nearer they are to one
another:

H3: After controlling for ARS, the correlation beten a pair of items
measuring the same construct in the same direatibdecrease with
increasing inter-item distance.

It is less clear, however, how inter-item distandiéaffect the correlation between
reverse-direction items. At least two outcomespdaesible, each of which is in line

with current theorizing. The negative correlati@ivieen an item pair i and i’ can
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either decrease or increase in strength with irsimganter-item distance (after ARS
has been controlled for).

Hypothetically two basic models of the way resparidgrocess reversals can be
proposed: “Unipolar Responding” (UR) versus “BipdResponding” (BR). In the
BR model, respondents react to item i and iterha’way the researcher intended.
This means that the respondents interpret the isenopposite in meaning, retrieves
all information relevant to this construct, andéé#seir answers to both items on this
information, making sure to reverse the responseeno i’ when mapping the overall
judgment to the response scale.

In the UR model, the respondents interpret itesiriedated to construét retrieve
information relevant to this item and formulatesaponse (for a discussion of the
response process as a whole, see Tourangeau,iiipgaginski 2000). When
confronted with item i’, they interpret this itera nked to another construgt
retrieve information they deem relevant to thisstaunct and answer to item i’ based
on this information. The major issue here is thatrespondents interpret item i’ as
relating to a different dimension than i. Whethwas is due to a conscious act
requiring interpretation, hypothesis generationuie construct, and continuous
updating of this hypothesis (Ostrom, Betz and Skmski 1992) or an effect based on
the retrieval of a different set of beliefs (Tougaau 1992) is of secondary importance
for the current study. It seems most plausible ltlodih processes are closely related,
in that interpretation of the question guides estal of relevant information
(Tourangeau, Rips and Rasinski 2000).

Research has indicated that inter-item distancgpdites the effect exerted by
preceding items on target items (Feldman and Ly&88; Tourangeau et al. 1989;

Tourangeau et al. 2003). Under the UR model, witesymed opposite-direction
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items are placed next to one another, respondeais £ be focusing on the construct
that was activated by the first item, and may réghe second item as irrelevant to
this construct. This interpretational process wdestl nearby reversals to have a
relation that is orthogonal rather than oppositst(@n et al. 1992). At least, this is
what is expected if respondents fail to acknowletthgebipolarity of the construct and
the opposite relations that items i and i’ havearg it. Under the BR model, that is
if respondents would respect the intended bipgigpitoximity of i and i’ would result
in a highly negative correlation between the two.

To sum up, current theory leads to two competingptiyeses concerning the
outcomes of reversed items. Therefore, both anegsed as mutually exclusive
hypotheses for empirical testing:

H4a: After controlling for ARS, the correlation lagten a pair of reversed
items will become less strongly negative (closezem) the closer both
items are located to one another in the questioan&his is called the
Unipolar Response model.

H4b: After controlling for ARS, the correlation beten a pair of reversed
items will become more strongly negative (divergirgm zero) the closer
both items are located to one another in the quasdire. This is called
the Bipolar Response model.

To clarify, the inter-item correlations as expeateder both models are depicted in

Figure 4-1a and b.
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Figure 4-1a
Hypothetical graph of r as a function of inter-itemdistance for the Bipolar

Response model
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Figure 4-1b
Hypothetical graph of r as a function of inter-itemdistance for the Unipolar

Response model
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M ETHODOLOGY

RESPONDENTS

A sample was taken from the general online poparaby recruiting respondents on
multiple major portal websites for the Dutch spealpart of Belgium. Data were
collected by means of an online questionnaire whidmot allow respondents to
scroll back to previous pages. Respondents weddltak the online survey was part
of an academic study mapping the opinions of thmufadion with regard to a wide
variety of issues. 3114 valid responses were obthilm this sample, 1607
respondents (51.6%) were male, 1179 (37.9%) hagheeheducation (i.e. formal

education after secondary school), and the avexrggevas 39.4 years (s=13.9).

I TEM SELECTION

The above hypotheses were tested using a datassd bn a questionnaire that
contained a wide variety of items, 76 in total, sisting of the following sets. (1) 10
pairs of reverse items (totaling 20 items) weralcanly chosen from the scales
compiled by Bruner, James and Hensel (2001). Eatfedtems was positioned
randomly throughout the questionnaire, resultindifferent distances between the
respective pairs of reversed items. (2) Furtherjtdms of two balanced multi-item
scales were dispersed throughout the question(ispositional Innovativeness,
consisting of 3 positive and 5 negatively scorechs; and Market Mavenism,
consisting of 2 positively and 2 negatively scotedhs; Steenkamp and Gielens
2003). (3) The items of one unbalanced multi-iteae were also dispersed
throughout the questionnaire (Susceptibility to iNative Influence, consisting of 8
positively scored items; Steenkamp and Gielens 283 Also included in the

questionnaire was one unbalanced scale, the itemisioh were placed together as a
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block of items (Trust and Loyalty in a clothingagttontext, consisting of 4 positive
trust and 4 positive loyalty items; Sirdeshmukmgi and Sabol 206 (4) Finally,

28 filler items were randomly selected from theles@ompiled by Bruner, James and
Hensel (2001). More specifically, a two step samplprocedure was used: first,
scales were randomly sampled, after which one Wasirandomly sampled from
each scale. If two scales related to the same mbdtenain (e.g. price sensitivity),

one was excluded from the sample. Consequentlgetitems were not contentwise
related neither to the other items nor to one aroth addition, they were randomly
dispersed throughout the questionnaire, in pagidoy having research assistants
who were not informed about the purpose of theysttahdomly assign the items to

positions in the questionnaire.

DEPENDENT VARIABLE

As the data points in the analyses observed itgéer-Pearson correlations were used.
Therefore, Pearson correlations between all 76siteere computed. To account for
missing data (all item pairs had at least 300Qdvaltiservations), the correlation
matrix was estimated using the EM (Expectation Muazation) algorithm in NORM
(Schafer 1999). The EM algorithm is a method faiaobng maximum-likelihood
estimates of parameters from incomplete data. Eneodraphic variables age, sex
and education level were used as covariates imastig the correlation matrix (in

line with the missing at random assumption; Schafer Graham 2002).

Of a total of 2850 correlations, 29 were basedemense coded item pairs and 71

were based on same direction item pairs. The athreelations were based on items

® These scales were coded as one construct betmyseere very closely related.
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that had no contentwise relation to one anothdrth&ke correlations made up the

dependent variable in a multiple linear regressmaalel.

The observed correlations were regressed on indepérariables that reflected
questionnaire design and content factors that daoeoss the item-pairs under study.
Studying correlations as the dependent variablerelasant because studies in the
domain of reversals have focused on inter-itemetations (e.g. Wong et al. 2003), or
methods based on correlations (e.g. Billiet and Mn@on 2000), since inter-item
correlations capture the variance shared by thesitend indicate both the strength
and direction of their association. The aim of tberent study was to add to the
understanding of how items correlate as a funaifdaheir shared content, response
style bias and inter-item distance. The current@ggh required a shift in the data set
from respondents to item pair correlations. In potherds, the unit of analysis was not
the respondent, but the inter-item correlation (goted across respondents). For a
statistical discussion of the Pearson correlaser, Appendix 4-1. Similarly
restructured data sets were used before to stsgpmse styles (Knowles 1988;
Baumgartner and Steenkamp 2001, p. 153). BaumgaaeSteenkamp (2001) used
correlations between scales as the dependent keanmad multi-level regression
model. Likewise, Knowles (1988) used item-totalretations as the dependent
variable in a regression model. In Knowles’ regi@ssnodel, serial position of the
item was the main independent variable and allstemasured the same construct. In
the current study, the items tapped a wide diwedditonstructs. Therefore, variables
were included that capture this aspect of the taiiom. More specifically, dummies

were created that indicated whether a correlatias based on two items measuring
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the same construct or not. Further, in stead ddliseositior?, the inter-item distance

was used as an independent variable of interest.

REGRESSION MODEL

The following regression equation was testge: 8o+ 1 * LN_DIST;; + po *
SAME_g; + B3 * REVERSE & + B4 * DIST_SAME; + ps * DIST_REVERSE +g;,
where j is the correlation between item i and j.

The intercepfo corresponds to the expected inter-item correldtotwo subsequent
items, controlling for contentwise relations. Henttés intercept indicates the
baseline correlation that is due to ARS varianaresh by the items (Hypothesis 1).
Also, a variable was created indicating the distadmetween the two items in each
correlation, expressed as the number of interveitémys (i.e. the number of items
positioned in between the two focal items). Becahseeffect of distance was
expected to show a decreasing effect, the natgatithm is taken of (distance + 1)
resulting in the independent variable LN_DIST. Tingsformation compresses the
distance scale as it takes on higher values, wkithline with theoretical
expectations (Feldman and Lynch 1988). The mamcefif LN_DIST on r
corresponds to the notion that nearby items masestare common response style
bias than do items that are further apart (Hypash2s

Further, two dummy variables were created: the fitenmy marks item pairs
assumed to tap a same latent construct in the daewtion (SAMEE). A second
dummy variable flags item pairs that tap a samentatonstruct in the reverse

direction (REVERSEY). The variable DIST_SAME is equal to LN_DIST for

® which was relevant given the presence of onlyamestruct in Knowles’ study, such that serial

position corresponds to the cumulative exposuragasures of the same construct.
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SAME_¢ pairs, zero otherwise, and DIST_REVERSE is equaN_DIST for
REVERSE ¢ pairs, zero otherwise. In other words, these teapeesent the
interactions between distance on the one hand, SANHEypothesis 3) and
REVERSE ¢ (Hypothesis 4a and Hypothesis 4b) respectiveltherother hand.
Finally, the disturbance terng;{ captures the variance in inter-item correlatitra
has not been accounted for by the above variablesding correlations due to
specifics in content and/or form, not capturedi®sydummy indicating their

measuring the same construct.
RESULTS

With an R? of .454 the regression model explainszable proportion of variance in
the observed correlations (p<.001; adjusted R?5.488% multiple linear regression
analysis assumptions were met. First, all conditimiexes were below 7, indicating
there was no problem of multicollinearity. The stardized residuals showed
approximately normal distributions (as revealedcharormal P-P plot of the regression
standardized residuals). Additionally, the regm@ssioefficient estimates were robust,
since they varied only mildly when estimating thedel on different subsamples of
correlations and using different model specificagi¢see below).

Table 4-1 lists the results of the regression aislyrhe observed correlations
between same- and reverse-direction items as gidanaf LN_DIST are shown in
Figure 4-2a. Figure 4-2b depicts the regressioni@gdpredicted values of inter-item

correlations over inter-item distance (untransfafjne

Response styles in consumer research - 60



4 — |tem content and location

Figure 4-2a:
Observed inter-item correlations (y-axis) and lineatrend of same and reverse

direction item pairs only as a function of LN_DIST (x-axis)
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Figure 4-2b

Predicted inter-item correlation (y-axis) as a funtion of non-transformed inter-

item distance (x-axis), based on regression estinest
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TABLE 4-1

RESULTS OF REGRESSION ANALYSIS ON OBSERVED CORRELANS

Unstandardized 95% Confidence

R2=10.45

Coefficient$ Interval for B
B S.e. Lower Upper t Sig.

Bound  Bound
Intercept 0.082 0.005 0.072 0.091 16.85 < 0.001
LN_DIST -0.014 0.002 -0.017 -0.011 -9.13 <0.001
SAME_¢ 0.521 0.017 0.487 0.554 30.41 <0.001
REVERSE & -0.179 0.041 -0.260 -0.098 -4.34 <0.001
SAME_DIST -0.068 0.007 -0.081 -0.054 -9.87 <0.001
REVERSE DIST -0.035 0.014 -0.062 -0.008 -2.56 0.010

20nly unstandardized coefficients are reported sbuth the independent variables
and the dependent variable are expressed in acriieditiis readily interpretable.

The intercept of the regression equation, 0.0823, pasitive and significantly
different from zero (p<.001). This indicates thHa faverage correlation between two
items that are situated next to each other in atgqpmaire (i.e. distance is zero) is
positive, even after controlling for contentwiséatedness. This is consistent with the
notion that ARS inflates correlations, as positetiypothesis 1. Further, as stated in
Hypothesis 2, the main effect of inter-item disemas statistically significant and
negative, but rather small (B = -.014). Linear apblation of this result beyond the
range of the data - to obtain a mere indicatiomggested it would take an inter-item
distance of over 200 items to obtain a zero caimggafter rounding to two
decimals) between two contentwise unrelated items.
The main effect of SAMEE was highly significant, positive and substantiasize.
Specifically, the expected correlation of two itepnebing the same construct was

0.521 after controlling for the baseline correlat{oe. the intercept, corresponding to
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ARS) and the effect of distance (LN_DIST). For & pareversed items, the expected
correlation at inter-item distance zero was -0.179.

The interaction effect between distance and res@gtISAME_E and REVERSEE
were both significant and in the direction thatasisistent with the Unipolar
Response Model. Specifically, as inter-item distaimcreased, both the correlations
between same-scale items and between reverseisratedecreased. This means that
the contentwise consistency for same-directionstgmes down with distance, while
going up with distance for reverse-direction iteience, Hypothesis 4a and the
Unipolar Responding (UR) model were supported, evhliypothesis 4b and the
Bipolar Response (BR) model were refuted by thalteslt is important to note that
the discrepancy between the expected correlatioref@rsed items and same-
direction items is dependent on the inter-itemadiise at which the correlations are
considered. Using the parameter estimates in #aflgt is estimated that the
absolute expected correlation between a pair oesdinection items (SAME) is
equal to the absolute expected correlation betvagaair of reversed items
(REVERSEY) if both pairs have inter-item distances aroundid®ther words, if the
distance measure would be centered on 45, the &xpabsolute correlation between
reversals and non-reversals (considered at thee@pi would be equal in size. The
reported results should therefore not be intergrateindicating that reversals lead to
lower absolute correlations as such. Rather, ralgethat are positioned right next to
their non-reversed counterparts lead to lower abbsaorrelations.

The same analyses were carried out taking polycharirelations instead of Pearson
correlations as the dependent variable. The reatdtslescribed in Appendix 4-2 and

led to the same substantive conclusions as repabede.
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DiscussION

In this study, two findings are key: (1) the preseof a non-zero baseline correlation
for nearby items which decreases as a functiontef-item distance; and (2) the
reactivity of measurement, leading to an upwarg bigboth same-direction and
opposite-direction correlations the nearer the $tame to one another. Next, each of

these is discussed in more detail.

POSITIVE BUT DECREASING BASELINE CORRELATION

Consistent with hypothesis 1, a positive correfabetween items after controlling for
content (SAME¢; REVERSEE) was found. Note that this correlation did not egee
among an ad hoc set of related items, but amomgyaheterogeneous set of items,
sampled from the scales compilation by Bruner, aamel Hensel (2001). This result
therefore adds considerable weight to previoudriggland clearly corroborates the
proposition that even unrelated items from validateales are significantly correlated
as the result of acquiescence response style (Batimeg and Steenkamp 2001;
Billiet and McClendon 2000). While the size of theseline correlation is not huge, a
correlation of 0.082 is definitely worrisome inHigof the range of effect sizes of
correlations and regressions commonly reporteddmksciences (Green 1991).
Response style bias can be expected to lead tesiiraation of internal consistency
of scales (Green and Hershberger 2000), and retatietween scale variables
(Baumgartner and Steenkamp 2001). The currenttsesnite again highlight that this
problem should not be neglected and that researsiheuld take into account this
bias in their analyses (see, e.g. Watson 1992).

In line with hypothesis 2, a decline in the pogtiater-item correlation as a function
of inter-item distance was observed. This findieigds some support to Hui and

Triandis’ (1985) finding that nearby items in a gtiennaire share more common
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response style variance than do items that aredudpart. The decline is very
shallow, however. Further research on the (in)btaloif response styles seems

warranted.

DECREASING UNIPOLARITY OVER INTERITEM DISTANCE

Since the attribute of being reversed or non-reackepplies to an item pair and not to
a single item, there is no reason to expect thegrsals have any specific
characteristic that non-reversals do not havegdine two are interchangeable by
definition. In this research, the first item wasisigered the non-reversed item i, and
the one that follows this item as the reversabince the items were randomly
assigned to serial positions, it was impossibleaiosider reversals and non-reversals
as two separate classes of items to which diffeespgonse processes apply due to the
item considered in isolation. Keeping this in mititk response to a reversed item
seemed to be biased by the presence of its nomsexieounterpart. The net effect of
this is that the expected absolute correlation betwtwo nearby reversed items is
much weaker than the expected absolute correlatbmeen two same-direction
items. While this finding seems to confirm the pgesbatic status of reversed items as
discussed by Marsh (1996) and Wong, RindfleischBumdoughs (2003), the current
results also offer an important qualification. brfcular, inter-item distance
moderates the discrepancy between same- and rdwdirsetion items: negatively
related items will have larger absolute correlatitme further they are apart in the
questionnaire, while for positively related iterhe bpposite occurs. As Figure 4-2
illustrates, in the current data set the estimatesblute correlation for non-reversed
and reversed pairs of items became similar onceatbétems were approximately 45
items apart in the questionnaire. This finding nwikglausible that in the absence of

contamination by their reversals, inverse scoreist may relate equally strongly to
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the latent construct they operationalize as da g&ne-direction counterparts (after
correcting for ARS; Schuman and Presser 1981; Muftla 1991). This makes
perfect sense in light of the observation thatsiteding - and hence the direction - of
latent constructs is essentially arbitrary.

Moreover, the findings support a unipolar respogdldR) model: on average,
respondents seem to interpret a reversal i’ a®gatihal to its non-reversed
counterpart i’ if the two are positioned next teeanother in the questionnaire. This
effect dissipates over increasing inter-item diséaThis decreasing reactivity of item
with increasing inter-item distance is in line wjitevious research, including
Feldman and Lynch (1988). However, paraphrasingrgah and Lynch (1988), it
could be argued that in the case of reversals pgngutems that measure the same
construct might lead to ‘self-generated non-vajidif the measurement model
(rather than self-generated validity). The obsemea@rsed item effect will lead to a
factor structure in which reversed items show dilognear zero in stead of the
expected negative loading. How strong this effectan be directly read from the
data presented here, in that estimated factordgador a factor measured by two
items i and i’ will be equal to the square rootlodir absolute correlation, adding a
negative sign for one of the items. So, for examijoletwo items that are next to one
another in a questionnaire, one would expect lggmdof approximately .28
(=0.082'2) if both are used to operationalize ARS, loadiofy8.72 if the two items
are measuring the same construct in the sameidmeeind 0.42 if they are measuring

the same construct in the opposite direction.

IMPLICATIONS FOR QUESTIONNAIRE RESEARCH

Obviously, the reported findings also bear uporiteeature concerning the

psychology of survey response. While balanced s@ike used to partially correct for
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bias due to response styles, the current reseigslglshow that the process of
responding to reversals is somewhat more comptidhten a straightforward
acquiescence response style related account (aswed in the introduction) may
imply. Specifically, it is found that reversals aret always responded to as such by
respondents, and that this error is systematicelfted to the presence of a non-
reversed item and its proximity to the reversakrgfore, in addition to ARS,
balanced scales may also be affected by othera®wofcerror which are clearly
content-related. These sources of error by dedimitio not classify as response styles
as delineated by Rorer (1965). Rorer dismissed ofdbie response style literature
based on the observation that it could not disgi¢arontent from style. In addition,
the response to reversals seems clearly distioet the so-called baseline correlation
that was observed between a large heterogeneookisghs. One important
implication for response style research is thataly be most valid to measure
response styles (conceptualized as pure behatedéncies not related to content;
O’Neill 1967; Rorer 1965) by measuring consistesitgrns of response selections
over a heterogeneous set of items (Greenleaf 1892ather than as the number of
double agreements, i.e. agreements to an itemsaneviersal (Watson 1992; Billiet
and McClendon 2000). The latter method might besmeag a mix of response
styles, interpretational differences and contenthls regard, it is significant that
measures of double agreements to non-reversecaased items have also been
used to measure attitude ambivalence (Wegener 895, p. 457). Double
agreements with reversals may be partly due tocoortent related response styles,
but clearly are also a function of content-relatedtext, mediated by top-down
processing. Wong, Rindfleisch and Burroughs (2@08) point out that double

agreements with reversed and non-reversed itemsoaraerely the result of ARS,
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but of interpretational problems due to the presgaad proximity, although this is
not stated as such) of non-reversed items. In gtedy, Northern American
respondents seem to be less context sensitivésinepard than are Eastern Asian
respondents. Therefore, it would be interestingvestigate how the current results,

obtained from a European sample, would generadizetter cultures.

I MPLICATIONS FOR THE USE OF BALANCED SCALES

This leaves the researcher with the question othreor not to use reversed items
and balanced scales. Based on the current as syetesious findings, the following
recommendations can be proposed.

First, given the current state of knowledge, reafsrshould not be used to create
measures of ARS. The process leading to doubleagmet to both an item and its
reversal is more complex than a constant additiR& Anodel would imply.
Incidentally, such measures have quite often sHowrreliability (e.g. Watson 1992;
Johnson, Kulesa, Cho and Shavitt 2005). It is dafeneasure response styles as a
general tendency to select particular responsgsdeging agreement in the case of
ARS) over a broad set of unrelated items (Greerl8agb).

Second, when using balanced scales (e.g. becarisarethe only validated
alternative available), it may be recommendabletmgroup the items. For example,
a scale consisting of two same-direction item#i@ p and one reversal (k’), could be
positioned in the beginning (i), the middle (k’)catine end (j) of the questionnaire.
This would reduce artificial inflation of the colagon between i and j, as well as
artificial bias towards zero of the correlationsveen k' and i and between k' and j.

Ideally, both recommendations have to be appliedikaneously in research designs.
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L IMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

The number of correlations based on unrelated i{@Ms0 so-called baseline
correlations) might seem disproportionate relatovéhe number of correlations based
on reversed items (29 correlations) and non-redamsiated items (71 correlations).
This is a consequence of the fact that any fiteemicould be correlated with any
other filler item, while the other types of corr@as were much more selective by
design. The apparent imbalance of contentwise at@elitems to contentwise related
items is not problematic. By using the dummy speaiion that reflected the different
types of correlations, and by creating interactemms of these dummies with each of
the effects, separate effects were estimated éodifferent categories of items, and
all estimates had their own appropriate standaat®rAt the same time, ARS was
being controlled for in a highly reliable way (bdsan the many baseline
correlations), such that the main effect and tiieceimoderated by distance of ARS
could be assessed independently of the item-irtteraeffects. Further, the
correlations were based on a large number of repus (over 3000) which
enhanced their stability and reliability (Zimmerm&umbo and Williams 2003), and
the items were randomly assigned to positionsemngthestionnaire. These factors
made it possible not to include extraordinarifglanumbers of reversals in the
guestionnaire, which might have led respondenbetmme acutely aware of the set-
up, possibly even leading them to see the tasKraversal examination’ rather than
an ordinary questionnaire.

The specific curve of reversed item correlationa &sction of inter-item distance
was attributed to a unipolar response model. Thieda@ontents of the questionnaire
in the current study renders implausible an othesvaippealing alternative

explanation of this phenomenon. Specifically, gpendents fill out a series of
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positively related items and are then confronteith @ireversed item, careless reading
might lead some respondents to misinterpret thersex item as a same direction
item (Schmitt and Stults 1985). However, for tHiget to occur, it seems that many
similar items should occur in an uninterruptedese(cf. Drolet and Morrison 2001).
Though this was the case in studies in which athegaem method effect has been
observed (e.g. Marsh 1996; Motl and Distefano 20@®)as not in the current study.
Since the length of the questionnaire used forghidy was limited to 76 items, most
inter-item distances were quite small. The medi@riitem distance in the data is 23.
It would be useful to further study the current pbmena using longer questionnaires.
Possibly, the effect of distance on r fades outpletely after a given distance. The
current data are too limited in scope to find out.

For now, good fit was obtained using the naturghtithm of (distance + 1). Though
the natural logarithm is an often-used transforama{Greene 2003, p. 11-13;
Tabachnick and Fidell 1996, p.80-82), other speaiions are also possible, and some
of these possibilities are shortly reviewed belblte that the substantive findings
were found to be robust over different specificagio

As an exploratory exercise several specificatidrth® regression model were tested:
(1) a strictly linear model; (2) a model with quatilc effects of distance (and its
interaction terms); (3) a spline regression, wiieeceffect of distance (and its
interaction terms) was allowed to be differentha inter-item distance range of 0-10
versus 11-76. However, the different specificaticesilted in the same substantive
conclusions, where (1) there is a significantlyifpes base correlation (the intercept)
in the range of .05 to .08, which is slowly deciimitowards zero over distance, (2) a
negative correlation between reverse-directionsterhich grows in strength

(becomes more negative) over increasing inter-destances, and (3) a stronger
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correlation between same-direction items which alseoe pronouncedly declines
over inter-item distance.

In addition to further quantitative research, itulbbe most interesting to further
validate the current findings by means of cognitiverviews (DeMaio and Rothgeb
1996; Jobe and Mingay 1989). Specifically, it wobklenlightening to study
respondents’ processing of unrelated items, sareetdin items and reversed items
in a controlled setting. Using questionnaires samib the one used in the current
study, respondents could be asked to think aloubegsprocess the meaning of items
and retrieve information. It would be especiallievant to observe the extent to
which respondents refer to previous items and hespandents use the intended
scoring direction of the items (non-reversed oersed) and inter-item distance as
input for the comprehension process. Another isterg probing technique would be
to ask respondents to paraphrase reversed iteng) ivord these items in the
respondents’ own words. This would be indicativevbkther or not respondents refer
to related concepts when processing reversed items.

Finally, a study is planned that approaches theesmvestigated here from a
different perspective. The current study used eéen-item design with a one-time
random assignment of items to locations. In a ¥ollgp research, a between-subject
design will be used. In this study, item contenit e kept constant by investigating a
pair of reversed items and a pair of non-reversads. Item location of item i and i’
will be randomized over respondents. The followiegression model will be tested:
Xi =a +B1 ARS +B, % + B3 (X * LN_DISTj;) + €, where x and x are the observed
scores on itemiand i’, ARS is a measure of acpeirce measured over a set of
heterogeneous filler items, LN_DI&Ts the natural logarithm of the distance +1

between item i and ', andl, 31, B2 and3; are the regression intercept and weights.
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corresponds to the mean of 8 to the effect of ARS3; is expected to be negative
and corresponds to the extent to which the extyeaiia respondent’s position on the
construct underlying both items is identical ines{but opposite in direction) for i and

i’, and 33 captures the effect of distance on this relation.
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APPENDIX 4-1: STATISTICAL DISCUSSION OF THE PEARSON CORRELATION

Observed sample Pearson correlations are not witheir limitations. A

combination of factors leads observed inter-itemedations in general to be
imperfect, and this from two perspectives: (1)dbsolute population correlatiopy |
between two items tapping the same construct isstimever equal to 1, and (2) the
observed sample correlation r is not equal to tgufation correlatiop. The main
reason why inter-item population correlations wik be exactly 1 or -1 is that such
items would be considered to be identical and heedendant. The reasons why
observed sample correlations are smaller in alessiae tham include coarseness of
measurement scales (Green and Rao 1970), violasfadistributional assumptions
(Kraemer 1980), a slight structural bias towards Z€immerman, Zumbo and
Williams 2003), range restriction (Sackett and Y200; Chan and Chan 2004), and
random error in measures (Charles 2005). On ther didind, for rating scales having
at least five response options, the use of Peamwalations is defendable and quite
commonly accepted (Bollen and Barb 1981; Srinivas@hBasu 1989). Moreover,
the Pearson correlation remains a popular statistize social sciences, and most
researchers readily understand the meaning oizbeasd direction of correlations.
Therefore it is relevant to use Pearson correlatamthe variable of interest in this
study. To ensure that this choice does not inflaeghe results in some way, Appendix
4-2 also presents the results of the same anaigsig the polychoric correlation
coefficients as the dependent variable.

In the analyses, untransformed correlations ard tetber than a Fisher z-
transformation for several reasons. First, rawedations are more meaningful and
easier to interpret (e.g. the meaning of a .05 gbamr is readily interpretable to most

researchers). Second, the correlations in the mustady have a mean value of .044
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(SD=.11), with a minimum of -.56 and a maximum8..Consequently, most
observed values are removed far enough from (gt toworry about the instability
of the variance of r near (-) 1. In addition, tlstiraates in the current empirical study
will be based on a sufficiently large sample opardents to reasonably assume
stable and nearly unbiased estimates (Zimmermampgdwand Williams 2003).
Finally, the z transformation in the first placephgs to r estimates sampled from the
same population of real correlations, while in stisdy, each observed r is an

estimate of a different true correlation.
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APPENDIX 4-2: REPLICATION USING POLYCHORIC CORRELATION COEFFICIE NTS

The polychoric correlation coefficient is a measofr@ssociation that serves as an
alternative to the Pearson r in situations in whiehvariables of interest are
continuous but the measurement instruments yielthar data (Pearson and Pearson
1922). Procedures for estimating the polychoricettgyed by Olsson (1979) are
based on the assumption that the unseen undexgimgples are continuous and have
a bivariate normal distribution. The polychoric ation coefficient, calculated from
ordinal transformations of bivariate normal varedlresults in an unbiased estimate
of the correlation between the original bivariatemal variables (Olsson 1979).
Babakus and Ferguson (1988) recommend its use ddtarare ordinal.
The polychoric correlation matrix of the 76 itemasaestimated in Mplus 4.0.
Application of the regression model discussed értiain text to these data gave the
estimates in Table 4-2-1.

TABLE 4-2-1

REGRESSION ESTIMATES FOR POLYCHORIC CORRELATIONS

Unstandardized 95% Confidence

R2=0.41

Coefficient$ Interval for B
B s.e. Lower Upper t Sig.

Bound  Bound
Intercept 0.092 0.006 0.080 0.104 15.24 <0.001
LN_DIST -0.017 0.002 -0.020 -0.013 -8.43 <0.001
SAME_¢ 0.578 0.021 0.536 0.620 27.00 <0.001
REVERSE & -0.192 0.052 -0.293 -0.091 -3.73 <0.001
SAME_DIST -0.064 0.009 -0.081 -0.047 -7.45 <0.001
REVERSE_DIST -0.044 0.017 -0.077 -0.010 -255 0.011
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The results led to the same substantive conclusirisome remarks are in place.
First, the intercept was even higher than in tredyesis using r as the dependent
variable. This indicates that the effect of acqteese response style may be
underestimated if the coarseness of the scalet imken into account. In line with

this, the correlations between same-construct emerse-construct items were
slightly stronger (i.e. respectively more positared more negative) in the current
analysis. The distance effects were similar toghmistained when using the Pearson
correlation, with the main effect and the REVERSIES Deffects somewhat stronger,
the SAME_DIST effect a little weaker when usingymbloric correlations. In sum,

the findings reported above are not limited to Beaicorrelations, but also generalize

to polychoric correlations.
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CHAPTER 5: THE SHORT TERM STABILITY OF RESPONSE STYLES

(EMPIRICAL STUDY 2)

CHAPTER OUTLINE

Based on a literature review, nine models are mepahat specify the extent of
(in)stability over a single questionnaire admirasitin of four response styles:
acquiescence, disacquiescence, midpoint and extespense style. Using secondary
data (Hui and Triandis 1985) and primary data,ragarison of these nine models is
made based on model fit and model estimatesctinisluded that response styles
have a major stable component that might need tmbglemented by an
autoregressive component in specific cases. Intita of these results are

discussed.
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INTRODUCTION

Much of the research in the social sciences heaepends on respondents’ self-
reports. A good deal of these self-reports useesaansisting of closed-ended agree-
disagree items. Unfortunately, such measures &a bfased by response styles,
defined as behavioral tendencies to disproportepaelect a subset of the available
response options (Rorer 1965; O’Neill 1967). TH®feing such response styles
have been defined and studied in the behaviorahseb: acquiescence response style
(ARS), disacquiescence response style (DRS), egtresponse style (ERS), and
midpoint responding (MRS), which respectively refedisproportionate use of the
alternatives at the positive end, the negative tredextreme ends, and the middle of
the rating scale (e.g. Baumgartner and Steenkarp; Zereenleaf 1992b; O’Neill
1967; Rorer 1965; Van Herk, Poortinga and Verhal@@4; Johnson et al.2005). The
extent to which these response styles should becteg to systematically affect
agreement-disagreement scores, and the relaticwsédre such scores, revolves
around the issue of their stability. In the besecscenario, the effect of a response
style does not generalize across any two itemgeshaces to random error. Since
behavior that does not generalize across diffestamiuli or time stops being a
tendency, in that case response styles are butta ag/Rorer (1965) has stated. At
the other extreme of the range of possibilitiespomse styles may be highly stable
personal characteristics that cause bias with la\within-subject consistency
(Jackson and Messick 1958; Hamilton 1968). The tnaase scenario is the situation
in between, where individuals’ response styles shoth a generalizable and an
idiosyncratic component. In this case, item respenill be biased by response
styles, but the bias is hard to correct for. Tresom is that correction for response

styles depends on the ability to construct reliald valid measures of response
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styles (Greenleaf 1992a, b), something that is sajbe if they fluctuate substantially
(Hui and Triandis 1985, p. 259). While this matgefar from trivial, previous
research has had to take position on this issu®uiita thorough empirical
comparison of the alternative models that may apite current study makes a
systematic assessment of the (in)stability of raspetyles over the items within a
single questionnaire by comparing alternative mnetiet have been proposed
implicitly or explicitly in the literature. To thiend, alternative models of response
styles are fitted to data that were collected whthspecific aim of studying response
styles. Before that, a secondary analysis is caedunf data presented by Hui and
Triandis (1985) in support of the instability obpmnse styles.

First, the literature on response styles is reveeaud from it alternative conceptual
models on the styles’ stability are distilled. Nekiese conceptual models are
translated in operational models, more specificadlgnmon factor and auto-regressive
models as well as hybrids of the same. These madelthen subjected to a
methodical comparison in a structural equation ringdéramework. The results of
these model comparisons answer the question ofstelwle response styles are over

the course of a questionnaire.

CONCEPTUAL FRAMEWORK

THEORIES ON THE STABILITY OF RESPONSE STYLES

The following discussion focuses on the situatidrere individuals would respond to
a questionnaire consisting of subsequent setsrmé€ntwise unrelated items.
Response style indicators could be computed fdn satof items. Indeed, since the
items do not share content variance, the varidmeg ¢hare is to be attributed to

response styles (Greenleaf 1992a, b). Assume #énere such indicators based on k
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subsequent parts of the questionnaire. The questianis what different response
style researchers would predict in terms of thati@hs between the response styles
present in these k subsequent sets of items faras@where k= 5. The k=5
response style scores for a respondent will beesgmted by a 5*1 vectorifyy,, Ys,

Ya, Y5 and are assumed to be mean centered. Conseguanihtercept term will be

included in the equations.
Non-existence of response styles

Rorer (1965) dismissed the complete response lggttature up till 1965 by pointing
out it did not prove any generalizable effect ¢fpense styles. Basically, Rorer stated
that response style researchers seemed to haw#té@rdghe possibility that their
respondents actually might have responded to corBased on his extensive
literature review, he reached the conclusion thgponse styles do not exist, and that
one should not expect sets of items that are ctwites unrelated to show shared
variance merely due to respondents’ tendenciegsbématically selecting certain
response options rather than others. Operatiorthl/would imply that response
style indicators based on subsequent contentwilependent sets of items do not

correlate. This is labeled the independence mad&ihich
Y1 Y2, Y3, Ya, Ys]'= [€1, €2, €3, €4, E5]' (1a),
where thee’s represent the individual deviation score andusmeorrelated. Hence,

Zrs = DiagErs) (1b)

" This number is arbitrary in the current context;, Will be the number of indicators used in the
empirical part of this study, since it is the numbgavailable indicators in the data reported hy H
and Triandis (1985), and because it is the minmoahber of indicators for which all models are

identified. This will become clear later on in tiesxt.
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This model is especially relevant because it igrti@icitly assumed model when
studying relations between self-report measuréisdrsame format without taking
into account response style bias, a common praicticeny studies (that is criticized
by Ray 1979; Paulhus 1991, and defended by SchikmBg@ickenholt and Reisenzein

2002).
Instability of response styles

A more moderate approach was taken by Hui and @i$a11985), who posited that
response styles are not stable, but that they ghigdevolve over the course of a
questionnaire. In other words, response stylessiet @f items can be predicted best
by the response styles in the preceding set. Tti®esubased this conclusion on the
observation that the correlation matrix of subsetuesponse style indicators shows a
simplex pattern, i.e. the size of the correlatideslines the further one moves away
from the main diagonal. This indicates that respatgle indicators based on
subsequent parts of the questionnaire correlate mghly than response style
indicators based on remote parts of the questiosmnai

Conceptually, Hui and Triandis suggested that éisponse style level in a part of the
guestionnaire relates directly only to the respatgle levels in the preceding part of
the questionnaire, rather than being stable througihe authors stressed this
apparent instability of response styles (hencditleeof their article) and questioned
the validity of measures of response styles thaégdize across a whole
guestionnaire (p. 259). Operationally, the dirdfga from a response style indicator
to the subsequent one only (and indirect effecteedollowing indicators mediated
by this effect) translates into an autoregressiedaeh(Marsh 1993; Green and
Hershberger 2000). Formally, this means a respstyseindicator can be

decomposed in the effect from the preceding indicahd a random component.

Response styles in consumer research - 81



5 — Short term stability

Y1 0 0 0 0 Y1 €1
Y2 B+ O 0 O Y2 €2
ys |=| 0O B2 0 O *1oYs |+ g (2a),
Ya 0 0 P O Ya €4
Ys 0 0 0 B Ys €5

where y is a k*1 vector of subsequent response stdicatorsp is a k*k lower

diagonal matrix with autoregressive weights arnsla k*1 vector of unique

components. Two alternative versions of this madelconceivable. In (2a), the

autoregressive coefficient is time variant. It @so be time invariant, such that
B21=P32=Paz=Psa =P (2b).

The data presented by Hui and Triandis in supddher instability hypothesis do

not seem to definitely rule out the presence dahle component of response styles,

in that even response styles in remote parts ofdhee questionnaire were

substantially correlated. To further probe thisiessn the empirical part of the current

study the relative weight of the local and genesdlle components of response styles

in Hui and Triandis’ data will be assessed.
Stability of response styles

Paulhus (1991) - and based on his work also Baumgyaand Steenkamp (2001) -
took the view that response styles are due totaraction of person and content. In
other words, for a given respondent, the leveksponse style bias in a given set of
items is decomposable into the influence of a commsponse style factor and a
unique factor characteristic of the set of itenmtse Thfluence of the common and the
unique factor varies across sets of items withioeitet being an order effect present
(the relative position in the questionnaire is carisidered as being of major

relevance).
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Operationally, the latter model is a congeneri¢damodel (Anderson and Gerbing
1988), in which the response styles in all setgeleged to a single underlying factor,
where factor loadings and unique variances camyfkegy across sets of items.

Assuming E£5')=0,

Y1 M €1
Y2 A2 €2
ys |=| 2 |* [ £ ] g (3a)
Ya v €4
Ys As &5

Greenleaf (1992b) specified conditions under wiiifferent response style indicators
show tau-equivalence, which means the impact ofdnemon response style factor
would be the same for all indicatBr©ther researchers have imposed tau-equivalence
in models of response styles where this constcainkd not be tested for reasons of
identifiability (Billiet and McClendon 2000; Mirovky and Ross 1991).
Tau equivalence translates into the additional tmmdthat

A =A2=A3= A= 2s (3D).
A comparison of competing models

The different models presented above have divermmgequences for research using
agree-disagree items, both in terms of bias @efiteral and stable) and in terms of the
potential to solve for such bias (can it be relfabkasured). For this reason, it is
important to formally compare these alternative eisa@f response style stability.

This was the purpose of the current study.

8 Since the current study focuses on covariancetsies not including mean structures, for reaséns o
readability the term tau-equivalence is used terrgf essential tau-equivalence (and no constramets
formulated for the intercepts). These conceptaiaesl in their traditional meaning, see Traub (1994,

56-57).

Response styles in consumer research - 83



5 — Short term stability

To give more structure to the model comparisonpaltiels are organized along two
dimensions. The first dimension relates to the regi@ssive coefficient, which can be
zero, time-invariant, or time-variant. The secondehsion relates to the common
factor, the loadings on which can be zero, equalsscsets, or set-specific. Figure 5-1
depicts the model in which both a common factoth{\Wweadings labeled) and

autoregressive effects (labeled ) are present.

Figure 5-1

Hybrid model of response styles

Using the notation presented in equations 1 thr@&jdghis general model can be

expressed as follows

Y1 0O 0 0 O Y1 M €1
y2 B O O O Y2 A2 €2
ys |=| 0 Bz 0 O N D T R B |: 3 :| e |4
Ya 0 0 843 0 Ya Aa €4
Ys 0 0 0 Bsa Y5 As €5

Table 5-1 provides an overview of the nine altéweatodels that can be specified
based on this general model, by restricting parareetiong the two dimensions

discussed above (common factor constraints, autssiye coefficient constraints).
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TABLE 5-1: OVERVIEW OF THE MODELS OF RESPONSE STYLE STABILITY

A. Congeneric B. Tau-equivalent C. No common
factor
1. Time-variant g =3k-1 g =2k g =2k-1
autoregressive A1, A2, A3, g, As A, Bo1, B32, Baz, Poa Bo1, a2, Baz, Psa
ﬂZl, ,832, ﬂ43, ﬁ54
2. Time invariant q=2k+1 g =k+2 g=k+1
autoregressive A1, Ao, A3, Ag, As, B A B £
3. Non- g =2k g=k+1 g=k
autoregressive A1, Az, Az, A4, As A

Shown are nine models with their respective nunobéreely estimated parameters,
and (in italics) the labels of the freely estimasedoregressive coefficients and factor
loadings. k = number of indicatois = factor loading3 = autoregressive coefficients;

g = number of parameters that have to be estimblet that for each model, each
indicator has a (residual) variance to be estimatdding k parameters to each model.

M ETHODOLOGY

To assess the stability of response styles, nietstral equation models were
specified. Data on subsequent response style todicarere used. First, the
correlation matrices reported by Hui and Triand@85) were analyzed, because they
provided some of the little information on the slibof response styles available in
the literature. Second, primary data based ondorarset of items measured on

seven-point scales were analyzed.

SECONDARY DATA(HUI AND TRIANDIS 1985)

Hui and Triandis (1985) reported three studiesc&ionly the correlation matrices of
the first two studies were provided in the artithe current discussion focuses on
these data. Attention is also limited to data dfasguiescence response style (NARS;
equivalent to ARS — DRS) and extreme response @BRS), since these are the

tendencies that fall under the strict definitior@ponse styles used here, in line with
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Rorer (1965). For the data themselves, the readeferred to the original article. The
first study (henceforth called H&T1) was based bjeot ratings on 10-point
semantic differentials (N=219). The second studin@eforth referred to as H&T2)
was based on evaluations of self-concept relatgdraents on 5-point Likert rating

scales (N=145).

PRIMARY DATA

Also, primary data were collected with the speddim of measuring response styles.
The questionnaire consisted of a randomly selesgedf items. This made it

particularly well-suited for measuring responsdesty
Respondents

Respondents were recruited from the panel of an@mharket research company.
The sample was selected to represent a cross+s@ctibe Belgian population in
terms of age, gender and education levels. From 3@ panel members who were
contacted by e-mail for participation, 604 providedid responses (response rate =

44%). 490 of these were one hundred per cent caeple
Iltems

Items were sampled from the Marketing Scales Haokilby Bruner, James and
Hensel (2001) and Measures of Personality and BB@siechological Attitudes by
Robinson, Shaver and Wrightsman (1991). From thesés, 112 items from
different scales were randomly selected. The itesr® put together in an

uninterrupted random list making up the completesgjonnaire.
Response style indicator calculation

The items were divided into five sets, correspogdmnfive subsequent parts of the

questionnaire. Each set consisted of 22 or 23 it€ime sets were used because this
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resulted in the minimum number of indicators tHiiveed estimating all nine
proposed models (Table 5-1). Also, this meantelaah set consisted of a sufficient
number of items to reasonably assume their valatyesponse style indicators
(Greenleaf 1992a). The five sets were used to cterfpue indicators for every
response style (ARS, DRS, ERS and MRS). For ARSntimber of agreements per
set of items was summed after weighting a sevehrae points, a six as two points,
and a five as one point. A similar method was aapld obtain DRS measures
(Baumgartner and Steenkamp 2001). ARS and DRSatui reflect the expected
deviation from the midpoint due to ARS or DRS regpely if means would be
computed based on the item responses. ERS indiaatibect the proportion of
extreme responses (1 or 7). Similarly, MRS indicateflect the proportion of

midpoint responses (4).

DATA-ANALYSIS

The independence model (C3 in Table 5-1) corresptmthe position that response
styles do not generalize across different setgeofs. The other two models in column
C of Table 5-1 correspond to the position thatoesp styles are unstable (no
common factor) and only have a local effect (thimagressive coefficient), which
can be time variant (C1) or time invariant (C2).ddbB3 corresponds to the stance
that all sets of items are affected only by a commesponse style factor and this with
equal strength for all sets. This model is assuwigeh constraining response style
factor loadings to one for different (sets of) iee(Billiet and McClendon 2000;
Mirowsky and Ross 1991). The other B models hoidlgiiter assumption too, but
allow for an additional autoregressive componemesponse styles. Model A3
assumes a single underlying response style thataneg a different impact on

different sets of items (Greenleaf 1992a, 1992btséa1992; Baumgartner and
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Steenkamp 2001). The other models in column A agageent hybrid extensions of
this model that may be important because the aytessive model and the common
factor model are not mutually exclusive, but seernave been treated as such in the
literature nonetheless.

Models that are in the same row or column are destthin one another, that is, the
set of freely estimated parameters of each modebishset of those estimated in the
model(s) preceding it in the same row as well aslodel(s) preceding it in the same
column. Note that Al is not nested in any other ehotihis model is overly liberal, in
that for small numbers of sets (like in the curtody, where k=4 or k=5), the
degrees of freedom are limited. This model will nigiserve as a reference model.
Each model is estimated for each response stylewadated in three major ways.

As pointed out by Marsh, Hau and Wen (2004), mgatommon goodness-of-fit
cutoff criteria is not a sufficient criterion foating a valid model. Goodness-of-fit
criteria usually perform better in comparing altgime models based on the same data
(Marsh, Hau and Wen 2004). Therefore the differsatlels are also evaluated with
respect to one another. Additionally, the theoadtgability, statistical significance

and substantial size of the parameter estimatessaessed.

To sum up, first, model fit of the stand-alone medeill be evaluated. Second, model
fit will be evaluated relative to the other modg@king into account nesting). Third,
the substantive meanings of the model estimateammaised. Each of the three steps

is now discussed in more detail.
Absolute model fit

The chi square statistic allows for a formal tdsihodel fit. However, since some
sample sizes are large enough to expect some ogérety of the chi square test

statistic (Marsh, Balla and McDonald 1988), alteéineafit indices are also taken into
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account (Hu and Bentler 1999). The RMSEA (Root M8gnare Error of
Approximation, Steiger 1990; Browne and Cudeck }98Kes into account model
complexity by dividing the minimum discrepancy e thumber of degrees of
freedom for testing the model. This is importantsithe number of parameters
relative to the number of distinct sample momeatses widely over the models and
parsimony is considered a plus. Additionally, tbaftdence intervals around the
RMSEA estimates are helpful in comparing modele Tkl (Comparative Fit Index;
Bentler 1990) is particularly relevant in this cexitsince it evaluates the decrease in
misfit (captured by the noncentrality parameteldtree to the independence model,
i.e. model C3. This means that the CFI of modeiw@Bbe zero by definition, while a
saturated model will have a CFI of 1. The rangeraedning of the CFI precludes its
use in assessing model C3, but if the latter misdeljected based on other criteria,
the CFI becomes useful in assessing how well theraghodels account for the
covariances between the indicators that are consttdao zero in model C3. Values
close to 1 indicate very good fit, .95 is commombed as a cut-off value (Hu and
Bentler 1999). The CFl and RMSEA are two alterrafivindices often referred to

by experts (e.g. Flora and Curran 2004).
Relative model fit

Since models in the same column or row are nesg=ted chi square difference tests
are performed. Here again, chi square may be av&tse due to the sample size (in
the primary data). Therefore, a decrease in CFaletguor higher than .01 is evaluated
as indicative of a relevant deterioration in fir¢@zet, Otis and Pelletier 2005), a
decrease of .05 or more as a substantial non-adaepteterioration in fit (Little

1997; note however, that this recommendation wasdan multi-group invariance

tests; generalization to the current setting isafoee somewhat tentative). Another
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marker of a substantial deterioration of fit is ¢heéent of separation/overlap between

RMSEA confidence intervals.
Estimates

In addition to the above evaluations of modelrfigdel estimates were evaluated by
checking whether the relevant estimates were sigmifly different from zero and
were signed in the expected direction. In particufathe congeneric and tau-
equivalent models (all models A and B), factor iogd were expected to be
significantly positive. If the loading of a specifiesponse style indicator was not
significantly different from zero, this would imptihat the indicator in question is not
significantly related to a common response stybdia If its loading is negative, this
would indicate that higher levels of response styeother sets of items are
predictive of lower levels of response styles il $let in question. In the
autoregressive models (all models 1 and 2), theregtessive weights were expected
to be significantly positive. A similar reasoningpdied here. If the autoregressive
coefficient of a specific response style indicatais not significantly different from
zero, this would imply that the indicator in questwas not significantly related to
the previous indicator. If its coefficient is neigat this would indicate that higher
levels of response styles in the previous itemssgtedictive of lower levels of
response styles in the set in question. In addibche evaluation of significance, size
and direction of the loadings and autoregressiedficients separately, the relative
size of the estimates related to autoregressior a@npared with those related to a

common factor.
RESULTS

The correlation matrices provided by Hui and Triand985) were analyzed using a

ML estimator (MPlus version 4; Muthén and Muthé®@&p The primary data were
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analyzed using a FIML estimator which takes intooamt missing values (Amos
5.0.1; Arbuckle 1994-2003). All proposed modelsevigrto four correlation matrices
(NARS and ERS in H&T1; NARS and ERS in H&T2) andf@ovariance matrices
(ARS, DRS, ERS and MRS for the primary data). Iswhosen to estimate a separate
model for each response style to get results thatde directly compared to the
results obtained from the H&T data and becauseaitosved being very specific
about what causes misfit in the models. Also, ttenario where data on different
response styles fit different models is considex@assibility. Note that model Al
(the time variant autoregressive congeneric mam@iot be estimated with four
indicators because this would result in negativgreles of freedom. Hence, model Al
was not estimated for NARS and ERS in H&T1. Alletimodels were identified and
the estimations converged without any problemsrdlagere no instances of

inadmissible solutions.

A CAUTIONARY NOTE ON MODELA1

Before discussing the other models, it is worthuBieg the discussion shortly on
model Al alone. As expected, an investigation efaktimates shows that the value
of model Al is questionable. While it fits the dgtaod for all response styles and all
data sets, this seems to be due to the absenoasifaints rather than good validity.
This allows the algorithm to approach the obse@uelation/covariance matrices
with estimates that are not necessarily meanirgiuthat are admissible within the
set of constraints. As discussed above, the fémaolings and the autoregressive

coefficients would be expected to be positive agdicantly different from zero.
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Several autoregressive coefficients did not mestehequiremerttsClose inspection
of the estimates leads to the following conclusidfist, free estimation of an
autoregressive coefficient for each pair of respatgle indicators and a factor
loading for each individual indicator has questldravalidity and leads to over

fitting. The superior fit of this model should bredted as confirmation of its status as
a nearly-saturated reference model without muchevak a stand-alone model.
Second, the freely estimated autoregressive caatific are quite unstable and small

relative to the factor loadings on the common facto

MODEL FIT EVALUATION

The model fit indices based on the H&T data atedisn Table 5-2. Table 5-3 lists
the fit indices based on the primary data. FiguBeshows the 90% confidence
intervals for the RMSEA's of all models (based ba H&T1, H&T2 and primary

data respectively). Although the sheer amount fafrmation may be overwhelming

at first, some clear and remarkable trends arerappthat seem to generalize across
the response styles and the data sets. When regete results, it will become
apparent that H&T1 is exceptional in several regasd the reader is cautioned not to
focus exclusively on this first data set. In Figbr8 the results of the nested model
comparisons are presented. To read this figuresbaeld start from model Al. From

there, it was tested whether the imposition of @oitial constraints led to a significant

® In particular, in the H&T data, 3 out of 4 AR chieents were non-significant at the .05 level (t-e
values under 1.96) for the ARS model, as were 2bdtin the ERS model. In the latter model, one
coefficient was (non-significantly) negative. Afldtor loadings were significantly positive, witheon
exception (which had a t-value of 1.93). In thenary data, all factor loadings were highly sigrafic,
while 9 out of 16 autoregressive coefficients weoa-significant at the .05 level, of which 4 were

negative.
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chi square difference test (significant differeat¢he .01-level depicted in light grey)
and to a substantial increase in CFI (differenselager than .05 depicted in dark

grey). Note that these results are clearly in Wit the RMSEA plots (Figure 5-2).
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TABLE 5-2: MODEL FIT INDICES FORH&T DATA

NARS H&T1 P2 diff) ERS H&T1 pf2 diff)

Model df 2 P CFl RMSEA Within CE Within AR® i 2 P CFl RMSEA Within CE Within AR"
Al 1 070 0.403 1.000  0.000 1 032 0572 1.000 .00®
A2 4 287 0580 1.000  0.000 0.538 4 725 0.12%9D. 0.061 0.074
A3 5 4367 0000 0.959  0.188 0.000 5 4549 ©.00.966  0.192 0.000
BL 5 476 0446 1000  0.000 0.398 5 11.42 0.0409%  0.077 0.025
B2 8 620 0625 1.000  0.000 0.696 0.504 8 12.134%. 0.996  0.049 0.871 0.300
B3 9 5548 0.000 0951  0.154 0.000 0.019 9 558300 0.961  0.153 0.000 0.041
Cl 6 4942 0000 0.954  0.182 0.000 6 75.07 0.00841  0.229 0.000
C2 9 5263 0000 0954  0.149 0.360 0.000 9 78.10000 0.941  0.187 0.387 0.000
C3 10 959.29 0.000 0.000  0.658 0.000 0.000 10 0119000 0.000  0.734 0.000 0.000

NARS H&T2 p2 diff) ERS H&T2 pg? diff)

Modef df % P CFl RMSEA Within CE Within AR®  df  y2 P CFl RMSEA Within CE Within AR®
A2 1 15 0221 0999  0.059 1 103 0001 0.981 253.
A3 2 39 0144 0985  0.080 0.124 2 113 0.0038D. 0.179 0.310
Bl 2 15 0475 1000  0.000 2 105 0.005 0.983 17D.
B2 4 28 0592 1000  0.000 0.519 0.729 4 10.8 9.02.986  0.108 0.852 0.912
B3 5 7.3 0199 0994  0.056 0.034 0.330 5 127 €.02.984  0.103 0.166 0.701
Cl 3 319 0000 0920  0.258 0.000 3 536 0.00890. 0.341 0.000
C2 5 323 0.000 0925  0.194 0.839 0.000 5 53.8000.00.883  0.259 0.905 0.000
C3 6 368.8 0.000 0.000 0.646 0.000 0.000 6 505.40000 0.000  0.758 0.000 0.000

#within CF refers to model comparisons for which tommon factor specification remains identicatsthmodels share the same letter, but are

denoted with different number&Within AR refers to model comparisons for which theoregressive specification remains identicalseh

models share the same number, but have a diffletéert.” For H&T2, model Al is not identified (df=-1).
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TABLE 5-3MODEL FIT INDICES FOR PRIMARY DATA

ARS pK? diff) DRS K2 diff)
Model df X2 P CFl RMSEA Within CE Within AR  df  x2 P CFl RMSEA Within CE Within AR®
AL 1 2.65 0.103 0.998  0.052 1 0509 0.476 1.0000.000
A2 4 5.88 0.209 0998  0.028 0.358 4 712 0.13090D. 0.036 0.085
A3 5 1452 0013 0.991  0.056 0.003 5 8108 0.18®97  0.032 0.320
BL 5 1021 0.069 0.995  0.042 0.109 5 7.882 016397  0.031 0.117
B2 8 13.31 0.102 0.995  0.033 0.377 0.115 8 38.69000 0.968  0.080 0.000 0.000
B3 9 2059 0015 0.989  0.046 0.007 0.194 9 51.00®. 0.956  0.089 0.000 0.000
Cl 6 180.70 0.000 0.838  0.220 0.000 6 203.5 0.00095  0.234 0.000
C2 9 198.22 0.000 0.824  0.187 0.001 0.000 9 21800 0.784  0.196 0.004 0.000
C3 10 1091.60 0.000 0.000  0.424 0.000 0.000 10 .5976.000 0.000  0.400 0.000 0.000
ERS ez diff) MRS pK2 diff)
Model df  x2 P CFl RMSEA Within CE Within AR®  df  x2 P CFl RMSEA Within CE Within AR
Al 1 0.053 0817 1.000  0.000 1 0.661 0.416 1.0000.000
A2 4 2621 0623 1.000  0.000 0.463 4 3.443 0.48000  0.000 0.426
A3 5 2515 0.000 0.991  0.082 0.000 5 36.03 0.00084  0.101 0.000
BL 5 3.778 0582 1.000  0.000 0.445 5 10.42 0.08097  0.042 0.045
B2 8 1852 0.018 0.995  0.047 0.002 0.003 8 441900 0.981  0.087 0.000 0.000
B3 9 39.99 0.000 0.986  0.076 0.000 0.005 9 154900 0.925  0.164 0.000 0.000
Cl 6 266.6 0000 0.885  0.268 0.000 6 199.7 0.00800  0.231 0.000
C2 9 2738 0000 0884  0.221 0.066 0.000 9 21440000 0.894  0.195 0.002 0.000
C3 10 2288 0.000 0.000  0.615 0.000 0.000 10 1950000 0.000  0.568 0.000 0.000

& Within CF refers to model comparisons for whick tommon factor specification remains identicasthmodels share the same letter, but

different numbers> Within AR refers to model comparisons for which thetoregressive specification remains identicas¢hmodels share the

same number, but have a different letter.
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Figure 5-2: RMSEA confidence intervals
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Figure 5-3:

Graphical summary of model fit evaluation based orchi square and CFlI

NARS (H&T1) ERS (H&T1) NARS (HAT2) ERS (H&T2)
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chisguare difference test rejects equal fit on the 01-level

CFl decrease = 05

First and foremost, all C models, i.e. models #sstume no common factor, fit the
data rather poorly, both in the H&T and the primdaya. From the perspective of
absolute fit, this is evidenced by the chi squaststthat were consistently significant
at the .001 level, the RMSEA's that were consisyesibove .100 and the CFI’s that
were almost consistently below .95 (NARS H&T1 mo@é&land C2 were the sole
exception to the latter rule). Additionally, fronrelative fit perspective, moving from
any model B to its C counterpart, which correspandsonstraining the common
factor loadings to zero, resulted in a significantl substantial deterioration of fit. All
chi square difference tests between any B modeltart@ counterpart were significant
at the .01 level (see the three bottom right adlisach sub table in Table 5-2 and
Table 5-3). The decrease in CFl was at least .@h ¢ive exception of a .046 decrease
for NARS model C1 and C2 in H&T1). Finally, the REA confidence intervals
clearly show a disparity between C and B model#) @imodels having substantially
larger misfit relative to their degrees of freeddiis reasonable to conclude from

these findings that response styles in differets skitems in the same questionnaire
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share a common factor. When measuring respongsshgglect of this factor will
lead to serious model-data misfit. Thus, the curfiedings convincingly show the
presence of a stable component to response styles.

Evidence in support of the autoregressive compoofergsponse styles is less
unequivocal. Some of the A3 and B3 models (in whighautoregressive coefficient
is constrained to zero) showed acceptable leveis @fhile only a few chi square
tests were non-significant, most CFI's were ab®&% and several RMSEA'’s were
below .08 (some below .05; see Table 5-2 and Tadde From a nested model
comparison perspective, only the data from H&Tlvjgted strong evidence of a
significant and substantial decrease in fit whenahtoregressive coefficient was
constrained to zero, as apparent from the sigmifichi square difference when
moving from A2 to A3 or from B2 to B3 (see the ‘hitt CF’ column in Table 5-2
and Table 5-3), as well as the CFI decrease of Dy&rcentage points when
imposing the same constraints. The MRS and ERS isibdsed on the primary data
show a similar but less pronounced pattern. Haeechi square difference tests were
significant and the RMSEA increased notably, batdecrease in CFl was smaller
than .05 (with the sole exception of the move fieEto B3 for MRS). This seems to
indicate that the common response style factdnaese cases can be complemented
with an autoregressive component. In the remaiofihre data sets (ARS and ERS in
H&T2; ARS and DRS in primary data) the autoregnessioefficient did not seem to
add to the validity of the model. Where presennst@ining the autoregressive
coefficient to be constant across time seems gilabtesed on an evaluation of
absolute and relative model fit (Table 5-2 and &dB13), and a comparison of the
coefficients (Table 5-4 and Table 5-5, discussdadvipe For now, it seems safest to

conclude that a time-invariant autoregressive éfiegy be present in some response
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styles in some data sets, while usually a commatorfauffices to account for the

shared variance between response style indicators.

EVALUATION OF MODEL ESTIMATES

In addition to an evaluation of overall model fite relative value of autoregressive
versus common factor specifications is evaluatethbgstigating the parameter
estimates. Since model A2 and B1 showed accepiiabbe all data sets, the
estimates of these models were used to evaluateltitere contribution of the
common factor and autoregressive components torstasheling response styles. The
estimates are summarized in Table 5-4 and Table 5-5

The major trend that emerges from these estimatiesaccord with the findings
based on model fit: the loadings on the commorofagere larger in size and more
consistently significant than were the autoregressoefficients. Only in dataset
H&T1 were all autoregressive coefficients signifitat the .05-level when estimated
freely (i.e. in model B1). For model B1 in datals&T?2, only one out of six
autoregressive coefficients was significant atait¥ level. In the primary data, 11
out of 16 of these coefficients were significartislis most consistently the case for
MRS. Taken over all analyses, the average starmatdactor loading was 0.71; the

average standardized autoregressive coefficienOwlds
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TABLE 5-4: PARAMETER ESTIMATES FOR MODELAL AND B1 (H&T DATA)

Model NARS H&T1 ERS H&T1 NARS H&T2 ERS H&T?2
Est® s.e. tvalue Est. s.e. t-value Est. s.e. t-value Est. s.e. t-value
A2 Al 0.72 0.06 11.59 0.78 0.06 13.40 0.76 0.07 10.27 0.84 0.07 12.40
A2 0.60 0.07 8.80 0.63 0.07 9.81 0.78 0.10 7.61 10.68.11 7.52
A3 0.60 0.07 8.12 0.67 0.07 10.27 0.74 0.11 7.04 830.0.11 7.72
A 0.62 0.07 9.07 0.64 0.07 9.57 0.70 0.10 7.26 90.0.10 0.79
A5 0.59 0.07 8.90 0.67 0.06 10.99
B 0.31 0.05 5.64 0.28 0.05 5.58 0.12 0.08 1.44 9 0.0.09 0.97
Bl B21 0.28 0.05 5.68 0.24 0.05 5.26 0.07 0.07 1.03 8 0.0.06 1.48
B32 0.23 0.05 4.68 0.21 0.04 4.97 0.11 0.07 1.53 50.0.06 0.97
B43 0.27 0.05 5.62 0.21 0.04 4.74 0.15 0.07 2.29 6 0.0.06 1.02
B54 0.24 0.05 4.75 0.22 0.04 5.34
A 0.66 0.05 13.54 0.72 0.05 15.16 0.75 0.07 11.120.83 0.06 12.95

@Since the model was based on a correlation malxestimates are standardized. Est. = Estimatedngder value; s.e. = standard erior; factor loading; B =
autoregressive coefficient.
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TABLE 5-5: PARAMETER ESTIMATES FOR MODELAL AND B1 (PRIMARY DATA)

Model ARS DRS ERS MRS
Est. s.e. t-value Stand. est. Est. s.e. tevalBtand. est. Est. s.e. t-value Stand. est. Est.e. t-value Stand. est.

A2 Al 0.25 0.02 16.38 0.69 0.19 0.01 15.20 0.65 0.16 3.08 0.84 0.11 0.01 1941 0.76
A2 0.21 0.02 1231 0.66 0.26 0.02 16.26 0.76 0.15 5.86l 0.74 0.10 0.01 14.14 0.67
A3 0.24 0.02 15.01 0.74 0.26 0.02 15.61 0.76 0.15 5.79 0.75 0.13 0.01 9.36 0.73
A 024 0.02 13.78 0.69 0.20 0.02 12.81 0.71 0.13 4.44 0.72 0.12 0.01 16.09 0.72
A5 0.21 0.02 1274 0.62 0.19 0.01 13.97 0.67 0.15 17.16 0.75 0.12 0.01 15.37 0.73
B 0.10 0.03 2.90 0.10 0.03 0.03 0.99 0.03 0.16 44 4, 0.16 0.19 0.04 5.26 0.18

B1 21 0.05 0.04 1.39 0.05 0.13 0.04 3.13 0.12 0.14 045 0.13 0.12 0.04 3.40 0.11
32 0.12 0.04 3.07 0.12 0.21 0.04 5.64 0.20 0.13 447 0.13 0.22 0.03 6.26 0.20
43 0.09 0.04 2.15 0.09 0.02 0.03 0.55 0.02 0.03 21.2 0.04 0.27 0.03 8.13 0.25
54 0.06 0.04 1.54 0.06 -0.01 0.04 -0.28 -0.01 0.09 2.95 0.09 0.34 0.03 10.69 0.31
A 0.23 0.01 20.59 0.69 0.21 0.01 20.44 0.67 0.16 24.95 0.81 0.11 0.01 22.53 0.69

Est. = Estimated parameter value; s.e. = standaod &tand. est. = Standardized estimatesfactor loading; R = autoregressive coefficient
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Finally it is noted that the amount of explainediamace in the response style
indicators remained constant when the autoregressigfficients were set to zero
(when moving from model A2 to A3). Specifically etlverag® indicator R squared
remained at 0.71. On the other hand, when constgathe common factor loadings
to zero (i.e. moving from model B1 to model C1k Hverage indicator R squared
dropped from 0.71 to 0.55. Note that these reshitsild not be considered a
decomposition of variance components, but a corsparmf the ability of different
types of models to explain a certain portion ofiasace in the observed variables

while optimizing model-data fit.

TAU EQUIVALENCE

While the main focus of the current study is onghesence versus absence of a
common factor and an autoregressive componensporese styles, the results can be
read in a similar way to assess the validity ofttheequivalence hypothesis. This is
especially relevant given the major significance @obmmon response style factor;
the question now becomes how constant its effe@Vithout going into details, it is
concluded that an assessment of absolute andveetatidel fit as well as the loading
estimates (Table 5-2, Table 5-3, Table 5-4, andelab) indicates that tau-
equivalence may be a reasonable assumption inohts¢ data, with the exception of

MRS and DRS in the primary data.

1% The first response style indicator was not inctlidethe evaluations of R squared (both in the A2-
A3 and the B1-C1 comparison) because in the autessiye models its explained variance is zero by

design.
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DiscussION

THE STABILITY OF RESPONSE STYLES

The current research provides convincing supporthfe notion that response styles
share a common factor which is stable across $éenos in the same questionnaire,
even when these items are not related to one anotberms of content. Remarkably,
it is found that not only primary data, but alse ttata brought forward by Hui and
Triandis (1985) indicated the presence of a stataemon factor that showed good
model fit as well as significant and high factoadings and that explained a good deal
of the variance in response style indicators. Tuteragressive component was less
significant and substantial, especially in lightloé observation that the remarkable
pattern in H&T’s data set 1 (H&T1) might have beka direct reason for postulating
the instability hypothesis and could hence har@lybnsidered a fair test of the same.
Also note that H&T1 concerned object ratings orpbiit scales, which set it apart
from the other data and which may invalidate gdization from these data to
response styles in more common data, like fivesaweén point Likert items. In
particular, H&T1 concerned stimulus-centered rathan respondent-centered scales
and used a suboptimally high number of responsenatives (Cox 1980).
Nevertheless, it is clear that even if an autorgegjve component is present in the
response style data, it operates in addition tonancon underlying factor, rather than
alone. Moreover, the autoregressive componentspfase styles compares rather

faintly to the effect of a common factor, both émrhs of model fit and effect size.

I MPLICATIONS FOR RESEARCH

The current findings indicate the presence of syate& response style bias in self-

reports using closed-ended questions. More spattifiat was found that random sets
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of contentwise unrelated items share stable regpsiiyte variance, in that
respondents show systematic differences in thefepence for positive (ARS),
negative (DRS), extreme (ERS) or middle (MRS) rasgooptions. On the positive
side, the observed stability of response styledi@sphe possibility of constructing
reliable and valid measures of the same. It issfioee recommended to researchers to
include such measures in research designs wheg gsestionnaire data. The current
study offers guidelines to construct measures o8 ABRS, MRS and ERS in a
structural equation modeling framework, where randets of items from
heterogeneous item domains are used as the basesfmnse style indicators. Such
procedure has not been commonly implemented y@etasure response styles,
though it would offer important benefits (Podsaketffl. 2003). First, it allows for
methodical model comparisons, addressing the gqurestistability, or in particular

the presence of a common factor and/or an aut@sigeecomponent as well as their
respective tau-equivalence and time invariances lBsue cannot be addressed by
coefficients of internal consistency or split-hedfrrelations. Second, it allows for
further evaluation of measurement models in terfriiszriminant and convergent
validity (Fornell and Larcker 1981) as well as #esessment of measurement
invariance across different groups of respondekesdifferent modes of data
collection, cultural groups, etc. (Little 1997; Cing and Rensvold 2002). In the
methods used to measure response styles in tredlite, such measurement issues
seem to have been taken for granted, while thdittiésreason to treat response style
measures differently than any substantive measuites regard.

Based on the current findings, it is suggestedrégionse styles are best modeled as
a congeneric or tau-equivalent common factor wittvithout a time invariant

autoregressive effect (i.e. model A2, A3, B2 andl. BBiese models quite consistently
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showed good model fit (in absolute and relativensrcombined with theoretically
sound estimates for the factor loadings and theregtessive coefficient. The choice
between congeneric and tau-equivalent models dsaw/éhe choice between
autoregressive and non-autoregressive models eaflyide based on model
comparisons as those presented here. For stanealodels of response styles as
used in the current study, it is recommended taatigeast 4 indicators of response
styles, such that models A2 and A3 are identified @an be compared. In more
extended models, it may be desirable to use 3amalis, since this number of parcels
allows for stable yet efficient estimation of tlaetor variance and loadings (Little,

Cunningham and Shahar 2002).

THE MEANING OF RESPONSE STYLES

While the observation that response styles arelagable is important in and of
itself, it is relevant to dwell on the implicatiorisas for the meaning of response
styles. In other words: does the short term stgbdénd support to or does it
invalidate specific theories of response styles®tFshort term stability makes long
term stability a theoretical possibility. That ésirrent findings do not contradict the
interpretation of response styles as a learnedvimhar even a trait (Hamilton 1968).
Nevertheless, short term stability in this casa mecessary but insufficient condition
for long term stability. What can be concludedhiattresponse styles most probably
have at least one cause that is stable over thedpefrfilling out a questionnaire.
Other than causes that are stable over the longsaime of the possibilities that might
merit consideration are moods (see e.g. Schwarz fi@9mood effects on the content
level); anchoring of the scale meaning on speoifgponse options (Marsh and
Parducci 1977); and fatigue, (de)motivation andréseiltant cognitive effort that is

expended (Krosnick 1991). Note that each of theggns of response styles may
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evolve over the questionnaire but can be reasoredpigcted to be rather constant
over its course for most respondents. Howeves, rielievant to consider in more detail
the plausible evolution over time of such causebkthair effect on response styles.
How mood will evolve is hard to predict and probatdepends on a complex
interaction of initial mood and questionnaire comtén the current study, initial

mood was not controlled for and content was higliverse; in other settings,
however, it might be worth considering its impact.

Anchoring of a response scale here refers to asgigneaning to the response
options by relating the extremes or other saliesponse options to specific reference
stimuli to which the stimulus to be assessed can be compared (Marsh and
Parducci 1977; Parducci 1974). Since respondepisatyy keep in mind the last 10

to 20 stimuli as a reference (Wedell and Pardug8B), anchoring can be expected to
lead to response styles that gradually move owecdurse of a questionnaire.
Empirically, such process would translate in amegressive effect. Anchoring is
most relevant in situations where stimuli (commaoityects, but subjective states,
values, etc. are also possible) are rated aloimgi@dl set of dimensions. This is
consistent with the fact that the autoregressifecefvas observed most strongly in
H&T1, where objects were rated on 3 dimensionsgugn-point rating scales.

In addition to the above, another process mightlr@s an autoregressive pattern in
response styles. The fact that a respondent selgesgicular option will lead this
option to be more accessible in memory afterwaFtds might subsequently increase
the probability of this same option being selectednswering the following items.
While there is no reason to suspect that some nsgpoptions (e.g. the extremes)
would be more vulnerable to such effect, thersnigdirect reason to suspect a

stronger impact on certain response style measuresrticular, response styles that
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are limited to a single response option will be tadtected, followed by a response
style defined by two response options. This is #xachat seems to be happening in
the primary data set: MRS shows the strongest egrtessive effect, followed by
ERS, while ARS and DRS show no autoregressive effce this hypothesis is
formulated post hoc, further investigation is nseeg.

Finally, respondent fatigue and the related deergamotivation and effort is a
completely different matter than anchoring and asit®lity. In the latter two
processes (responses to) items in the questiortmamean impact on the subsequent
response style level. In the case of fatigue, hawat/is usually assumed that a more
autonomously driven process occurs: respondertsv'gired regardless of the
specific stimuli rated or the specific response®gj suggesting that a latent growth
model would be in place here. Other than autoregresnodels, latent growth
models estimate the gradual evolution of averageradividual levels of a

continuous variable (in this case response styfagpregressive SEM models do not
necessarily include a mean/score component busfooisecond-order moments, and
merely imply that a respondent’s relative positiona variable at time t is predictive
of her/his relative position on this variable ateit+1 (Curran and Bollen 2001).
Unfortunately, since each item had a unique pasitiche H&T and the primary
data, it makes little sense to look for an evoluiio mean or individual scores over
the length of a questionnaire. To do this, one sdled assumption that the response
style indicators would show identical means aftertolling for position, an
assumption that is not needed when using pure demaler moment based models as
was done in the current study. It would therefarertteresting to investigate this

matter based on data that have identical item#ferent positions within the
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guestionnaire. Findings by Kraut, Wolfson and Rotiexg (1975) suggest that one

might expect an increase in MRS and a decreasR#dver time.
CONCLUSION

Response styles in subsequent sets of contentwiséated items within a
questionnaire are to a large extent caused by anconfactor. Whether the relation to
this factor is identical across sets (i.e. whetharequivalence holds), needs to be
established for each data set, but in most cagesdbms to be a valid assumption. In
specific data sets the effect of the common faot®ds to be complemented by an
autoregressive effect. While the current findings r@ot conclusive in this regard, the
autoregressive component may be strongest if relgpas rate objects on a limited set
of dimensions using rating scales with a high nunabeesponse options. Also, an
autoregressive component may be present in gefioelrBRS and MRS indicators. If
present, the autoregressive coefficient can beneddy expected to be time invariant

in most cases.
L IMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

In addition to the limitations and directions fotdre research touched upon in the
discussion, three more such topics deserve dissygsilated to the format of the
items studied, the testing approach and the scoglaility.

First, the primary data studied made use of sewart pikert items only. As also
noted by Greenleaf (1992a) and Baumgartner andh&egp (2001) it would be
interesting to study how the use of different sdéatenats (e.g. five point scales, etc.)
would affect response styles.

Second, the current study centered on an apprbatildes not and cannot result in a

single test of significance and a single yes oam&wer. An attempt was made to
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ensure validity by making a balanced evaluatioa sét of relevant criteria rather
than relying on one decision rule. While this apgmto may be seen as lacking clarity
by some, it appears the best way to guarantee ngfahresults rather than one-time
significant results. As Marsh et al. (2004) pointed, although it would be nice to
have ‘golden rules’ that provide researchers wifinite and clear answers, there is
no alternative to immersing oneself in the data ma#ing well considered choices
based on a combination of observations. In thidystthis combination consisted of
stand-alone model fit evaluation, nested and moyadly comparative fit evaluation,
and assessment of model estimates, linked to aubbrsearch for theoretical views
on response styles that were then translated jpgoific operational and testable
models.

Moving beyond the time frame of a single data @bite, it would be highly relevant
to assess the long term stability of responsestyllee short term stability of response
styles enables the construction of measures obnsgpstyles that can be used to
correct items in one and the same questionnaingéleBimeasures that are valid and
reliable over the long term would offer huge pai@rfor improving the quality of
panel data. If response styles prove to be sulffilsiestable, measures could be
constructed for members of data collection panedsiacluded as default covariates
in analyses. This would substantially decreaseisikeof drawing conclusions driven
by respondents’ differences in reacting to quesiiine items rather than the content

one intended to measure.
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CHAPTER 6: THE LONG TERM STABILITY OF INDIVIDUAL RESPONSE

STYLES (EMPIRICAL STUDY 3)

CHAPTER OUTLINE

The level of stability of response styles co-detags how strongly they may bias
estimated self-report measures over time and/osdhee measures’ relationships with
stable background variables. The current studysiiyated the stability of response
styles based on data from the same respondent$illgkdoout two questionnaires
consisting of independent sets of random samplegsi@$tionnaire items. Between
data collections, there was a one year time ga@.ré&$ults provide convincing
evidence that response styles have an importasiestamponent, only a small part of
which can be explained by demographics. The meagmplications of these

findings are discussed.
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INTRODUCTION

Respondents to questionnaires have been founaw &rying levels of response
styles in their responses to closed-ended itemsgi@eaf 1992a; Johnson et al. 2005).
Regardless of content, individuals differ in theindency to disproportionately use
positive response options (acquiescence respoylesstARS), negative response
options (disacquiescence response style or DR8painit response options
(midpoint response style or MRS) and extreme respaptions (extreme response
style or ERS). Consequently, item responses aretaina of content and style. Since
response styles cause consistency in individuatgaonses, their presence leads to
spurious correlations between item responses, amsequently, to overestimation of
reliability (Green and Hershberger 2000). Thisis tase if reliability is assessed by
estimating internal consistency as well as whemnassessed by estimating test-retest
stability. Additionally, if response styles areldtapersonal characteristics, they lead
to misestimation of the variances and covarianteglb-report measures of variables
(Baumgartner and Steenkamp 2001). If responsesstykestable and systematically
related to background variables like demograpliesy also cause the misestimation
of covariances of self-report measures with theskdground variables (Greenleaf
1992a). While the stability of response styles widag problematic in that it causes
bias in results, it would also have its positivdesiSpecifically, if response styles are
stable individual characteristics, this would offgeresting opportunities for
correcting for them in panel research: once medsuesponse style indicators could
be used as default covariates in later analyss&tistically correct for their effect.
Given the above, it is of major importance to krtowvhat extent response styles are
stable within an individual over time. This questizalls for an adequate research

design meeting the following requirements. Firaigl data with responses of the
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same identifiable respondents to at least two guestires are needed. The data
collections need to be separated far enough intinemsure that transient influences
(like mood, current life events, etc.) can be saésisumed not to be constant across
the two situations. Moreover, to ensure that thbibty of their responses is due to
style and not to content, the questionnaires neednsist of different, independent
sets of items, each of them consisting of a vaéynrelated items (Greenleaf
1992b). While the items should be heterogeneousritent, they should use the same
format to be able to assess consistency in th@nsgpoptions selected. Such design is
used in the current study to assess the stabfli§Rs, DRS, MRS and ERS over a

one year gap in time.

CONCEPTUAL FRAMEWORK

There are two streams of research that are rel@vassessing the long term stability
of response styles. First, some research linkorespstyles to stable personal
characteristics (on a cross-sectional basis) kettiat logically implies a stable
component to response styles. Second, though sgffisEom limitations in scope and
methodology, some longitudinal research has bgeorted on response styles. Before
discussing these studies, Rorer’s (1965) influéntitique on the response style
literature is reviewed, since it will help clarifig some of the requirements that need

to be met to assess response style stability.

RORER s (1965)CRITIQUE OF THE RESPONSE STYLE LITERATURE

Based on his highly critical review of the litereguRorer (1965) concluded that
response styles are a myth. Up till 1965, no evideseemed to have been provided
that proved the existence of respondents’ tendemesglect some response category a

disproportionate amount of the time independenitife item content. As Rorer
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pointed out, showing that a response consistenisysexhen related or identical
measures are answered twice does not necessapily tine presence of response
styles. To establish the existence of a stableorespstyle, one needs to
operationalize such response style as a stablenegdhat applies to independent
heterogeneous sets of items. Later research sedmsé established the presence of
response styles that at least generalize acrdesatfif content domains (e.g. Bachman
and O’Malley 1984; Baumgartner and Steenkamp 2@0éenleaf 1992a, b; Ray
1979; Paulhus 1991). Evidence for long term temxiedility remains sparse if not
non-existent, however, and even the short terniligyatf response styles has been
guestioned (Hui and Triandis 1985).

Basically, a distinction can be made between twpntgpes of evidence in support
of response style stability (Hamilton 1968). Fiestplicit test-retest investigations
would provide direct evidence of temporal stabilBgcond, relations of response
styles to stable personal characteristics indittagteat least the variance shared with

these background variables is stable.

LONGITUDINAL STUDIES

Since the current study concerned long term stgbdivaluations of reliability based
on test-retest correlations and internal consistéetween parts of the same cross-
sectional data collection were less relevant (Baanngr and Steenkamp 2001;
Greenleaf 1992b; Hui and Triandis 1985). Hamilt®8G8) listed several studies that
assessed test-retest reliability of response sagesss different data-collections.
However, the time gap between test and retest daingm 1 to 4 weeks only and,
most importantly, in all cases the same questiosanaas used for both data
collections. This makes it impossible to distinguietween style and content (Rorer

1965) and to rule out the possibility of artifica@insistency (Feldman and Lynch
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1988). Greenleaf (1992b) found that the aggregatelzlition of ERS was stable over
time. Unfortunately, the data did not allow an asseent of ERS stability on the
individual level. Bachman and O’Malley (1984) didve longitudinal measures of
response styles at the individual level. The awttiound very high stability estimates
for ARS and ERS: after taking into account (nonidf®lity, the estimates of annual
stability matched or exceeded those obtained feeratommon personal variables in
the social sciences. However, here too contentectleonsistency cannot be excluded
as an alternative explanation of the stabilitythiat the stability coefficients were
computed using repeated administration of the ssetweof items. Also, the authors
stressed that the items used for the study couttidagght of as samples of agree-
disagree items, but they are far from random sasiffe 502). Similar limitations
apply to the interesting work by Motl and DiStefg2002) and Horran, DiStefano
and Motl (2003), in which the authors showed thathd effects associated with
negatively worded items in a self-esteem scale slddangitudinal invariance when
the same scale was administered repeatedly tathe sample. Importantly, in this
context, some research has suggested that refiastisahay be present even when
retest intervals are long (Ferrando 2002).

In sum, evidence on longitudinal stability of respe styles, while thought provoking,
is suggestive rather than conclusive, given thetfat content has not been

controlled for in studies assessing the stabilityegponse styles.

RELATIONS OF RESPONSE STYLES TO BACKGROUND VARIABLES

Complementing research that has tried to assedsriggudinal stability of response
styles, some studies have documented relationsketvesponse styles and stable
individual characteristics. Such relations, evesstiablished cross-sectionally, would

imply that the portion of variance a response sshigres with a stable individual
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variable is stable itself. Two such stable indidbvariables have been considered:
(1) observable variables such as social demograp{#t latent variables such as
personality traits.

Demographics

In the literature on response effects and biabeswio most relevant demographics
are age and education, the reason being that bethlteen related to cognitive
functioning (Schuman and Presser 1981; Krosnick 1B®&auper 1999). Education
level is related directly to cognitive sophisticatj in that people with higher
cognitive sophistication may get higher levels dfieation, and that higher levels of
education expose people more extensively to cagniéisks and formalized ways of
thinking (Krosnick 1991). In line with this, McCldon (1991b) hypothesized that
lowly educated respondents are more readily inftedrby cognitive mechanisms
leading to ARS. The hypothesized effect could rotbnfirmed, according to the
author most probably due to a faulty manipulatigicClendon 1991b). In another
study, McClendon (1991a) did observe a negatiatiosl between education level
and ARS. Further, in a meta-analysis of the prontiS&€human and Presser (1981)
studies, Narayan and Krosnick (1996) found eviddacan education effect on a
wide range of response biases, including the lexedRS, which were higher among
the lowly educated. From their results, the autlcorscluded that respondents with
lower levels of education were more likely to dates i.e. to provide a satisfactory
rather than an optimal response to the questioagjunestionnaire. This also concurs
with the early observation by Osgood (1941) thatyceducated respondents tend to
simplify the task of responding to seven-point seticadifferentials by only selecting
the extremes and midpoints of the scale, leadirgttonodal (or even trichotomized)

response distribution. Greenleaf (1992a) observeebative relationship of both ARS
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and ERS with education level. Marin, Gamba and M@r®92) also found support for
the negative association of ERS and education.level

Knauper (1999) showed that, while education mayvssignificant relations to
several response biases and effects, it is crtw@dntrol for age in such analyses.
While admitting that education may be related tgrotive sophistication, Knauper
pointed out that in general education is negativelgted to age, and that the observed
relations may at least in part be due to a spurdiest. Age might well be the real
explanatory variable, since increasing age is aswatwith a gradual decline in
working memory capacity, which may make older resjgmts more prone to
response effects and biases caused by cognitiv@tioms. Marsh (1996) found that
method effects associated with negatively wordewhst are related both to age and
verbal ability. Also, Mirowsky and Ross (1991) ohsasl that ARS is related both to
age and education. Both Marsh (1996) and Miroswid/RRoss (1991) specified the
function relating the response effects to age ldsa@m, where the effect declines
from childhood to adolescence and then increasais ag later ages. Hamilton (1968)
posited a similar association for ERS stating ylmatnger and older respondents have
higher ERS levels. In a sample representing ordyatifult population, Greenleaf
(1992a) found a positive relation between age artdl ARS and ERS.

While age and education are considered the mastart demographic antecedents of
response styles by far, several researchers hasgsst the importance of including
gender as a covariate in studying response bi8seké¢r 2000; Hamilton 1968).
Hamilton (1968) explicitly stated that responsdestgsearch should always control
for gender, since it has been found that femalew stigher levels of ERS. While
there is no clear rationale for this finding, isisfficiently consistent to consider it a

potentially valid effect. Nevertheless, Greenld#f92a) found that females have

Response styles in consumer research - 117



6 — Long term stability

lower levels of ARS, but his data did not confiine relation between gender and
ERS.

Most commonly, researchers have not made the digtmbetween ARS and DRS,
but have considered them as the opposite poldeafame underlying response style
(e.g. Greenleaf 1992a; Cheung and Rensvold 20@@yekMer, Bachman and
O’Malley (1984) indicated the importance of invgsting the relationship between
ARS and DRS, since the two were related positivallger than negatively in their
data. While the literature provides little baseffmmulating directed hypotheses on
how DRS relates to demographics, there are cleligations that DRS is assumed to
be higher among the highly educated, since thehhigfucated are expected to more
thoroughly evaluate statements and also considerteoevidence in this evaluation
(Schuman and Presser 1981; McClendon 1991b). Takiogiccount Knauper’s
(1999) theorizing on the effects of age, it wasdtiipsized that DRS also is
negatively related to age.

MRS has been studied rather sparsely. Often tiselevant since even numbers of
response options are used (Bachman and O’Malle$)198 other times it is
considered the opposite of ERS (e.g. Johnson 2086). The available evidence
seems to indicate MRS is indicative of respondtatils or transient cognitive
limitations (Krosnick 1991; Kraut, Wolfson and Rettberg 1975; Osgood 1941). In
line with the arguments developed in the conteXdaRE and ERS, this led to the
hypothesis that MRS is positively related to age aegatively related to education
level.

Although the effects reported in most of the abstuelies were significant, the effect
sizes of the relations often were modest, explgitess than 10% of the observed

variance in response styles. Therefore the reseprestion is adapted as follows.
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Rather than investigating the presence of stalsjgorese style variance, the presence
of stable response style variance will be studieaddition to the variance explained
by demographics. Including the demographics asabwariables will also allow
further validation of the findings reported in titerature. It is important to
investigate whether response styles have a suladteatiance component after
controlling for demographics because if this is thetcase, it would suffice to
discount the demographically caused response affi@et from research findings,
without further investigation of residual resposggde variance itself. In other words,
controlling for demographics would suffice (for dies where the demographic effect

is not the focus).
Latent stable background variables

Next to observable variables such as the aboveonse styles have been related to
latent stable background variables. Hamilton (1968yided both an overview of
relations that have been observed as the mainrredsp the status of these findings
is questionable, in thdpsychometric tests being correlated with ERS messmay
themselves be influenced by response Stiffamilton 1968, p. 198; also see Spector
et al. 1997 for a similar critique). Moreover, lietmeasures of response styles and the
background variables of interest are collectedrdutihe same data collection, both
may be subject to common transient factors suc¢atagie, cognitive limitations due

to worries, etc. (Becker 2000). This would invateléhe presumed time invariance of
the background variable measurement. Hence, tisepce of a stable component to
response styles apart from their variance shardddeimographics has not been
convincingly shown.

To conclude, the relation of response styles vatarit stable individual variables is

somewhat uncertain, while the relation with obsklwatable individual variables is
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modest in effect size. If the latter componenhis dnly stable component, this would
mean that approximately 90% of response style negias unstable, rendering
untenable the view of response styles as indivitha#él variables. The question then
remains how stable response styles are, and whpbgtion of their variance is
explained by demographics and how much stablevegigs present but unexplained.
To address this issue, a longitudinal study is aotetl consisting of two waves of
data collection among the same respondents, eaehusing a questionnaire

consisting of an independent random sample of agdjssmyree items.
M ETHODOLOGY

Respondents were recruited from the panel of an@nharket research company.
The sample was selected to represent a cross+s@ctibe Belgian population in
terms of age, gender and education levels. Data w@lected in two waves. In
between these two waves was a 12 month time |l&g. gliestionnaires in both waves
contained independent sets of agree-disagree igpasifically sampled to measure
response styles. This method essentially reduceigigbto random noise, serving two
goals at the same time. First, it guaranteed a lganfjitems representative of the
items used in consumer research and applied psygibal research. Second, it

controlled for content without omitting it altogeth

ITEMS

For wave 1, from the marketing scales handbooktoy&, James and Hensel
(2001), 52 items were randomly selected from défifeiscales. The 52 items had an
average inter-item correlation of .07. For wavéh2, sampling frame was extended to
not only include the Marketing Scales Handbook byrigr, James and Hensel

(2001), but also Measures of Personality and S&sgthological Attitudes by

Response styles in consumer research - 120



6 — Long term stability

Robinson, Shaver and Wrightsman (1991). From thesédooks 112 items from
different scales were randomly selected. Thesesitware put together in an
uninterrupted random list making up the completesjonnaire. In this questionnaire,
the average inter-item correlation equaled .13 diigmtly, the items for wave 1 and
wave 2 were independently sampled, resulting indiiferent sets of items. Hence,
response patterns that were the same across éotlséts cannot be attributed to the

specific items and their content.

RESPONSE STYLE INDICATOR CALCULATION

In both waves, the items were divided into thres,s@rresponding to three
subsequent parts of the questionnaire. In wavacdh set consisted of 17 or 18 items.
In wave 2, each set consists of 37 or 38 itemboth waves, the three sets were used
to compute three indicators for every response $8RS, DRS, ERS and MRS). For
ARS, the number of agreements was counted pef getits, weighting a seven as
three points, a six as two points, and a five aspmnt. A similar method was applied
to obtain DRS measures. ARS and DRS measures fimmgé® through 3 and can be
interpreted as the bias away from the midpointtdu&RS or DRS. If DRS is
subtracted from ARS, this indicates the net bias.example, a respondent with an
ARS score of 1.5 and a DRS score of 1 has an eegp@s¢an score of 4 +1.5-1=
4.5 on a 7-point item due to the effect of ARS B8RS. ERS indicators were
computed as the number of extreme responses (ldivided by the number of

items. Similarly, MRS indicators were computedlastumber of midpoint responses
(4) divided by the number of items in the set. ElRRS MRS scores can be interpreted
as the proportion of respectively extreme and mitpesponses, and hence range

from O through 1.
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DEMOGRAPHICS

In both wave 1 and wave 2 the following demographvere measured. (1) Age was
mean centered (mean = 42) and divided by ten tp #ezvariance in a range similar
to that of the other variables in the model. (2u&ation level was measured as the

number of years of formal education, also meaneredt(mean = 12.8). (3) Sex was

indicated by a dummy variable, where male = O @malafle = 1.

RESPONDENTS

For the first wave, 3000 panel members of an leenmarket research company were
contacted. In total, 1758 responses were obtait&®h of which were unique
respondents. 151 respondents did not finish thetoumnaire completely. 1445 cases
were retained for further analyses. In this santhle average age was 42.6 (s=14.7),
the average years of formal education equaled (85X.81), and 45.7% of
respondents were female.

For the second wave, the 1372 still active panehbezs (out of 1445 respondents to
wave 1) were contacted for participation. Specaavas taken to optimize the
response to the second wave, in line with recommauoms by Deutskens et al.
(2004). In total, 633 responses were obtained,hi¢kv604 could be used for further
analysis. In this final sample, the average age48a3 years (s=14.7), the average
years of formal education equaled 6.98 (s=1.94),44n0% of the respondents were
female. 104 respondents had one or more missingsaA comparison of
demographics between respondents and non-respsridemave 2 is included in the

analyses reported below.
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ANALYSES AND RESULTS

All analyses were performed using Full Informatdaximum Likelihood (FIML)
estimation to account for missingness (Enders 2@i6xe the degree of non-
normality was low (skewness < 2 and kurtosis <r7afbbut one observed variable)
and since the alternative (robust) estimators gitldearly identical results and
substantively the same conclusions, the FIML resaié reported (Curran, West and
Finch 1996; Finney and DiStefano 2006).

The data were analyzed in several steps. Firsedoh wave separately, a
confirmatory factor analysis (CFA) was conductedssess the convergent and
discriminant validity of the response style measwst model (Fornell and Larcker
1981). Second, to test for selectivity, it was stigated whether response style levels
in wave 1 were predictive of non-response to waaéex controlling for
demographics. Third, the focal model for this studs tested, linking the response
style factor in wave 1 and wave 2 by a time invarsecond order factor for each
response style. In this mimic model, the seconé@mrelsponse style factors were

regressed on sex, age and education.

TIME sPECIFIC CFA’s

First, a CFA model with four factors was specifiédRS, DRS, ERS and MRS. Each
response style had three reflective indicators. drtique factors of all first indicators
of each of the four response styles were correldted same was done for the second
and the third indicator of all response styles (W#es, Schillewaert and Geuens
2005). This CFA model was fitted to the data farleaave separately.

In wave 1, all observed variables had skewnesghass2 and (excess) kurtosis less
than one. The chi square test indicated significaisfit, ¥2(30, N=1573)=119.12

(p<.001). The alternative fit indices showed goatues, however (CFl = .995; TLI =
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.988; RMSEA = .043), and the indices of local ntigiodification indices and
standardized residual covariances) showed no sgsiepattern. Therefore, it was
decided to accept the model and its estimatesoasdpng valid approximations of the
data. As shown in Table 6-1, an evaluation of #etdr loading estimates and factor
correlations indicated a valid measurement mogedciically, all factors had
average variance extracted of over .50, indicagimgd convergent validity, and
shared variances that were smaller than their geerariance extracted, indicating
good discriminant validity (Fornell and Larcker 198From Table 6-1, it is apparent
that MRS was the most distinct response style rsdittle variance with the others,

while ARS, DRS and ERS shared a substantial anmfurgriance.

TABLE 6-1: SHARED VARIANCE, AVERAGE VARIANCE EXTRACTED AND CORRELATIONS

OF RESPONSE STYLE FACTORS

Wave 1 Wave 2

SV/IAVE/r ARS DRS ERS MRS ARS DRS ERS MRS
ARS 0.67 0.51 0.74 0.01 0.65 0.35 0.71 -0.50
DRS 0.26 0.58 0.65 0.03 0.12 0.67 0.62 -0.57
ERS 054 043 0.78 0.06 050 0.39 0.83 -0.14
MRS 0.00 0.00 0.00 0.59 0.25 0.32 0.02 0.80

On the diagonals, average variance extracted (A¥Eported; in the below-
diagonal cells, the shared variance (SV, i.esr#gported (Fornell and Larcker 1981);
in the above-diagonal cells, correlations (r) &eorted
In wave 2, all but one observed variables had skewibelow 2 and kurtosis below 7
(the exception was MRSt2a, kurtosis = 8.48). Sammounting for non-normality did
not seem to influence the results to any signitieaaient, the regular FIML results

were reported. While the chi square test was saggmit (2(30, N= 604)=101.98,

p<.001), the alternative fit indices showed acdelpttevels (TLI=.975; CFl = .991,
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RMSEA = .063). Again, as shown in Table 6-1, thetdasolution showed good
convergent and discriminant validity, especially RS and ERS. Here too, all
factors had average variance extracted of overnBiizating good convergent
validity, and shared variances that were smalken their average variance extracted,

indicating good discriminant validity (Fornell ahdrcker 1981).

RESPONSE TO WAVE2

It was investigated whether the response stylesuned in wave 1 were predictive of
response/non-response to wave 2, controlling foradgaphics. This was done for
two reasons. First, in panel research, attritianésitable. It is important to
investigate whether attrition is selective in sackay that it might bias the findings.
Second, if response styles at time 1 would be ptiediof response/non-response at
time 2, this would suggest that response styléisnat 1 were related to respondent
motivation to participate in research. Such findwguld also be relevant in providing
guidelines on when to provide extra incentivesp@rticipation.

In order to respect the temporal order, responsef@sponse in wave 2 was regressed
on the four response styles ARSt1, DRSt1, ERStIMIR8t1, and the demographics
age, education and sex. To do so, a structuratiequaodel was specified with as
the independent variables: (1) the response styteteled as latent variables as done
in the CFA described above, freely covarying whthe demographics. As the
dependent variable a dummy variable was used, whargicated unit non-response
to wave 2, and 1 indicated unit response to wavéhzd. model was estimated by
means of the WLSMV estimator in MPlus; this is aameand variance-adjusted
weighted least square estimator (Muthén and Mug@®4, 2006; Finney and
DiStefano 2006). The WRMR was 1.020, indicating peceptable fit (Yu 2002).

Since the CFA specification had been validatedreedmd since little extra variables
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and restrictions were added, this model was acdegsie valid approximation of
reality and the estimates were evaluated as report€able 6-2. From this table it
appears that education level was positively reltdgtie probability of participating

in wave 2. Apart from that, no significant effeaetsre observed. It can be concluded
that response styles at time 1 were not predicivesponse to wave 2. Hence, levels
of response styles between respondents to wavey hod respondent to both waves
can be plausibly accepted not to vary apart froenvtiriance induced by their

different levels of education.

TABLE 6-2: REGRESSION COEFFICIENTS FOR SELECTIVITY CHECK

ve B° s.e. t Stdd B

ARS 0.120 0.542 0.221 0.029
DRS -0.384 0.585 -0.657 -0.072
ERS -0.450 0.927 -0.486 -0.071
MRS 0.001 0.953 0.001 0.000
AGE 0.007 0.024 0.272 0.010
EDU 0.067 0.019 3.596 0.120
FEMALE -0.096 0.071 -1.341 -0.047

4V= Independent variable;
Dependent variable is Non-response (=0) /Respecriget@ wave 2
®The regression weights are probit coefficients

MIMIC MODEL OF TIME INVARIANT SECOND ORDER RESPONSESTYLE FACTORS

The focal model of this study was a mimic modellfiple indicators — multiple
causes), in which response styles were specifi¢idhasinvariant second order
factors. The response style factors measured i Wand wave 2 were their
indicators. The demographics were the antecedeigiste 6-1 depicts the mimic

model. Note that the correlated uniquenesses éooliserved indicators are omitted
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from the figure (the details of these correlatians discussed in the time specific
CFA’s). At the first order level (time specific lel, the disturbances were correlated
because the response styles were expected to adwary time specific factors. For
example, a respondent might have been in a givesdraounder time pressure when
filling out questionnaire 1, but this effect migidt have been present at time 2. At the
second order level (the time invariant level), tbsponse styles were correlated
because the demographics were not expected toiegiléhe shared variance
between the four response styles. More specificedlgponse styles might covary due
to non-modeled common causes like stable indivithadtls. On the first order level,

the factor loadings of one indicator per factoreveet to one. On the second order

level, both factor loadings per response style getdo one.

Figure 6-1

Mimic model of temporal stability of response style
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The chi square test of model fit was significggi(454, N=604)= 537.450, p<.001),
indicating statistically significant misfit of theodel to the data. On the other hand,
the alternative fit indices showed acceptable \&a(@~I = .980; TLI = .971; RMSEA
=0.043, 90 Percent C.I. = 0.038 to 0.048; ProglRMSEA <= .05)=0.989). Also,
the indices of local misfit indicated that potehtiasspecifications were statistically
significant but substantially negligible.

The residual variances (or disturbances) of theaese style factors on both the time
specific first order level and the time invariaatend order level are reported in
Table 6-3. All residual variances were significartifferent from zero at the .05
level. For the time invariant level, this indicatbat the time specific response style
factors shared an amount of stable variance oflaer that explained by the variance
they shared with the demographic background vasaliiowever, the time specific
non-zero variances mean that the stable factonati@xplain all the response style
variance observed at one point in time. To obtattearer insight in the relative
contribution of the respective variance compondhts AVE’s (average variance
extracted) of the response style factors are pteden Table 6-3, both for the time
specific and time invariant factors. On the timedfic level, it is readily apparent
that the different independent random samplesedafistall form the basis for reliable
response style indicators, as shown by the AVEes(rable 6-3). This indicates that
response style levels were stable at least atrtteedpecific levels. At this level, the
average response style indicator shared 68% wéitance with its time specific
factor (see AVE in the Table 6-3). At the time inaat level, also remarkably high
factor loadings were found: just over half of tlaignce in the average time specific

response style factor was explained by its timaiiiant counterpart (see AVE in the
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time invariant columns of Table 6-3). In the cutrdata, DRS was the least stable
over time, followed by ARS (both less than haltleéir variance was explained by
the time invariant factor), while ERS and MRS haiteimpressive levels of
explained variance (58 and 57%; see Table 6-3).

Table 6-4 presents the structural regression weighd explained variances of the
four response styles regressed on demographidilesialust over half of the effects
are significant at the .05 level. ARS is positivetyated to age. DRS is positively
related to education level. Both MRS and ERS agatieely related to education
level and positively related to age. Moreover, ERBigher among females. The
proportion of variance in the response style factbat is explained by the
demographics varies from a low 2.3% for DRS to aimam of 9.5% for ERS. MRS

and ARS are somewhere in between, with respecttv&yand 6.1%.
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TABLE 6-3: VARIANCE AND AVERAGE VARIANCE EXTRACTED(AVE) OF THE RESPONSE STYLE FACTORS

Time invariant Wave 1 Wave 2
AVE s?  s.e. t p AVE sz s.e. t p AVE sz s.e. t p
ARS 0.49 0.029 0.003 9.52 <0.001 0.65 0.055 0.005 10.18 <0.001  0.65 0.009 0.001 10.00 <0.001
DRS 0.44 0.018 0.002 8.55 <0.001 0.54 0.022 0.003 7.02 <0.001 0.66 0.012 0.001 8.64 <0.001
ERS 0.58 0.013 0.001 10.89 <0.001 0.75 0.009 0.001 7.07 <0.001  0.83 0.026 0.003 8.58 <0.001
MRS 0.57 0.006 0.001 10.15 <0.001 0.56 0.003 0.001 4.25 <0.001  0.80 0.020 0.003 6.02 <0.001
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TABLE 6-4: STRUCTURAL REGRESSION WEIGHTS OF MIMIC MODEL

DV \Y Estimate S.E. C.R. P Stdd R2
ARS EDU -0.010 0.005 -2.00 0.045 -0.11 0.061
AGE 0.031 0.007 4.67 <0.001 0.25
SEX 0.038 0.020 1.95 0.052 0.11
DRS EDU 0.008 0.004 2.09 0.037 0.12 0.023
AGE 0.006 0.005 1.05 0.293 0.06
SEX 0.016 0.016 1.02 0.308 0.06
ERS EDU -0.009 0.003 -2.95 0.003 -0.14 0.095
AGE 0.026 0.004 6.21 <0.001 0.31
SEX 0.032 0.012 255 0.011 0.13
MRS EDU -0.008 0.002 -3.93 <0.001 -0.20 0.067
AGE 0.010 0.003 3.59 <0.001 0.19
SEX -0.003 0.009 -0.38 0.707 -0.02

To get a better understanding of the effects repart Table 6-4, it may be useful to
estimate the mean scores of the four responsessiiydedo so, a model is estimated in
which the factor mean of each time invariant respostyle is set to zero, as are the
intercepts of all observed response style indisatét the intermediate level, the time
specific factor intercepts are freely estimatedstuaranteeing an estimate of the
average score that is based on the optimal wemglbfinhe observed mean scores. The
resulting estimates are presented in Table 6-5.tkecept constraints lead to a
highly statistically significant increase in misfity3(16, N=604)=121.15, p<.001), but
a relative small deterioration of the alternatitendices (TLI=.009; CFI=.007),
overlapping RMSEA intervals (respectively P(.038<®BA<.048)=.95 and
P(.044<RMSEA<.054)=.95), and acceptable overall ehitl(x3(270,

N=604)=658.601; TLI=.962; CFI=.973; RMSEA = .04%99 C.l.: .044-.054;
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p(RMSEA<.05)=.648). Based on this, the means weceted as reasonable
estimates. Nevertheless, the mean response stgls l@ere significantly different
across the sets of items, a finding in line witle&neaf's (1992a) remarks on how to

create sets of items that are parallel with regattieir response style levels.

TABLE 6-5: MEAN ESTIMATES OF RESPONSE STYLES

Wave 1 Wave 2 Difference

Mean s.e. Mean s.e. t

ARS 0.87 0.02 0.86 0.02 0.94
DRS 0.59 0.01 0.64 0.01 3.94
ERS 0.22 0.01 0.22 0.01 0.13
MRS 0.19 0.01 0.21 0.01 2.31

The residual correlations between the responsesstyl the time invariant second
order level (i.e. the correlations capturing thareld variance not explained by shared
antecedents, in this case demographics), werer28RS and DRS, .71 for ARS and
ERS, .57 for DRS and ERS, -.46 for MRS and ARS fof MRS and DRS, and -.03
for MRS and ERS. Apart from the MRS-ERS correlat@hof these are significant

at the .05-level.
DiscUSsSION

In the current study, response styles were measwedtwo waves of data collection
using independent random sets of items. The tinheedsn the two waves was one
year. Consequently, some respondents did not rdspaie second wave of data
collection. However, response style levels of resiemts in wave 1 were not
predictive of their response/non-response to waake2 controlling for

demographics. It was found that demographics wezdigtive of participation to

Response styles in consumer research - 132



6 — Long term stability

wave 2. In particular, respondents with higher etioa levels had higher
probabilities of participating in wave 2. For tihéason, and to estimate the effects of
demographics on response styles, a mimic modebpesified of four response
styles, using education, age and sex as the amtetseof acquiescence response style
(ARS), disacquiescence response style (DRS), egtresponse style (ERS) and
midpoint responding (MRS). ARS, DRS, ERS and MR$evapecified as latent
factors acting on two levels: the time specificeleof response styles is a result of a
time invariant response style factor; complemeited time specific unique
disturbance (non-modeled situational variablesg fiitme invariant response style
factors were regressed on demographics, which merdeled as time invariant
covariates (making abstraction of the one yeaem®e in age and other potential
changes).

On the time invariant level, ERS was strongly pesiy related with both ARS and
DRS. ARS and DRS were positively related too, bud tesser extent. This indicates
that ARS and DRS, rather than opposites of the gaotee may to some extent be
indicative of respondents’ willingness to chooskesion the issues presented to them
and to differentiate their responses accordinghyt &l ARS and DRS variance

should therefore necessarily be equated with dineat bias, a point also raised by
Bachman and O’Malley (1984) and Greenleaf (1992b).

The data further showed that, after controllingdemographics, MRS was negatively
related to ARS and DRS and non-significantly relateERS. This also concurs with
the above observation that ARS, DRS and ERS maydieative of differentiation.
MRS and ERS did not constitute opposites of theesdimension, but were nearly
orthogonal dimensions. Thus, it is essential naiperationalize these response styles

by one measure, as is sometimes done.
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In sum, MRS seems to indicate a tendency not feréifitiate; ARS and DRS are to
some extent determined by a tendency to differemtand to some extent by a
tendency to use extreme directed responses in doinghe latter is captured by ERS,
which is nearly independent of non-differentiat{®dRS). While the four response
styles share some variance with one another, thegat be completely reduced to a
more limited set of factors. For example, if a l@gbrder factor indicating
differentiation were specified, ARS and DRS wouldd equally and positively, while
MRS would load negatively, but the factor wouldyoekplain a very limited
proportion of the response style factors’ varian€esther, if a higher order factor
were proposed linking ERS, ARS and DRS, this faatould not be able to account
for the different correlations between ARS and ERShe one hand, and DRS and
ERS on the other hand. Consequently, to obtaisporese style profile of a
respondent or group, all four response styles acessary and form complementary
non-redundant dimensions.

Each of the response styles was significantly &by some specific demographics.
The explained variance was rather modest, withlRusg below 10% in all cases. In
heterogeneous samples, the response style difss@mross demographic groups
may seriously bias results though. For examplesiden an average respondent L (for
‘low education’) with 6 years of formal educatianm(y primary school) as opposed to
an average respondent H (for ‘high education’) iiyears of formal education
(postgraduate). The expected levels of respongesdtyr L as compared to H would
be .14 higher for the net effect of ARS-DRS (ixerage score difference on a seven
point scale), but, what is more alarming, 10.8%h&rgon ERS and 9.6% higher on
MRS, corresponding to the respective proportionsxtfeme and midpoint responses.

Similarly, comparing an average respondent Y (fmmng) aged 20 years to an
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average respondent S (for senior) aged 70, wosldtran expected levels of response
styles for S as compared to Y that would be .1Bdnglue to the net effect of ARS
and DRS, as well as 13% higher on ERS and 5% high®RS. To obtain the
predicted scores of a lowly educated seventy-ykhversus those of a highly
educated twenty-year old, it suffices to add thevaleffects. It is obvious that, while
the directional bias due to ARS and DRS may be mategthe distributions will look
quite dissimilar, with the seventy-year old lowjueated respondents showing a
nearly trichotomized response distribution. Sudpomse pattern has been noted by
Osgood (1941), who also linked it to low education.

While the above effects are worrisome when compatie extremes of the
demographic spectrum, demographics account for@mniynor proportion of the
variance in response styles. However, the curesnlts provide conclusive evidence
that in addition to the stable component of respatgles explained by demographic
differences, there also is a much bigger propomiostable response style variance
not being explained by these background variallased on the current study, this
stable portion of response styles cannot be retategecific variables. While the
literature has suggested some possibilities, nginomg evidence is available. A
major obstacle in proving the link between resp@tgkes and some stable individual
characteristic, like personality traits, is thatlstraits are most commonly measured
by means of self-reports, which can reasonablyssaraed to be contaminated by
response styles, resulting in circular causalitigoAthe established stability of these
same trait measures might be due at least in @agsponse style stability.

Nevertheless, current results clearly indicatengaeessity to solve this issue.
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While the current study did not link response styteexplanatory variables other
than demographics, the observed effects combingdtixe correlations between
response styles, provide some clear clues on tla@img of response styles.

MRS and ERS both positively relate to Hgand negatively to education level,
suggesting an association with cognitive limitasioA similar profile is obtained for
ARS, but less so. While ARS probably has a cogailimitation component, it also
has a component related to differentiation. Heheepbsitive correlation with DRS.
DRS in turn, is positively related to educationdewonfirming its status as the
consequence of critical thought and differentiatiather than a directional bias.

It is notable that researchers commonly have besst preoccupied with ARS or the
net effect of ARS-DRS (Ray 1979; Watson 1992; Mo@ten 1991a, b; Billiet and
McClendon 2000). The reason for this attentiorARS is probably that the bias that
may be caused by directional response styles i$ ofesous and easily understood.
At the same time, researchers who have criticizegdanse style research have most
commonly focused on ARS, arguing that it is (1) #@sastent or unstable (Rorer
1965, in “The great response style myth”), or [@ttits biasing effect is rather
limited (Schimmack, Bockenholt and Reisenzein 20B@wever, it is ERS that
shows the highest stability and the strongestiogiship with demographics in the
current data. This concurs with previous finding$Peabody (1962), who observed
that ERS most probably is a stable response stfiiée observed directional
differences (in agreement levels) are more closted to content rather than to

style.

! Since our sample is limited to adults, our datadocontain the age brackett where ERS may
decline over age, i.e. from childhood to adolesegiiarsh 1996; Hamilton 1968). We confirmed the

linearity of the observed effects by studying sargpiots of the estimated factor scores by age.
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L IMITATIONS AND SUGGESTIONS FOR FUTURE RESEARCH

While a major contribution of the current studyhie establishment of longitudinal
stability of response styles over a one year tier@g, it would be interesting to
study longitudinal data that allow one to trackdiity and change of response styles
over several years. Such design would allow théystd growth curves of response
styles over the life cycle.

A key opportunity for future research lies in thi®llenge of measuring stable
individual traits, e.g. personality traits, in aywthat guarantees the absence of
response style bias. This would allow researclenmsviestigate how such traits are
linked to response styles. Given the current oladEw that at least 90% of the stable
variance in response styles is unexplained, thamésof the priorities for response

style research in the near future.
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CHAPTER 7: ASSESSING RESPONSE STYLES ACROSS MODES OF DATA

COLLECTION (EMPIRICAL STUDY 4)*2

CHAPTER OUTLINE

The current study compares levels of responsessadeoss three modes of data-
collection: paper and pencil questionnaires, ted@ghinterviews and online
guestionnaires. Using Means And Covariance Strast(MACS), data collected by
different modes are found to show differences spomse styles. Specifically,
telephone data have lower levels of midpoint redpun The potential bias the

observed response style differences may causéusteated and discussed.

12 A previous version of this paper is available 4sri¢k Leuven Gent Management School working
paper 2004/20 (Weijters, Geuens and Schillewadlpand Ghent University FEB working paper

05/349. This study was also presented at the Mak&cience conference 2004 in Rotterdam.
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INTRODUCTION

Imagine a researcher wants to compare the leveatisffaction among online and
offline customers of a retailer that uses bothahkne and the offline channel. Based
on practical considerations, use of a multi-modeespcombining online and offline
data collection would most probably be an optioaddress the question at hand. The
whole set-up would be useless, however, if thenerdind offline data were not
comparable in terms of how the item responsesatefiiethe underlying construct,
satisfaction.

It has become common practice to frame this is§germparability in terms of
measurement invariance. While measurement invagitagting has received quite a
lot of attention, also to a growing extent in crossde contexts (see, e.g., Deutskens,
de Ruyter and Wetzels 2006; Ferrando and Lorenxa-3@05), the possibility that
violations of measurement invariance may be duegsponse styles has not.

Cheung and Rensvold (2000) have shown that measutanvariance may be
violated as a consequence of group differencesviel$ of response styles and have
demonstrated how measurement invariance testsecasda to assess differences in
response styles between groups. While these gtomsoften been samples from
different cultures, the problem of measurementriawece translates directly to the
cross-mode situation.

Using the assessment of measurement invarianagteatdesponse style differences
has some important limitations, however. Firsteasment of measurement
invariance is content specific, in that it relatieshe equivalence of the particular
construct and its indicators under investigatioanét, acceptance of invariance of a
specific measure does not carry any informatiohgeaeralizes beyond this measure.

Second, as Little (2000) has argued in reactid@hteung and Rensvold’s (2000)

Response styles in consumer research - 140



7 — Modes of data collection

article, establishing measurement invariance doesute out response bias,
especially when such bias is uniform across diffenedicators. For example, if a
factor is operationalized by means of three itezash of which is contaminated by
ARS to a similar extent, this bias will most prolyaot result in rejection of the
hypothesis of scalar invariance, but may very wletw up as an apparent latent mean
difference. Third, testing for measurement invar@&is inherently diagnostic in
nature, and does not offer corrective measures \whaniance is found to be
violated. On the other hand, once measures of nsgpstyles have been created, they
can be used to correct observed scores for thedb&so response styles. Finally, it is
not clear why a cross-group comparison shouldrb#dd to only two response styles,
namely Net Acquiescence Response Style (NARS) atr@iie Response Style
(ERS), while several other response styles have igeatified, most notably

Midpoint Response Style (MRS). Also, Acquiescenespdnse Style (ARS) and
Disacquiescence Response Style (DRS) are two debatieseparate response styles
and can hence not be reduced to NARS (Bachman dandll®y 1984). All of these
response styles (i.e. ARS, DRS, ERS and MRS) haee fbund to potentially cause
bias in measurement of constructs (BaumgartneSaeeinkamp 2001).

Because of the above reasons, a direct assessfimeaponse style differences
between modes of data collection would be prefertbthe indirect assessment via
invariance tests of measurement parameters. Thieref@ objective of the current
paper was to compare levels of response stylessanodes of data collection. The
potential differences with classical measuremevdriance tests are illustrated and
discussed.

Investigating response bias across different moéldata collection is highly

relevant. Recently, multiple modes of data coltir mixed-modes have become
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increasingly popular in survey practice (de Lee@®3). It is crucial for

contemporary survey research to investigate whelifferent modes of data
collection bring along different levels of respossdes. This is an important issue for
both practical and academic research with repei@us®n the optimal choice of a
data collection procedure.

Especially with regard to the growing importanceha Internet and web surveys
(Gunter et al. 2002; Johnson 2001; Griffis, Goldahg Cooper 2003; Deutskens
2006), such comparison would enrich the understenai the comparability of
various research methods. Although researchersitauéfied a wide range of
possible (dis)-advantages of web surveys, the fotpsevious research is mainly on
response rate, response speed, costs, represemsivof samples, anonymity and
confidentiality (Deutskens et al. 2004; GunterleR802; Ployhart et al. 2003; Simsek
and Veiga 2001; Thompson et al. 2003; Truell 2003).

The current paper compares offline self-administepgestionnaire data, telephone
interview data and online self-administered dateeims of systematically measured
response styles, using a highly diverse set of contyrused questionnaire items
among three subsamples of respondents who resptmdesl same questionnaire via
a different mode of data collection. Additional&g an illustration, it is tested how a
cross-mode comparison of a substantive construasare may be biased by response
styles and whether or not this is detectable bynmed the classical measurement

invariance tests.
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THEORETICAL FRAMEWORK

RESPONSE STYLES

In survey studies, researchers assume that thenespto questionnaire items reflect
a respondent’s true position towards the contethefjuestion. This is not always the
case though. The presence of random error hasgesgmmally accepted and is often
accounted for by using multi-item scales (Churct#lV9), possibly combined with
Structural Equation Modeling (Fornell and LarckéB81). The effect of systematic
error, on the other hand, poses more serious prable the validity of survey
research and has not been as widely recognizetestigated as would be warranted
by its potential biasing effects (Baumgartner atekS8kamp 2001; Podsakoff,
Mackenzie, Lee and Podsakoff 2003). Often, respatsdgeem to be prone to
response styles, defined dbéhavior patterns] where the individual tends &dext
disproportionately a particular response categoegardless of item contént

(O'Neill 1967). Based on the impact they have osasbed scores, one could
distinguish between two major types of responslestynidirectional and
bidirectional. Unidirectional response styles rafea respondent’s preferred use of
positive, neutral or negative response options.idigesult of these styles is a shift
in the within-subject mean (Greenleaf 1992a; Najuiescence Response Style in
Baumgartner and Steenkamp 2001). There are thobeusudirectional response
styles: Acquiescence Response Style (ARS), i.eteti@ency to disproportionately
use positive response categories; DisacquiesceesgoRse Style (DRS), i.e. the
tendency to disproportionately use negative respoategories; and Midpoint
Responding (MRS), i.e. the tendency to disproppéiely use the midpoint of a
scale. Bidirectional response styles, on the dthed, refer to a respondent’s

tendency to use response categories that are paséoth sides of the response
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option spectrum. This category consists of only @sponse style: Extreme Response
Style (ERS), the tendency to use the most extresgonse options on both the left
and the right hand side of the scale (BaumgarmeérSieenkamp 2001; Greenleaf
1992a, b). The net result of this bidirectionalesig a change in the within-subject

standard deviation (Greenleaf 1993a)

As demonstrated by Cheung and Rensvold (2000)pnsgpstyles affect observed
scores and their relation to the latent varialdtey reflect. More specifically, in a
measurement model where observed variable x ieadifunction of latent variable
and unique factod, with interceptr, such that x = + A§ + 9, higher (lower) ARS
inflates (deflates) measurement interce@nd higher (lower) ERS inflates (deflates)
factor loading\. Consequently, if groups have different levelsesponse styles, this
will lead to between-group differences in measunmgnmgercepts and loadings.
However, to be able to compare groups in termateht means, metric and scalar
invariance have to be satisfied (Little 1997; Vamukrg and Lance 2000): metric
invariance refers to the condition in which the smwe@ament slopes are equal across
groups, while scalar invariance refers to the cionliwhere, in addition to metric
invariance being established, the measurementeyi&st are equal across groups
(Steenkamp and Baumgartner 1998). As Cheung ansivBieh(2000) point out, inter-
group differences in response styles may threatnerand scalar invariance and

render inter-group comparisons impossible. Howewéile it is by now generally

13 Note that Baumgartner and Steenkamp (2001) shatERS also has an effect on the expected
mean score of a scale. However, this effect is itiomél on the mean deviation from the midpoint,
which is closely related to the idea of an intamaceffect between the latent score and ERS prapose

by Cheung and Rensvold (2000) and implicitly appliy Greenleaf (1992a).
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acknowledged that measurement invariance is a sa&gesondition for meaningful
inter-group comparisons (Meredith 1993; Ployhad @swald 2004; Steenkamp and
Baumgartner 1998; Vandenberg and Lance 2000)nibis sufficient condition

(Little 2000). Both uniform bias due to ARS andiRS, as well as bias due to
response styles other than ARS and ERS may go iaedah invariance testing.
Further, measurement invariance needs to be edtablfor each measure in each
measurement situation and hence has little gemeldlity. An additional limitation of
studying response style differences by means @friakce testing is that the latter
procedure is limited to a measure specific diagnokthe problem, and does not
allow for correction of bias if such bias is obs=tvTo counter these limitations, it is
necessary to make a more direct assessment ohsesptyles, by creating measures
of the response styles themselves, rather thasdssaing their impact indirectly via

their biasing effect on measurement parameters.

A MACS OPERATIONALIZATION OF RESPONSE STYLES

Based on a thorough review of the literature, Pkaf$&t al. (2003) conclude that
multi-indicator multi-method factor measuremensotirces of bias has important
advantages over models using single indicatorsoamsiiigle method factors. While
previous research has used multiple indicatorsefgponse styles (Baumgartner and
Steenkamp 2001) and has modeled one specific resmiyle, ARS, as a latent
variable (Billiet and McClendon 2000; Welkenhuygeybels, Billiet and Cambré
2003), the current paper proposes and appliessthe@fumultiple specifically designed
indicators for simultaneous measurement of sevesglonse styles. The discussion
that follows, clarifies why such procedure is mtiren a straightforward extension of

existing approaches. For a valid operationalizatibresponse styles, several
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requirements need to be simultaneously addressst. tRe operationalization needs
to represent a complete profile of unidirectiorad &idirectional response styles. A
reduced set, focusing on item intercepts and |lagdatone (i.e. the parameters that
are commonly tested for invariance) may miss ingrgrsources of bias and does not
capture the full scope of behavioral phenomenatefest (i.e. the underlying
response styles). Second, as is the case fotetltleonstructs, response styles need to
be invariant across groups in order to be compariabh meaningful way. While the
necessity of measurement invariance has been digremtanowledged, it has not

been applied to measurement of response styleshusremarkable in light of the
methodological focus of the research domain. Talile to assess invariance, there is
a need for multi-indicator measures of respondesify The use of multiple rather
than single indicator measures for each respogkeistnecessary not only for
invariance testing, but also to account for measerg error and to enable correct
assessment of convergent and discriminant valafithe response style measures
(Podsakoff et al. 2003). A specific issue with @sge style measures is that they
usually are based on different mathematical transdtions of the same data. For
example, ARS and DRS measures based on the samsatewill have a structural
tendency to correlate negatively. It is not a cpheal necessity, however, that the

response styles themselves are negatively relB&ch(man and O’Malley 1984). By

“Note that this requirement is independent of theticn between measurement invariance and
response styles as discussed by Cheung and Rer{2002; see above). These authors state that
measurement non-invariance may be indicative gfaese styles. Here it is stated that measures of
response styles need to meet the condition of meamnt invariance in order to be valid and useful
for group comparions of response style levels. &lpgspositions, while superficially similar, reldte

same concepts but in a different way.
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correlating indicators based on the same itemvelgite at the same time correlating
the response style factors, it is possible to atdanore truthful estimate of the
correlation between the response styles rathertibmeen response style indicators.
This may become clearer later on, when the measmemodel is discussed in more
detail. Evidently, the use of multiple indicatotsafacilitates the assessment of
internal consistency. Further, it makes it possiblexplicitly model the unique
variances of indicators, which is important in tbistext, since it is crucial to abstract

only the variance that is not specific to a certihset of items.

A further requirement is that response style messshould be based on a
representative sample of heterogeneous items. R&ses often use convenience
samples of items to measure response styles, yfusmlhuse secondary data are
analyzed (e.g., Bachman and O’Malley 1984). Theaiserandom sample of items is
preferable because maximum heterogeneity of theenbof the items ensures that
the observed response tendencies are not conteneliged (Greenleaf 1992a), and
because only the use of a representative samtienas allows one to generalize
findings across all items in the same populatioavidus cross-mode comparisons

are limited in this regard (as discussed below).

RESPONSE STYLES ACROSBIODES OF DATA COLLECTION

Notwithstanding the availability of several modéslata collection and the growing
success of the Internet in this respect (Johns0a)20ttle research is available that
addresses the impact of mode of data collectioresponse styles.

Jordan, Marcus and Reeder (1980) compared tele@rmahbousehold interviews, and
found more acquiescence and extremeness in thghtale interviews. Kiesler and
Sproul (1986) compared electronic and paper mHibskninistered surveys in terms

of the contents of responses to a specificallythealated questionnaire. They found
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that in the electronic surveys, people tended tovdlss inhibition in their responses,
but mainly concluded that their resul&hbw considerable similarity of response
between the paper and electronic survey but notgch that the two may be
considered interchangeable without further researcfhe measures used by Jordan
et al. (1980) and Kiesler and Sproul (1986), howewere constructed ad hoc and
related to the specific content of the questiommadirdeed, both Jordan, Marcus and
Reeder (1980) and Kiesler and Sproul (1986) medsesponse styles in the content
domain of health related issues, which may be aailothat is particularly sensitive
to biases that are response set-based (i.e. coptated; Rorer 1965) rather than
response style based (i.e. non-content related&rR@&65). This implies that the major
advantage of a direct assessment of response, stglebe generalizability beyond a
specific content domain, is not realized. The latdn of topic specificity also applies
to other mixed-mode studies on comparability ofedént modes with regards to
different aspects (for an overview of such comarssof online and mail surveys, see
Deutskens, de Ruyter and Wetzels 2006).

Further, in the studies by Jordan et al. (1980)Kaedler and Sproul (1986), only
limited subsets of response styles were studiedg ugperationalizations that were
suboptimal (i.e. not meeting standards set by,Roger 1965; Bentler, Jackson and
Messick 1971; Greenleaf 1992b). Consequently, thestipn remains open whether
and to what extent mode of data collection systeaift affects (non-content related)
response styles and the need exists for a compasfsmodes of data collection using
a thorough operationalization of all relevant resgmstyles based on a diverse and
broad sample of commonly used scale items.

The topic of mode comparability is becoming esgBcimportant since substantive

qguestions need to be answered concerning the dieabibity of conceptual models
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from an offline to an online context (see for ex¢arpzymanski and Hise 2000;
Venkatesh, Smith, and Rangaswamy 2003). Oftenprelgmts in the offline and
online settings are easier to reach respectiveinésns of mailed paper surveys and
e-mails linking to online questionnaires respedyiv&o save costs, researchers may
also want to use online questionnaires for as masgyondents as possible and
complement the mode with another mode to covewtinde population of interest,

including those who are not online.
HYPOTHESES

The current study aimed to compare self-adminidtpeger and pencil questionnaires
(P&P), telephone interviews (Telephone), and seffymistered online questionnaires
(Online). The P&P mode is considered the refergmoap to which the other two
modes are compared. The P&P mode and the Telephode differ from one

another in several important aspects. While peiwef the items / response to the
items is visual / manual in the P&P mode, it isitargl / vocal in the Telephone
mode. However, since the response options to essefiLikert items are identical for
all items, it is not very plausible that responsdeo effects will occur. Depending on
the mode of data collection, primacy and recentgces have been observed in this
regard (Krosnick and Alwin 1987), but only for resige options that were
idiosyncratic to one question (i.e. a specific éifbption is read for each specific
guestion), which is not the case here. A probaldyeninfluential difference between
P&P and Telephone is the presence of an interviawire latter condition. The
interviewer’s presence may motivate respondengsduwide an answer other than the
midpoint, since a midpoint response might be exmeed as non-satisfactory
(Ayidiya and McClendon 1990). Moreover, while th&RPquestionnaires are self-

administered and consequently self-paced, in tiephene mode an interviewer is
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largely in control of the process, possibly spegdip the process to some extent, if
only because silences on the phone may be expedexscawkward. Time constraints
have been found to increase the levels of ARS (McT7). Hence, the telephone
mode would be expected to lead to higher ARS.ne With Jordan et al. (1980) it is
also hypothesized that ERS is higher in the Telaplroode. Since the Telephone
mode will probably lead respondents to be biase@tds acquiescence (Jordan et al.
1980), a negative effect of Telephone mode on BR®sited.
The above suggests the following hypotheses:
Hla: The Telephone mode of data collection hagladnilevel of ARS than
the P&P mode.
H1b: The Telephone mode of data collection hasveidevel of DRS than
the P&P mode.
H1c: The Telephone mode of data collection haghdrilevel of ERS than
the P&P mode.
H1d: The Telephone mode of data collection hasveidevel of MRS than
the P&P mode.
Unlike the Telephone mode, the Online mode of datiction is very similar to P&P
in most respects, including visual perception efdestions, manual response to the
guestions, and self-administration. The latter efsppeplies that the respondent
decides on the speed with which the items are aeddesponded to. Given these
similarities and the tentative conclusions by Keesind Sproul (1986), the null
hypotheses are posited for the response style asopabetween P&P and Online
data collection:
H2a: The P&P and Online mode of data collectiorehagual levels of ARS.

H2b: The P&P and Online mode of data collectionehagqual levels of DRS.
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H2c: The P&P and Online mode of data collectionehagual levels of ERS.
H2d: The P&P and Online mode of data collectionehagqual levels of MRS.
These null hypotheses are especially relevant Isecduey represent the ideal case
and the implicit working hypothesis of cross-modseaarch that does not explicitly

test for response style differences (e.g., Venkat®mith, and Rangaswamy 2003).
EMPIRICAL STUDY

Random assignment of respondents to modes of di¢ateon is not a viable strategy
to address the current question. Much of the diffees between modes may be due to
situational, uncontrollable variables (Ferrando bacenzo-Seva 2005) and an overly
controlled setting would impede external validitdavould risk making the study
irrelevant. As a consequence, the most valid desegms to be a quasi-experiment
using balanced samples. Balancing should be bas#tkovariables that have been
identified as key antecedents of response stylessd are age (Knauper 1999;
Greenleaf 1992a; Hamilton 1968; Mirowsky and Rd3381), education level
(Shulman 1973; Hamilton 1968; Greenleaf 1992a; Ma@bn 1991a; Narayan and
Krosnick 1999) and gender (Hamilton 1968; Greenl€x2a).

The empirical study is reported in two parts. ImtRaa cross-mode comparison is
made of the levels of response styles. To illusttiagé relevance of the observed
differences, in Part 2 a cross-mode comparisoragamf the scores on a latent

construct, with or without correction for resporssges.
PART 1: DIAGNOSIS OF CROSSMODE DIFFERENCES IN RESPONSESTYLES

A multi-group cross-mode MACS is specified andedghat allows for the
assessment of response style measurement invasaress modes of data collection

as well as for a comparison of levels of respohde bias across modes of data
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collection. A randomly selected construct is inélddn the questionnaire with the aim
of illustrating a proposed correction procedurerémponse styles. The latter topic is
discussed later. First the cross-mode mean difbeem response styles are

investigated to test the above hypotheses.

METHODOLOGY

Respondent sampling

Data were collected among three samples of resptsdesing identical
guestionnaires across three modes of data coledtip Self-administered Paper and
Pencil questionnaire (P&P): N=655, recruited by nseaf a random walk proceddre
(response rate 58.0%); (2) Telephone interviewg)l@among a sample taken from the
general population: N = 496 (response rate 32.(8p)Self-administered online
survey among the online panel of an online marks¢arch company, recruited by

means of a personalized e-mail (Online): N=1445poase rate 48.2%)

15 For each day of data collection, each data calteeticeived one randomly generated address,
covering city, suburb and countryside. From théstsaddress, they followed a predefined procedure
explaining how to select the next address. Quesdimes were collected two days later.

16 Note that the response rate in the telephone maddawer than in the other modes due to higher
refusal rates in this group, a widely acknowledgkeenomenon, also in cross-mode designs similar to
the one reported here (e.g. Jordan, Marcus andeR&880, p. 212; McClendon 1991b). Hence, this
should be considered a weakness of the telephode nather than a weakness of the current study.
Overall, the obtained response rates compareddhlyoto average response rates to consumer surveys
reported in top marketing journals (as charted mmeda-analysis by Anseel, Lievens and Vermeulen
2006). Hence, it seems safe to conclude that tiremmusample represents the population of interest,
i.e. respondents to consumer surveys. Also notaélsaondents to later reminders or respondents wit
lower average response rates have been found woshular data quality as do other respondents

(Andrews 1984).
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With the aim of obtaining comparable samples, tlegeally large samples were
resampled from the above groups, balancing for edcation level and sex. This
procedure ensures that observed differences immsgpstyles cannot be attributed to
demographic differences. Additionally, it leadstimparable sample sizes, thus
guaranteeing similar levels of power for mean défee tests across all combinations
of the three modes. Since the telephone sampléhgasmallest group, it was used as
the target level group in computing sampling prolitgtweights. As intended, the
resulting samples showed no significant differermeshe three demographic
variables in chi square and ANOVA tests (respegtivalues for age, education and
sex were .993, .856 and .434). The respective bathsamples for P&P (N=501),
Tele (N=496), and Online(N=535) had average agd$d (s=13.9), 46.3 (s=13.0),
and 46.2 (s=13.4); average years of formal educatid 2.5 (s=2.7), 12.6 (s=2.6),
and 12.6 (s=2.6); percentages of females of 6468/4%, and 62.1%. It was tested
whether the results were robust against fluctuatinrsampling. This proved to be the

case.
Questionnaire and item sampling

From the compilation of multi-item scales by Brungames and Hensel (2001), 52
unrelated items were randomly selected from diffeseales. All items were adapted
to a seven point Likert scale. To be able to agbessnpact of response styles on a
substantive measure (see below), a multi-item mreasfurust in frontline employees
(TRUST) in a clothing retail context was includ@the construct was measured by
means of four items taken from Sirdeshmukh, Siagld, Sabol (2002). For this
measurement, respondents were asked to think habkiolatest such encounter.

The TRUST items were grouped in one block.
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Response style indicator calculation

The 52 randomly selected items had an averageitetarcorrelation of .07. The item
series was randomly split into three sets (a nuroberdicators that balances stability
with parsimony; Little et al. 2002), each of whiwlas used to calculate an indicator
for each response style using equations 1 througiewv. All sets consisted of 17 or
18 items. This allowed computing three indicat@shefor ARS, DRS, ERS, and
MRS by applying the following formulas (Bachman @d/alley 1984;

Baumgartner and Steenkamp 2001; Hui and TriandB§%9 For each set of k items:

(1) ARS = [f(5)*1 + f(6)*2 + f(7)*3)/k
) DRS = [f(1)*3 + f(2)*2 + f(3)*1)/k
3) ERS = [f(1) + f(7)] / k

(4) MRS = f(4) / k

In these formulas, f (0) refers to the frequencyesponse option 0. Consequently,
ARS and DRS can be interpreted as the bias awaytine midpoint of a response
scale due to acquiescence and disacquiescenceeT kfect of both response styles
is easily obtained as ARS — DRS. MRS can be reaoh &stimate of the proportion of

midpoint responses, ERS as an estimate of the grop@f extreme responses.
MACS Model and data analysis

Calibration of factor structure
First the response style model was calibrated conéine hold-out sample (N=500),

which had a similar demographic profile as theehralidation samples (Telephone,

7 In line with the definition of response stylesspense style measures were based on sets of edrelat
items and operationalizations were used that areordent related; more specifically, for ARS and

DRS, the methods labeled ‘ARS1’ and ‘DRS1’ in Baamger and Steenkamp (2001) were used.
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P&P and Online). The response style model cons@t@dVIACS model in which
ARS, DRS, ERS and MRS were freely covarying latamtstructs. Each factor had
three indicators. Across response styles, the aolis that were based on the same
sets of items had correlated error terms to tateeancount the shared variance due to
basing measures of response styles on the same (e Figure 7-13

Figure 7-1

MACS for cross-mode mean comparison
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8Such model corresponds to a covariance matrixeofritlicators in which not only the main diagonal
(containing the variances) is systematically highan the other values, but also the diagonalsciie

of the submatrices corresponding to covariancekfferent style indicators based on the same item

sets.
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The model showed good fit to the data(B0) =25.29, p=.843; TLI=1.00; CFI=1.00;
RMSEA=.000; RMSEA 90% C.I. =.000 - .030). The cament and discriminant
validity was evaluated by the method proposed byé&band Larcker (1981). The
results of this analysis are shown in Table 7-1repiired, every factor’s average
variance extracted (AVE) was higher than all thepprtions of shared variance (SV)
with any other factor. ERS showed very high congatgalidity. On the contrary,
DRS had the lowest convergent validity, with an Asghtly below .50. However,
as mentioned, its AVE was higher than all it's S\Kkoreover, all three DRS
indicators showed standardized loadings that weeesimilar acceptable range (.68,
.63 and .70), and none of the indices of local injsfodification indices and
standardized residuals) was significant, as caexpected given the good overall
model fit. Therefore, the measurement model waszed as a valid representation

of the response style measures.

TABLE 7-1

DISCRIMINANT AND CONVERGENT VALIDITY ANALYSIS

SV/AVE/r ARS DRS ERS MRS

ARS 0.54 0.28 0.70 -0.55

DRS 0.08

o
D
a1

0.65 -0.38

ERS 0.50

o
~
N

0.80 -0.11

MRS 0.30 0.14 0.01 0.59

The diagonal shows the average variance extraétég); Below the diagonal,
shared variance (SV) is reported. Above the dialgdine correlation coefficients are
shown.
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Cross-mode comparison

Response styles were compared across three mages @nd pencil, telephone and
online) by specifying a multi-group MACS. Nesteddats were specified to test for
measurement and structural invariance. A revieth®@fmeasurement invariance
literature led to the following procedure to assehsther the subsequent null
hypotheses of invariance should be rejected (ChandgRensvold 2000; Jéreskog
1971; Vandenberg and Lance 2000; Little 1997; MignetP93; Ployhart and Oswald
2004; Steenkamp and Baumgartner 1998). First,thequare difference test was
evaluated (Joreskog 1971). Since the sample smpkged in the current study were
well above 200, the chance of rejecting the modskl on chi square values could be
expected to be substantial (Marsh, Balla and Mckbh@88). If chi square was
insignificant, the invariance hypothesis was acegplf it was significant, the change
in CFl was evaluated (Comparative Fit Index; Bant/@90): a decrease in CFl equal
to or higher than .01 led to rejection of the fnylpothesis of invariance (Cheung and
Rensvold 2002). Additionally, in cases where thiesgiuare difference test was
significant, it was evaluated to what extent intbea of local misfit, modification
indices (M.l.’s) and standardized residuals (9,rshowed consistent patterns of
significant values (Steenkamp and Baumgartner 10@8e 1997). If the decrease in
CFl was smaller than .01 and the local misfit iedidid not show consistent patterns,

the hypothesis of invariance was accepted.
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TABLE 7-2

FIT INDICES FOR NESTED MODELS TESTING CROS80ODE MEASUREMENT INVARIANCE OF RESPONSE STYLES

Chi square test Chi square difference Alternative fit indices

Model v df p y2 diff  df diff p diff TLI CFI RMSEA LO 90 HI90
A. Unconstrained 179.1 90 <0.001

B. Metric invariance 206.9 106 < 0.001 27.8 16 0.033
C. Scalar invariance 294.4 122 <0.001 87.5 16 <0.001

0.988 0.994  0.027 0.021 0.033
0.988 0.994  0.027 0.021 0.032

0.983 0.989  0.033 0.028 0.037
DF =degrees of freedong? diff = 2 difference test; DF diff=degrees of freedom @&f¢hdifference test
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FINDINGS CROSSMODE RESPONSE STYLE COMPARISON

The MACS model was fitted to the data using the édtimator. Skewness for all
indicators was below 1, kurtosis below 2; henaeas concluded that the normality
assumption was approached to an acceptable eateotr(mon cutoff criterion is
skewness < 2 and kurtosis < 7; Finney and Diste2@@i6). The model test results are
presented in Table 7-2.

Although the chi square value for the unconstramedel (model A) was significant,
the alternative indices had acceptable valuesTabk 7-2) and there were no
indications of particular misspecifications. Thedabwas gradually constrained
further by imposing subsequent levels of invariadeeevaluate invariance, the
procedure outlined above was implemented. Impasiatgic invariance (model B),
resulted in a slight decrease in fit, as evidermethe chi square difference test which
is significant at the .05 but not the .01 levele®iternative fit indices remained
stable, and there were no indications of local misfluced by the constraints.
Therefore, metric invariance was accepted.

Imposing scalar invariance (model C), resulted stagistically significant
deterioration in fit (see Table 7-2). The decraaseFl was less than .01, however,
and the RMSEA confidence intervals of model C ama/Brlapped. The indices of
local misfit indicated that the misspecificationsre relatively small and randomly
dispersed throughout the model. Moreover, releasirggor more individual
constraints did not substantially improve fit (heit did it influence the results
reported below to any significant extent; this wasfied). As a consequence, scalar

invariance was accepted.
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TABLE 7-3

LATENT MEANS IN THE PARTIAL STRUCTURAL MEAN INVARIANCE MODEL

P&P Tele Online
Mean s.e. Mean s.e. E.S. t Mean s.e. E.S. t
ARS 0.89 0.02 0.96 0.03 0.29 3.66  *** 0.86 0.02 -0.14 -1.86
DRS 0.71 0.02 0.71 0.02 -0.01 -0.03 0.67 0.02 -0.24 -291 *
ERS 0.31 0.01 0.30 0.01 -0.07 -0.95 028 0.01 -0.18 -2.57 *
MRS 0.19 0.01 0.15 0.01 -047 -6.38 *** 0.21 0.01 0.12 1.46

P&P=paper and pencil; Tele = telephone. ARS = aagpa@ince response style; DRS = disacquiescencensesstyle;
ERS = extreme response style; MRS = midpoint redipgn s.e. = standard error of the mean estimate; Eeffect size
of the mean difference with the P&P mode. * = digaint at the .05 level; ** = significant at thel.@vel; *** =

significant at the .001 level.
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Based on the scalar invariant model, the lateparese style means could be
compared (Steenkamp and Baumgartner 1998). Toroksimates in the original
scale of the response style indicators, the inpgrokthe highest loading indicator of
each response style was set to zero and the fat#at mean was freely estimated.
The resulting mean estimates, standard errors difietence tests are given in Table
7-3. Additionally, Table 7-3 provides an estimatefiect size (Thompson and Green
2006), expressing the mean difference of both #ephone and the Online group
with the P&P group scaled in standard deviationB&P (which served as the
reference group). Most importantly, the Telephoraug showed a lower level of
MRS, in support of H1d. The difference was hightyngficant and substantial (nearly
half a standard deviation of the P&P reference gyolburther, the Telephone group
had a higher level of ARS (H1a). Finally, the Ogligroup showed two significant
differences with the P&P group, in that it had lowesrels of both DRS and ERS

(contradicting Hypotheses 2b and 2c).
DISCUSSION RESPONSE STYLE COMPARISON

The results reported above show that responsesstgile be simultaneously
operationalized as multi-indicator latent constsuintmeans and covariance structures
(MACS) that have measurement invariance acrosthtiee modes of data collection
under study: P&P, Telephone and Online.

It is interesting to relate the current resultéindings by Jordan, Marcus and Reeder
(1980). Using a narrow set of items (32 items ezldab health care) on a different
format (4-point Likert items) and, consequently renaveakly operationalized
response styles (Jordan et al. 1980, p. 216), tnatb®rs found indications of more
ARS and ERS in a telephone survey as compareddomto-door survey. Since the

number of response options was even, MRS was nasumned in this study. The
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current results suggest that MRS shows the mostautial difference between
modes, with Telephone mode having a lower MRS |ardine with Hypothesis 1d.

In this group, the probability of respondents chiogshe neutral point of a scale is
markedly smaller than in the other modes. The mresg®are shifted to the positive
side, as reflected by the slightly higher ARS leaghypothesized (H1a). While the
current data do not allow to conclusively expldia mechanism underlying this
phenomenon, a plausible interpretation (discusbede flows forth from the
interaction with an interviewer that is presenttia Telephone mode but not the P&P
and Online modes. In particular, it is suggested thspondents may feel pressed to
provide an opinionated response rather than a rmtipEsponse, leading to lower
MRS. Additionally, the presence of an interviewdag increase the perceived
and/or real time pressure, which in turn leadsgbdr ARS (in line with McGee
1967).

As for the difference between Online and P&P, isvi@und that the former group had
significantly lower levels of DRS and ERS, thusentjng hypotheses 2b and 2c.
While the effect sizes indicated an effect of matiesize, the statistical significance
was less than those for the Telephone group. Nesless, the whole response style
profile of the Online group pointed to a moderatywf responding, with the highest
MRS and the lowest ARS, DRS and ERS. Possiblyethespondents (who are part
of a panel) were most experienced in answeringtouesires and approached the
task in a more routine driven way than did the nthgpondents. Note that the net
effect of ARS and DRS led to a nearly identicalentpd score for the Online and
P&P groups (see below). In terms of spread, omther hand, the expected response
distribution for the Online group has less heavig {@s shown by the lower ERS

value).
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It is relevant to bring to mind the scaling of tliesponse styles as shown in Table 7-3.
The Telephone MRS score of 0.15 indicates thatenTielephone mode, on average
15% of respondents will select the middle respapd®n in response to a random
item, as opposed to respectively 19% and 21% iP&® and Online groups. In other
words, approximately one fourth of the midpointp@sders in the P&P or online
groups might have chosen a different (probably nfieaverable) option in the
Telephone mode. This is a substantial differenspeeially when taking into account
the effect that MRS can have on observed scoramfBartner and Steenkamp 2001).
The other observed differences, though some wgréfisant, are less substantial.
The Telephone group showed higher levels of AR8,the Online group showed
lower levels of DRS. Translated to expected obskesamres (by considering NARS =
ARS-DRS and adding NARS to the midpoint, i.e. Bgse results indicate that the
average item score in the P&P, Telephone and Oniioges would be 4.18, 4.25 and
4.19. This indicates that in the Telephone moderescwould be expected to be

inflated due to the combined effect of ARS and DRS.

PART 2: IMPACT OF RESPONSE STYLES ON A SUBSTANTIVE CONSTRUCT

In this section, the above findings are translatén hypotheses concerning expected
score differences on a substantive construct artiemmeore concrete by means of an
empirical illustration. In particular, scores atedied on a latent variable measured in
the same data collection as the response styleatois discussed above, and adapted
to the same seven point rating format: Trust imEtone Employees (henceforth
labeled TRUST). This scale has shown good religtalind validity in several studies
(Sirdeshmukh, Singh and Sabol 2002; Zeithaml, Bemng Parasuraman 1996;
Dodds, Monroe, and Grewal 1991). In the currena dat, apart from being included

in the same questionnaire, these items were gntireklated to the response style
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measures: the content of the items did not overigipany of the items in the
response style indicators and the items themsebees not used in computing the
response style indicators. Any relationship betwiberobserved response style levels

and the four items can therefore only be attribtiteshared response style bias.

HYPOTHESES

To guide the evaluation of the illustration, basaedhe above findings, the following
expectations can be formulated regarding the TRIUSiH response frequency
distributions. It is anticipated that the telephgneup will show the lowest frequency
of midpoint responses (low MRS; see Table 7-3)sTiil most probably be
accompanied by higher levels of moderate agree(séghtly higher ARS, but no
specifically high ERS; see Table 7-3). While théramand P&P group can be
expected to be more similar to one another thahedelephone group, the online
group can be hypothesized to show somewhat lowetdef disagreement (lower
DRS; see Table 7-3) and less heavy tails of treguiracy distribution (lower ERS; see

Table 7-3) than the other two groups.

ANALYSIS AND FINDINGS

The observed scores of the four items in questiershown in Figure 7-2. These bar
charts clearly visualize how response style difiees between modes may bias cross-
mode comparisons of observed scores. As expetiedelephone group showed
drastically lower frequencies of the middle resgoasd slightly higher frequencies of
favorable responses, more specifically moderatalpriable responses (rather than
extremely favorable responses). If the responde dgta had not provided clear
predictions on the cross-mode differences in respalistributions, the observed

scores would most probably have been ascribecat@oatent related differences and

Response styles in consumer research - 164



7 — Modes of data collection

(post hoc) explanations might have been providedhi® observations. An important
question is whether the bias due to response stydel have become apparent in a
measurement invariance analysis. To probe thigjdbe data were subjected to a

multi-group CFA in which metric and scalar invaganvere checked for.
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Figure 7-2

Bar charts of cross-mode frequency distributions (@sponse percentages) for TRUST items
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TABLE 7-4

MEASUREMENT INVARIANCE FIT TESTS FOR TRUST FACTOR

Chi square Chi square difference Alternativeniiices

S-B Y’s-B S-B df
Modef  y%sp factor df p diff factor diff pdiff TLI ~CFI RMSEA
Uncorrected A 405 212 6 <0.001 0.956 0.985  0.106
B 55.8 1.73 12 <0.001 7.9 1.33 6 0.248 0.972 0.982  0.085
C 677 149 18 <0.001 4.7 1.03 6 0.578 0.979 0.979 0.074
Corrected A 539.6 1.03 260 <0.001 0.982 0.987  0.046
B 547.4 1.04 266 <0.001 9.1 1.39 6 0.168 0.987 0.982  0.046
C 553.7 1.04 272 <0.001 7.4 1.00 6 0.285 0.987 0.982  0.045

Models: A = Unconstrained model; B = Metric invaré@ model; C = Scalar invariance model.
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Uncorrected model test

To account for non-normality, the mean-adjusted édtimator in Mplus was used
(MLM; Satorra and Bentler 2001; Muthén and Muth@&942, 2006). The resulting
model fit indices and chi square difference testsraported in Table 7-4 (taking into
account the MLM adjustment factor, labeled S-Bdaeifter Satorra and Bentler
2001).

The initial model showed a significant chi squaaéie and rather high RMSEA, but
acceptable values on the TLI and CFIl. The rathgin RMSEA value seems due to
the fact that relatively many parameters are frestymated while they are rather
similar across the three groups: RMSEA imposesquiubstantial penalty for
complexity; hence the improvement in fit for modei¢h increasing levels of
invariance (see below). There was no indicatiopasficular misspecifications.
Imposing metric and scalar invariance did not lemd significant increase in misfit
and even resulted in an improvement of the reldiivadices. Based on such data, it
would be plausible for a researcher to accept matrd scalar invariance. The
measurement invariance tests showed little indioadf systematic bias on the
indicator level. This confirms the earlier statemdased on Little (2000) that
measurement invariance is no guarantee againsinesstyle bias. A logical next
step based on the available data would be todesbtéan differences between groups.
While there was no reason to expect true differemc& RUST between the three
groups, the previous response style findings sugddbat probably a mean
difference would appear. In particular, the Teleugr can be expected to show a
higher mean than the other groups, due to thetbligigher ARS combined with the
substantially lower MRS: for scales with averageres above the midpoint, MRS

leads to a decrease in the observed mean (Bauragartd Steenkamp 2001). Indeed,
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this is what happened. In a model where the medmedP&P group was set to 0
while the means of the Telephone and Online grovgre freely estimated, the
following estimates were obtained. For Telephohe,mhean was 0.49 (s.e. = 0.07; t =
6.85, p < 0.001), for Online it was 0.02 (s.e. 680t = 0.23, p = 0.388).

Response style corrected model

The above results are compared to those obtainedtitre TRUST factor
measurement model when it was corrected for regpsiyte bias. The correction was

realized by regressing the TRUST indicators orréisponse styles in one

simultaneously estimated model, as shown in Fig8e

Figure 7-3

Measurement model corrected for response styles*
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*The indicators for the response style measuresa@rshown.

Response styles in consumer research - 169



7 — Modes of data collection

This procedure is an extension of the multipledmegression method proposed by
Baumgartner and Steenkamp (2001). These authaessssgl observed scores on
response style measures by means of multiple rigreanalysis. The obtained
residuals can than be considered to be correctgdsand can be used for subsequent
analyses. Applying the regression of the obsereedes on response style factors in
the same model that is used for the factor mealuatan has the following
advantage(s) over working with regression residikitst, the substantive model and
the measurement correction model are estimatedtsin@ously, so that one can
evaluate and integrate the results of both mo&glscifically, the loadings on both
the response style factors and the substantiverfaah be compared and the relative
contribution of both types of factors to the vadarin the observed score can be
assessed. Second, the proposed procedure doeseadothe assumption that the
response styles are measured without error, amg$un that is implicitly made
when using response style scores as the indepevaiggble in a multiple regression
analysis. The residuals resulting from such regvassontain error variance from the
response style estimates. Similarly, the multipgression residuals method assumes
measurement invariance of the response style faatooss groups, an assumption
that can be explicitly tested with the current aggh. The main disadvantage of the
currently proposed method is that the resulting ehalcomplex and requires the
estimation of a large number of parameters. Foctieent purposes, however,
correct estimates are more important than easagémentation.

The model used here thus combines the four-itetofaceasurement model for
TRUST with the four response styles model (as de@im Figure 7-1, assuming
scalar invariance as established above) by loagigg#ssing the four TRUST items

on the four response style factors. This modeéogs$l the conceptualization of the
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response style bias affecting the measurement itather than the latent construct
(Podsakoff et al. 2003). Since the items were tyasdated, one regression weight
was estimated for the four items together for egolip and response style. In other
words, all four items in the Telephone group hadghme regression weight on ARS,
for example. They did have a different weight f&R®) however, as they did for ARS
in the Online group. Consequently, the regressfdheobserved scores on the
response styles required the estimation of twedldbtimnal parameters, i.e. one
regression weight per response style (four in Xqtat group (three in total). It was
confirmed that the substantive conclusions diddegtend on the choice for this
specific restriction.

The tests for invariance of the TRUST loadings ielcepts are shown in the lower
half of Table 7-4. While the model showed stataticsignificant misfit (a significant
chi square test), the alternative fit indices coragdavorably to commonly used
cutoff criteria (Hu and Bentler 1999) as well aghiose obtained for the uncorrected
model. Moreover, the model estimates had meaningilules and the indices of local
misfit provided little reason to suspect model mpésfication. As further shown in
the lower half of Table 7-4, measurement invariase@ms a plausible assumption in
the corrected model, as it appeared to be in thertected model. Most importantly,
however, the corrected model allows assessing Beponse styles have biased the
estimates in the uncorrected TRUST measurementInibiie is done by comparing
the standardized factor loading estimates and AVME'BRUST in both models, as
shown in Table 7-5. As expected, the results inditaat the factor loadings are
inflated due to response styles. While the ovaresion by 9 to 11% in the Online
and P&P groups might be considered acceptable i stihe overestimation of

loadings by 17% in the Telephone group is clearbpfematic (Bandalos 2006). In
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line with this, the AVE for TRUST in the Telephogeoup dropped from .62 to .45
after correcting for response styles. This findimdjcates that an important part of the
variance shared by the indicators is due to regpsty$es, not content. Without the
response styles diagnosis, one would have beely &sbio erroneously accept the

apparently high convergent validity of the TRUSTta.

TABLE 7-5

COMPARISON OF CORRECTED AND UNCORRECTED FACTOR STRUMRE

Uncorrected model Corrected model Bias

Loading AVE Loading AVE Loading AVE

P&P 0.82 0.69 0.74 0.56 11% 22%
Tele 0.78 0.62 0.67 0.45 17% 36%
Online 0.84 0.71 0.77 0.60 9% 19%

Loading = average standardized factor loading; A/&verage variance extracted.
Bias = ((uncorrected estimate — corrected estimdteorrected estimate).

The mean levels on the TRUST factors were also epetpacross the modes in the
corrected model. In this model, the respective nestimates (and standard error) for
the Telephone and Online groups respectively wed@ 3.e. = 0.30; t = 1.284, p =
0.175) and 0.05 (s.e. = 0.26; t = 0.057, p = 0.3@8trary to the finding in the
uncorrected model, the mean difference of the Telep group was no longer
significantly different from the P&P reference gpohis finding is due to two
interrelated corrections: the mean estimate isatidl by subtracting the bias due to
response styles, and additionally the lower relitgtof the TRUST factor is reflected
in the larger standard error of the mean estinVtele the latter phenomenon may
seem undesirable, it is clear that the appareiatbitly of the mean estimate in the

uncorrected model is artificial and does not prevadvalid foundation for inferences.
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Similar deteriorations in reliability have been ebh&d by Watson (1992) and
Mirowsky and Ross (1991) and are in line with tletical expectations (Green and
Hershberger 2000). To conclude, the apparent cgaménalidity of TRUST in the
Telephone group and the apparent mean differenttésofjroup with the other modes
seem to be due to response style bias. This makese & light of the absence of any

appealing a priori reason to expect substantiferdifices between the three samples.

DiscussION

The above case illustrates (1) how response stydgsinflate factor loadings and thus
artificially create nice looking factor structures, proved to be the case in the
Telephone group; (2) how response styles may leagurious mean differences
between modes of data-collection; (3) a possiblthotefor implementing a response
style correction within a MACS model; and (4) tha@asurement invariance tests are
sometimes not fit to discover response style [dibs.finding that response styles
inflate factor loadings and bias mean estimatesisiew (e.g. Baumgartner and
Steenkamp 2001). However, the current study cleseiyionstrates that such effects
may bias cross-mode comparisons. Different modesaf collection may show
different levels of apparent convergent validityl amtificial cross-mode mean
differences may be caused by response styles.|E&ialy measurement invariance,
while undoubtedly useful, does solve this problBased on the current findings, it is
argued that it may be necessary to base respoieensticators on information that is
not also used in the substantive model of intetes.important to note the
advantages that the approach discussed in thentpaper offers over alternative
procedures. A common approach in a MACS contexbkeas to use the indicators of
a substantive model to also operationalize a methaesponse style factor (Billiet

and McClendon 2000; Podsakoff et al. 2003). Sugiiagzh has several problems.
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First, a common method factor corresponds to a uneas net acquiescence response
style (NARS = ARS - DRS). Consequently, differengeresponse styles other than
ARS and DRS may go unnoticed. Second, the absdnesmbnse style factor
specific indicators leads to a problem of indeteawy, in that variance shared by
indicators of the same construct may be attribetakhe construct and/or response
styles while there is no way of knowing which oé tlwo is the true source. While this
issue may partly be addressed by the use of scatdaining reversed items (Billiet
and McClendon 2000), in many instances such seaéenot available (Baumgartner
and Steenkamp 2001). Moreover, there is good retasbalieve that respondents’
responses to reversed items are inconsistentdsons other than acquiescence
(Wong, Rindfleisch, and Burroughs 2003).

As touched upon above, one can also regress olisgreees on response style scores
using multiple regression analysis. While the autfyeproposed method may seem
like a straightforward extension of such appro#dls,important to note the
advantages the use of multiple indicators in a MA@&ework bring along in this
context. In addition to accounting for measurenggrdr and allowing for
measurement invariance tests, this method allowg@simultaneously assess the
relative contribution of the response style factord the substantive factors to the
observed scores’ variance.

Finally, it was illustrated in the current studatimeasurement invariance tests are
not necessarily effective in diagnosing responge slifferences (Little 2000). In
addition, if measurement invariance tests do fiffig¢iénces in loadings and/or
intercepts, this methodology does not provide aastfor correction. In other words,
measurement invariance testing is limited to diag)and does not offer corrective

methods. The current procedure does allow for soctection, but it should be noted
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that measures that are heavily contaminated bynsgpstyle variance will have low
consistency after correction, which is reflectettigher standard errors (Mirowksy
and Ross 1991). Clearly, designing studies in suaiay as to avoid response style

bias is preferable by far to trying to solve thateanination post hoc.
CONCLUSION

In this paper, a comparison was made of levelegionse styles across three
common modes of data collection, using a meansawariance structure (MACS).
Among other things, the MACS approach allows fdtdreestimates of relevant
parameters and assessment of measurement invaofresonse style measures
across groups of respondents. The model was agpliedata set consisting of
balanced samples of respondents in three modestatdllection, (1) self-
administered paper and pencil questionnaires (P&p)elephone interviews (Tele),
(3) self-administered online questionnaires (Ornlimsing measures of four response
styles: acquiescence response style (ARS), disastemce response style (DRS),
extreme response style (ERS), and midpoint respgndiRS). The
operationalization shows measurement invarianaesadhe three groups, which
makes it an appealing method for use in similairggs. The findings of the mean
comparison are important and show that telephaeeview data should be handled
with caution, in that they show systematic bias@spared to other data. This
conclusion is in line with findings by Jordan, Mascand Reeder (1980) in a different
context and using a more limited set of measutes apparent from the current data
that telephone interviews result in lower MRS, ahghtly higher levels of ARS.
Telephone survey participants seem to tend toatgggrscale options away from the

midpoint. As for the Online data, slightly lowewréts of DRS and ERS were found,
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which tentatively seems to point towards a more enaig way of responding to
items.

The present findings need to be taken into acciouiniture research that aims to
compare theoretical models across online and efftiontexts. For such comparisons,
the use of self-administered paper and pencil gurestires and self-administered
online questionnaires is recommended, and nothelepinterviews. It is not
suggested that Telephone interviews are invalisliak, but rather that they are
probably incomparable to the visual/manual self-mistered formats. Moreover, it is
advisable to test for response style differencéwden modes of data collection
before proceeding to the actual comparisons betwakne and offline measurement
and structural models.

Based on this research, the following procedurefoss-mode marketing research is
recommended. (1) Include a set of unrelated itenasquestionnaire, or try to distill
these from parts of the questionnaire that areneeted for the research question at
hand. The latter is often possible when severalaies topics are pooled in one
guestionnaire. (2) Diagnose response styles by snefaie 4-style typology ARS,
DRS, ERS, MRS (as illustrated in Figure 7-1). (3ignificant differences in
response style levels are apparent from the pre\stap, include response style

factors in the model (as illustrated in Figure 7-3)
L IMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

Some limitations of the current study provide oppoities for future research. First,
like most response style research (e.g., Greeth®@ta; Baumgartner and Steenkamp
2001), the scope is limited to one type of measerdgracale. All items used and
discussed in this paper are seven-point Likertstdimmight be interesting to study

how scale format is related to response stylesgmaksibly in a later stage — how
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scale format interacts with mode of data collectibmight be argued that seven
point scales are too complicated for use in thegdmedne mode. However, different
lines of research have led to the recommendatiaisgéoseven point items (e.g. Cox
1980), usually without specifying the specificdata collection. The main advantage
of seven point scales is that they produce scbescan be reasonably treated as
interval scaled data (Bollen and Barb 1981), algtothis approach has been
guestioned by some (e.g. Babakus, Ferguson anskagrd987). However, as
Cronbach (1950) suggested, part of the reliahiltgating scales with many options
may be due to the increasing response style varitey induce. This issue needs
further clarification.

Also, it would be enlightening to study what caudiéferent levels of response styles
in different data collection settings. The currsioidy focused on establishing the
presence of a mode effect on response styles jduiotl determine the causal process
that led to this difference. To further probe tissue, experimental work is called for,
implementing independent manipulations of the fesctbat are confounded in the
modes of data collection as they are used in ifealike visual versus auditory
presentation, self-administration versus interviewvteraction, and self-paced versus

interviewer-paced timing.
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CHAPTER 8: RESPONSE STYLES AS SATISFICING STRATEGIES(EMPIRICAL

STUDY 5)

CHAPTER OUTLINE

The current study focused on four response styldhaw these styles relate to the
optimizing-satisficing dimension, where optimizings operationally defined as
time-intensive differentiation of responses to igetitmat are homogeneous in form but
heterogeneous in content. The relationship betwaeh response style and
optimizing was allowed to vary across respondesutsh that response styles could be
satisficing strategies, optimizing strategies, athiibut then for different groups of
respondents). Two major satisficing strategies wéserved, one combining stylistic
extreme and midpoint responding, the other conaéngr mainly on midpoint
responses. Important implications for the meaningbserved responses to

guestionnaire items are discussed.
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INTRODUCTION

In survey research, not every response is equdtymative. Even if two respondents
give identical responses to the same item, thegwnses may carry completely
different meanings. Much depends on the procesdatado the observed response.
One respondent may have put quite some effortuntierstanding the question,
bringing to mind relevant information, integratitigs information into an overall
judgment, evaluating the acceptability of the juéginand finally reporting it in the
form required by the questionnaire (Tourangeau4198nother respondent might
well skip these processes on the whole and givelpaimt response, regardless of the
specific content of the questionnaire item. Therfer respondent can be said to be
optimizing, while the latter is said to be satisfgr (Krosnick 1991). Satisficing and
optimizing can be thought of as the polar opposifabe same continuum (Krosnick
1999) and are henceforth used to refer to the samension.

The more respondents are satisficing, the leses thgponses are driven by content,
and the more their responses reflect the resposidesponse styles (Jackson and
Messick 1958; Jackson 1967), defined as individifédrence variables reflecting
disproportionate use of specific response optiegandless of content (Rorer 1965).
It is not clear, though, which specific responsgestrespondents resort to when
satisficing. It is important to know how responsgdes are related to satisficing
because this would enable better prediction anénstanding of the potential effects
of respondent motivation, as well as a better diagnof which response styles are
problematic in questionnaire data, in that theyiagéecative of suboptimal
information processing. Based on such diagnostsutd be decided to disregard
certain respondents and/or to statistically corf@cthe response styles (Greenleaf

1992a). Therefore, the main objective of the curstudy was to investigate the
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relationship between satisficing and the use ofdlewing response styles:
Acquiescence Response Style (ARS), Disacquiesdeasponse Style (DRS),
Extreme Response Style (ERS) and Midpoint RespShde (MRS).

It is plausible that different individuals use difént satisficing strategies (i.e.
strategies aimed at minimizing the investmentroitand cognitive effort from the
part of the respondent). For example, some respasdeay simplify their task by
using only the midpoint and both extremes (MRS BR®&), while others may stick to
agreeing with items regardless of content (ARSIfell@nces in satisficing strategies
are not directly observable but reveal themselwdbeé association (captured, e.g., by
a regression function) between a given responsge ahd the satisficing-optimizing
dimension. The functional form of this associatmay therefore be different across
individuals, depending on the individuals’ satisfge strategies. Consequently,
estimating a single relationship between satisfiecind a specific response style for
all respondents might be inadequate and potentigibjeading (Wedel and DeSarbo
1995). For that reason, the current study invetg@yaeterogeneity in the relations of
the four response styles ARS, DRS, ERS and MRBeadtisficing-optimizing
dimension. This enabled the distinction betweefediht satisficing strategies. To
this end, structural equation mixture modeling (9¥Medidi, Jagpal and DeSarbo

1997) was used.

CONCEPTUAL BACKGROUND

THE PSYCHOLOGY OF SURVEY RESPONSE

Elaborating on an earlier proposal (Tourangeau Jl983urangeau, Rips and Rasinski
(2000) discussed a model that outlines the psygimabprocesses involved in

responding to a survey question. While these peaseseed not occur in a fixed
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sequence and it is not even needed that all of theur, they are presented in the
most logical order. (1) In the comprehension stdgerespondent attends to the
instructions and the question, and creates amiteognitive representation of these
stimuli by activating relevant concepts and idgmmi§ what information is being
sought. (2) In the retrieval stage, the respondgneves from long term memory the
information that is needed to provide an answehéoquestion. (3) In the judgment
stage, the respondent integrates the materiaistetrieved from long term

memory into an overall judgment. (4) In the resgosigge, the judgment is translated
into one of the available response options, eddedcceptability, and reported. In-
depth execution of all these processes is a demguask. In this regard, Tourangeau
et al. (2000, p. 8) remarkedlthough some processes may be mandatory, others ar
clearly optional — a set of cognitive tools thaspendents can use in constructing
their answer. Exactly which set of processes tlaesyout will depend on how
accurate they want their answer to be, on how dyittiey need to produce it, and on

many other factors.

SATISFICING THEORY

The latter issue is the focus of satisficing thesriFeldman and Lynch (1988) and
Feldman (1992) posited that responses to quesii@smare subject to the principle of
cognitive economy. This principle states that resigmts will not use resources in the
development of judgments, beliefs, etc. unless s@agon for doing so exists. If
respondents minimize the amount of resources thesst in formulating a response
to a questionnaire item, they are said to be gatigt If they put in the resources
required to arrive at an optimal response, theyoatenizing (Krosnick 1991).
Feldman (1992) showed that response formulatiorbediexible, allowing the

respondent a considerable degree of freedom iarttmunt of effort s/he is willing to
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spend. For a response to be maximally determinezbbient, in-depth execution is
required of the processes of comprehension, relrigsgdgment and response
formulation. This takes time and considerable cigmieffort (Narayan and Krosnick
1996). Consequently, respondents may resort tora sf@llow processing strategy,
such that the impact of item content is diminishEtk less a response is driven by
content, the more it is driven by an individuaksponse style (Jackson and Messick
1958; Jackson 1967). The question then becomesspkatfic style respondents
resort to when satisficing. With that question imdj four tendencies that have been
defined as prevalent response styles in the liiszateem relevant: Acquiescence
Response Style (ARS), Disacquiescence Response (BXRIS), Extreme Response
Style (ERS) and Midpoint Response Style (MRS). €hstgles are behavioral
tendencies, while Optimizing is conceptualizedhesrtpotential motivational
antecedent. Before discussing response styledisficiag strategies, an operational
definition of the optimizing-satisficing dimensiahintroduced that allows

empirically studying the relation between the stydad this dimension.

AN OPERATIONAL DEFINITION OF OPTIMIZING

Since the defining aspect of optimizing is the ¢oga process that happens between
perception of the stimulus (the item) and perforogaof a response, optimizing
cannot be directly observed or measured. Thereftaseproposed to operationally
define optimizing as the co-occurrence of two neagscomponents of the process.
One component, Time-On-Task (TOT), is related ®r#sources invested by the
respondent. The other component, response diffatemt (DIFF), is related to the
resulting response pattern. Both of these are stsszlin turn.

Schaeffer and Presser (2003, p. 68) mention coinggtime and energy as the

respondent’s purpose of satisficing. In other wptitise and energy are main inputs
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that can vary as a function of satisficing. Sinanial energy is currently impossible
to measure directly, the most reasonable altematdicator for optimizing on the
input side is time, more specifically Time-On-T&3IOT). In research on the
psychology of survey response, TOT has traditigriadlen used as an indication of
the effort that is exerted by the respondent imidating a response (Osgood 1941;
Matell and Jacoby 1972; Tourangeau, Rips and Ras20€0, p. 94-95). It is
reasonable to consider a certain level of TOT mscessary condition for optimizing,
in that optimizing requires respondents to go tgtothe extended process of
comprehension, information retrieval and informatistegration. Respondents
usually do not report a readily available respdiedeeled the “file drawer model”;
Wilson and Hodges 1992), but more often than nostiact a judgment based on
several elements retrieved from memory, an actitiéy necessarily takes time
(Tourangeau, Rips and Rasinski 2000). Though assacg condition, a certain level
of TOT is not a sufficient condition for optimizingn that high TOT may also be due
to other factors related to an individual's speger¢eptual and cognitive capabilities
and/or transient factors like situational demandsagnitive resources).

Hence, to ensure that a respondent is optimizirdpes not suffice to observe her/his
TOT. Therefore, response differentiation is proplogs an output related criterion that
complements TOT. Response differentiation (DIFF lba defined as the extent to
which a respondent provides diverse responsesmsithat are homogeneous in form
but heterogeneous in content. The extent to wiaspandents differentiate their
responses to heterogeneous items has been opposststicing by Herzog and
Bachman (1981). These authors observed that stignghresponding (as an extreme
case) and responding without much differentiatemd moderate case) tend to

increase with decreasing levels of respondent rattim due to fatigue. Clearly, if a
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respondent answers a series of unrelated itents difigrentiation between their
responses can be expected in case they truth&djyond to each individual item.
Differentiation can hence be considered a necessamgition for optimizing. Again
however, it is not a sufficient condition, in thhespondents may respond randomly to
a series of items. Random responding has beerifiddrds a time saving strategy
adopted by some respondents (Krosnick 1991; DasldtMorrison 2001), though it
seems to be much more uncommon as a strategystan differentiation (Herzog
and Bachman 1981; Knowles 1988; Drolet and Morrid001; Kraut et al. 1975).

In sum, both TOT and DIFF are necessary conditiortdassify response behavior as
optimizing, but they are not sufficient conditiodaken together, however, it is
implausible that high levels of both could sigrefiyything other than optimizing or
random variation. The latter possibility can beaasded for by focusing on the
common variance shared by multiple indicators.

In sum, the following operational definition of apizing is proposed: optimizing is
the time-intensive differentiation of responsegems that are homogeneous in form
but heterogeneous in content. The next sectiousiigs how response styles are

expected to relate to optimizing.

RESPONSE STYLES AS SATISFICING STRATEGIES

Since little evidence presents itself that empiliycaelates response styles directly to
satisficing, the hypotheses are built on indiretdence. In particular, a causal chain
is assumed in which response styles are the coeseguf a cognitive process driven
by satisficing, in turn dictated by a respondeni@ivation and/or ability, which
finally relates to stable background variables andituational effects. Schematically,

this chain can be summarized as in Figure 8-1.
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Figure 8-1

Causal schema of satisficing and response styles

‘ Response styles ‘

T

‘ Cognitive process ‘

T

‘ Satisticing ‘

T

‘ Motivation / ability ‘

T

‘ Stable/situational antecedents ‘

Evidence linking the stable/situational antecedemtesponse styles may be
indicative of a satisficing process. As mentionbd\wee, different respondents may
have different satisficing strategies. Consequestiyne response styles may be
hypothesized to have both a positive and a negegle¢ion to optimizing. The idea is
not to suggest that both relations co-exist withinsame respondent, but rather that a
positive relation may be present for some respaisdemegative relation for others.
Contradictory hypotheses are therefore not consitier be mutually exclusive.

Since ARS and DRS are commonly treated togethdéveititerature, these response
styles are discussed together. For example, Chemhdrensvold (2000) and
Greenleaf (1992a) consider the net effect of ARGRBRS, labeled Net Acquiescence
Response Style (NARS) by Baumgartner and Steenka@fi). ERS and MRS have
also been discussed jointly in parts of the literafe.g., Johnson et al. 2005), and are

discussed together here as well.
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ARSAND DRS

It is quite common in the literature to relate ARSatisficing due to lack of
cognitive sophistication (Krosnick 1991; KnowlesiaMathan 1997) or superficial
processing (Couch and Keniston 1960), sometimesatirer belittling or negative
terms. Peabody (1966), for example, blamed scalgders for the presence of ARS
in certain scales due to presenting complex statesrfe those who are simple-
minded”. In line with this, education level, a commmproxy for cognitive
sophistication (Schuman and Presser 1981; NarayaiKeosnick 1996), has been
negatively related to ARS (Gage, Leavitt and Stb@®7; Greenleaf 1992a; Jackson
and Pacine 1961; McClendon 1991a; Mirowsky and R884; Narayan and
Krosnick 1996; Schuman and Presser 1981; WatsoB)1BBrowsky and Ross
(1991) also found that ARS was highest among youage older people, which may
indicate that ARS is at least partly due to limdgas in working memory capacity
(Knauper 1999). Based on the above evidence, tlemiog hypothesis is put
forward:

Hla: ARS is negatively related to optimizing.
Some studies have failed to replicate the relatiofiN)ARS with cognitive ability
and/or education level (Bachman and O’Malley 1984Clendon 1991b; Ray 1979).
Further, it has been found that NARS is not relatetthe serial position of items in a
questionnaire (Knowles 1988; Kraut, Wolfson andfeaberg 1975), although an
initial study by Clancy and Wachsler (1968) waomdusive in this regard. This
indicates that ARS and DRS are not related to medgat fatigue, as pointed out by
Kraut et al. (1975). Greenleaf (1992a) statesN#eRS is closely related to content
driven responding. Further, Bachman and O’Malle38d) note that ARS and DRS

correlate positively. According to these authdng suggests that these styles do not
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merely represent a directional bias, i.e. a prefsdor either favorable or
unfavorable responses, but that both probablyaisaelated to differentiated
response behavior. In other words, a respondentoatefully and truthfully answers
all questions will have a non-zero level of ARS ®&®S, and more careful content-
driven responses may result in higher levels ofi besponse styles. Hence the two
following hypotheses:

H1b: ARS is positively related to optimizing

H2a: DRS is positively related to optimizing
There seems to be little indication that DRS miggia satisficing strategy. It seems to
be the one response style that is considered telded to criticalness and thoughtful
processing of item content in a consistent way, lete does not seem to be a viable
satisficing strategy for any respondent (Couch keiston 1960; Elliot 1961).

Hence, no such hypothesis is proposed.

MRSAND ERS

Kraut, Wolfson and Rothenberg (1975) found that MRSeases with the serial
position of items, while ERS decreases. Thesetsesudicate that fatigue (i.e. a
situational antecedent of motivation, and hencisfgahg) may lead respondents to
increasingly stick to the middle option while magiless use of extreme response
options. This is in line with suggestions that MR8y among others be due to lack of
interest (Schuman and Presser 1981). Furthermithepgh Kalton, Roberts and Holt
(1980) observed no effect of demographics on MR8ajan and Krosnick’s (1996)
meta-analysis showed MRS to be negatively relaiextitcation level. Thus, these
lines of research seem to converge on the conclibat MRS most probably is a
satisficing strategy, while ERS may be relatedptinizing.

H3a: ERS is positively related to Optimizing
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H4a: MRS is negatively related to Optimizing
On the other hand, Osgood (1941) observed thatsaven point scale both midpoint
responses and extreme responses take relativelyines to be formulated as
compared to more moderate reactions. The authempirgted this as midpoint and
extreme responses requiring little cognitive efférirther, Osgood formulated the
impression that such response pattern combining BIREERS seems to be more
prevalent among less cognitively sophisticatedvikdials. In line with this, older
respondents are believed to have higher ERS IéMalsilton 1968; Greenleaf
1992a). Arthur and Freemantle (1966) interpret BR8ue to the absence of
temperance of initial impulsive responses, whicaimgoints to lack of cognitive
processing. Based on this evidence, the followypthesis is proposed:

H3b: ERS is negatively related to Optimizing
Little empirical results link MRS to optimizing aridseems that MRS may be related
to satisficing alone, and no such hypothesis ip@sed.
As touched upon above, the hypotheses contain pitopts that are in direct
contradiction with one another (H1a versus H1bld8d versus H3b). While such
opposite predictions could be viewed as mutualiesive and hence competing
hypotheses, this investigation starts from the \tieat different respondents may use
different satisficing strategies. In other wordssiseen as a possibility that some of
the alternative hypotheses may both be true, dibedifferent individuals. For that
reason, this study investigated the presence efitalasses defined by different latent

regressions between response styles and satigtpingizing.

PROFILING VARIABLES

Previous research has found effects of age, educivel and gender on response

styles. These variables will therefore be includedntecedents of the different
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satisficing strategies. This allows profiling resgents with different satisficing

strategies in terms of these key demographics.

M ETHODOLOGY

DATA

Items and respondents

A questionnaire was designed consisting of a ramgleaiected set of items, which
made it particularly well-suited for measuring reisge styles. More specifically, 112
items were sampled from the Marketing Scales Haokllby Bruner, James and
Hensel (2001) and Measures of Personality and BB@siechological Attitudes by
Robinson, Shaver and Wrightsman (1991) and browgjether in a questionnaire
using seven point Likert scales. All respondenteireed the items in the same order.
Data were collected from an online consumer paasllting in a 41.7% response
rate. The sample represented a cross-section &dfggan online population in terms
of age, gender and education level. 511 casesuwsefel for further analysis. In this
sample, the average age was 43.5 years (s=14.@yevage, respondents had had 7.0
(s=2.0) years of formal education after primaryasthand 44.4% respondents were

female.

RESPONSE STYLE INDICATOR CALCULATION

For all respondents alike, the items were divided three sets, corresponding to
subsequent parts of the questionnaire: the fingtquasisted of page 1 to 3 (48 items),
the second of page 4 and 5 (32 items), the thighgE 6 and 7 (32 items). The three
sets were used to compute as many indicators foyeesponse style (ARS, DRS,
ERS and MRS). For ARS, the agreements per setmisitvere counted, weighting a

seven as three points, a six as two points, anaga$ one point. A similar method
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was applied to obtain DRS measures (cf. BaumgaaneiSteenkamp 2001). ARS
and DRS indicators reflect the expected deviatiomfthe midpoint due to ARS or
DRS respectively if means would be computed baseti®item responses. ERS
indicators reflect the number of extreme respofses 7) divided by the number of
items. Similarly, MRS indicators reflect the numleémidpoint responses (4) divided

by the number of items in the set.

MEASURE OF OPTIMIZING

An optimizing variable was constructed based orogperational definition of
optimizing as time-intensive differentiation of pesses to items that are
homogeneous in form but heterogeneous in contdwt.operationalization of
optimizing needs to make use of observed outcoatesirthan direct measures.
Hence, it is appropriate to model optimizing aaterit construct. The indicators need
to represent the co-occurrence of TOT and DIFFctvisan most easily be achieved
by using the product of TOT and DIFF for a settefrs, and using the product terms
as the indicators of Optimizing (OPTIM).

Operationally, the following measures are propdsed OT, DIFF and OPTIM,

given a random set of items that are homogeneoigsrimbut heterogeneous in
content. The indicators were first computed perep@j which there were seven in
the current data) and than averaged to obtaindicator per item set (of which there
were only three).

First, TOT is the number of minutes spent on ansgehe items. As a proxy for
TOT, the time was used during which the web quastde page was open on the
computer of the respondent. Some respondents iméylet left open a page while
doing something else. To avoid that such obsemsatixcessively altered the

frequency distribution, a plot was created of allqentiles for each time measure (the
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X axis showed the percentile number, from 1 totB8;Y axis had the observed value,
from O through the maximal observation). For aljgs the plot of percentiles clearly
showed a sudden jump around th& @&rcentile from 7 minutes to 20 minutes. This
was taken as an indication that time after thisipisi disproportionately longer than
time taken by other respondents and could be asbtorige spent not only on the task
of responding. All values beyond this point weretedhe percentile value after
which the sudden increase occurred.

For each of the three item sets, a differentiatidifrF) indicator was computed 8K

1 + f(0) ), where f(0) is the frequency of endogsiesponse option o taken across a
set of items andl refers to the product taken over all response opt@m The
indicators were then rescaled to a 0-1 range biratting the minimum possible
value and dividing by the maximum possible value.

For each page, the TOT indicator was multipliedibyF. To obtain specific OPTIM
indicators per item set (rather than per page)né#tieral log of the average page
indicators plus one was taken (to compensate &oskiewing effect of taking product
terms; Tabachnick and Fidell 1996), resulting ieéhOPTIM indicators. The three
OPTIM indicators had a Cronbach’s alpha of 0.85thHar evidence of internal
consistency and validity are provided by the aredy®ported below and in Appendix
8-1. Moreover, no alternative interpretations @& theasure present themselves, as the
combination of both differentiation and time invesint quite clearly point towards
optimizing (Krosnick 1991, 1999; Schaeffer and Bee2003). Appendix 8-1 shows
that DIFF is not by design related to any of thepomse styles under study. This

appendix also discusses the scaling of OPTIM.
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MODEL

The research question addressed in this studyfoallee use of Structural Equation
Mixture Modeling (SEMM) for the following reasonsf(Jedidi, Jagpal and DeSarbo
1997). First, as discussed above, substantiveyttsemports the model in which each
of the above response styles is a function of ORT8ktond, both response styles and
OPTIM are latent variables. Third, a priori segnagion is not feasible. Finally, there
are clear reasons to believe that the regressiwiituns are heterogeneous (as
apparent from the mutually exclusive hypotheseseaho

For each response style in isolation, a latentiessgion model is specified in which the
response style is regressed on OPTIM. The regregsicameters are class specific.
Class membership is modeled as a function of tblipg variables: age, education
level and sex.

There is no reason to expect a strictly linearti@ahip: the hypotheses only propose
generally increasing or decreasing associationsgshwhay well level off after a given
point. Therefore, the quadratic term of OPTIM isluded as an antecedent, a practice
that has been recommended when linearity is ndiagtkp hypothesized (Ganzach
1997). Including nonlinear effects in the modebalsa safeguard against extraction
of classes when no such latent groups are preBaoe( and Curran 2004, p. 22).
Inclusion of a quadratic effect is more parsimosiand more meaningful than would
be estimating only linear effects with an extramiclass to account for the
nonlinearity (Rindskopf 2003).

In the model equations below, variables that haviass specific distribution are
denoted by subscript k; individually varying valiedare denoted by subscript i. For
reasons of computational feasibility (more spealficto obtain convergence and to

avoid local maxima), and because the research hgpes were response style
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specific, the model was estimated for each respstyse separately. Below, RS refers

to the response style under study. The model jghgeally shown in Figure 8-2.

Figure 8-2

Single response style Structural Equation Mixture Mbdel

Education
lewvel

(1]
=

The broken arrow indicates a non-linear quadrdtece

The observed indicators @f response styles and OPTIM are a linear funatiotheir

related latent variables:

Yi=t +Ank+te (1)
whereTt is a vector of item interceptd, contains factor loadinggix is a vector of
latent scores on RS and OPTIM, andontains the residual score not explained by
the factors RS and OPTIM. The latent variablesuin, are a function of the latent
class variable;@and a residud]ik. The equation also contains a regression of RS on
OPTIM and OPTIM squared:

Nik = ACi + BNk + BaZik+Cik (2)
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wheren; is a vector of latent factor scores on RS and @RA is a weight matrix
that results in different means of RS and OPTIMssIclasses; assigns class
membershipBix andBy contain regression weightg?x contains the quadratic term
of OPTIM, and(jx is a residual term. The model assumes that thduads are
normally distributed with mean zero. Finally, clasembership is modeled by a
multinomial regression of class on demographigs (x
Ln[P(ck=1]%)/P(ak=1]%)]=0u+Tixi (3)
where K is the last class, arbitrarily chosen esf@rence classy is an intercept term
andI’k contains regression weights.
It would not be useful to extract classes in whiuh latent variables would have
different meanings. Therefore, the measuremennpetexs in equation (1) are
assumed to be equal across classes, i.e. scadaiainee is assumed. The structural
regression weights, the means of OPTIM and RStlangariance of OPTIM (see
equation 2) are allowed to freely vary across elsss
Hence, the following parameters are class-spe¢ifeemean of OPTIM and RS, the
regression weights of RS on OPTIM and OPTIM squattezlvariance of OPTIM,
and the regression weights of class membershigenemucation level and sex, and

k-1 class membership variables (where k referegaumber of classes).

RESULTS

ANALYSIS

For the data-analyses reported below, the robusgirvan Likelihood (MLR)
mixture estimation in Mplus 4.1 was used (Muthéd Btuthén 2006). A high number

of random starts was tried (with a minimum of 20i@al and 20 fully iterated starting
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values) and only results for which the highest lik@od was replicated were

accepted.

TEST OF RESPONSE STYLE SPECIFIC MODELS

To determine the number of classes, the modeldon &S using 1 to 4 classes was
estimated. As indicators of the true number ofsgasn the data, two criteria were
used that have been commonly applied and that temestly been validated by
means of a Monte Carlo study in the context ofrfatéass analysis and mixture
growth modeling (Nylund, Asparouhov and Muthén 20@%rst, the lowest value of
Bayes’ Information Criterion (BIC) was taken asiagication of the optimal number
of classes (Jedidi et al. 1997; Lubke and Muthé&b20The formula to obtain BIC is
-2LL + g*In (n), where LL is the log likelihood dhe estimated model, q is the
number of freely estimated parameters, and n isdahgple size. In a Monte Carlo
study, Nylund et al. (2006) found that BIC by fatgerforms other information
criteria in determining the true number of clagsesatent class analysis and mixture
growth modeling). Before this, others have alsocattd that BIC is less sensitive to
sample size than the AIC, and that BIC seems nshaoe other indices’ tendency to
overextract classes (Bauer and Curran 2004; Jetlali 1997; Gagné 2006). In
addition to BIC, a statistical test of whether kaasumber of classes is a better
representation of the data than is k-1 (which ésrtall hypothesis), was provided. The
usual chi square difference test is not valid i tontext. The reason for this is that
setting a class probability to zero means settipgrameter to the boundary of its
allowable space: in such cases -2LL does not follashi square distribution (Lo,
Mendell and Rubin 2001). A solution for this is yided by the Lo-Mendell-Rubin
Likelihood Ratio Test (LMR-LRT; Lo, Mendell and Rink2001). The LMR-LRT

uses an approximation to the likelihood ratio thstribution to compare models with
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different numbers of classes. Nylund et al. (20@6pmmend using this test as a first
step in the class enumeration problem. If necestaay s if there is doubt, one can
additionally apply the bootstrap likelihood ratest (BLRT; McLachlan and Peel
2000), which uses bootstrap samples to estimatdistr@bution of the LL difference
test statistic.

Given the current objectives, measures of entroprevef secondary interest. The aim
of the current study was not to assign respondergksses but to identify the classes
themselves. Focusing on the optimization of entnwpuld primarily lead to classes
with a high degree of separation, which is mosilyasalized by extracting classes
with highly different mean vectors (Gagné 2006)e Tiiterest of the current study,
however, predominantly was in the different regassveight vectors. Consequently,
the entropy measure was used after the class eatiaredecision merely for post hoc
evaluation of the degree of separation betweesetad he proposed strategy given
the objectives is in line with recommendations égidi et al. (1997) and Bauer and
Curran (2004).

The results of the analyses with different clagse#\RS, DRS, ERS and MRS are

presented in Table 8-1.
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TABLE 8-1

MODEL FIT BY NUMBER OF CLASSES

LL g BIC p°
230.7 26 -299.3
278.6 29 -376.4 0.069
296.9 38 -356.8 0.141
No convergence
418.7 26 -675.3
449.2 29 -717.5 0.003
465.3 38 -693.6 0.203
478.6 47 -664.0 0.107
1277.9 26 -2393.7
1422.3 29 -2663.8 0.000
1451.1 38 -2665.3 0.115
1464.9 47 -2636.6 0.437
1591.3 26 -3020.4
1645.9 29 -3111.0 0.000
1661.9 38 -3086.8 0.216

No convergence

ARS

DRS

ERS

MRS

N W N R DN WONR DNMNODNDR DM R A

K = number of classes; LL= log likelihood; q = nuentof parameters; BIC = Bayesian Information
Criterion; f = Lo-Mendell-Rubin adjusted LRT test for k-1dHversus k classes.

For ARS, DRS and MRS, both the minimal BIC valud amgnificant LRT
probabilities led to the conclusion that theretare classes in the data, although for
ARS the LRT test had only a marginally significaptalue (i.e. .05<p<.10). An
inspection of the model estimates provided furthgaport for the presence of two
classes for the ARS model, however, as will beudised in more detail below. For
ERS, the BIC value and the LRT test pointed towartlee class and a two class

solution respectively, although the BIC differemegween the two- and the three-
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class solution was trivial. To address the uncetyaan additional Bootstrap
Likelihood Ratio Test was carried out based on d@6tstrap draws. The resulting
approximate p-values were 1.000 for the null hypsth of 2 versus 3 classes, and
0.000 for the null hypothesis of 1 class versula&ses. Thus, the results pointed out
the two-class solution as the optimal model.

In sum, these findings indicated the presence oflatent classes defined by separate
regression functions for each response style on. OR& specific estimates for each
latent class are given in Table 8-2. Since the ingaof the quadratic effect is
dependent on the scaling of the independent vaxighinay be helpful to look at the
scatter plots in Figure 8-3a through 8-3d. Theamytivalues for ARS, DRS, ERS and
MRS were .60, .57, .73 and .69. In reading theselt® one should keep from
reification of the classes and remember that tassels and class memberships are
model specific. Class membership indicates thatengndividual observation most
probably is drawn from a specific multivariate distition. Class assignments are
hence far from deterministic.

From the results in Figure 8-3a and in the leftthaplumns of Table 8-2, it is
apparent that over two thirds of respondents shaveasitive relation between ARS
and OPT (H1b; ARS C1 in Table 8-2). Hence, for gomity of the respondents in this
study ARS was an optimizing strategy, which me&as higher levels of favorable
responses for these respondents are not problernation the contrary indicate a
more content driven (time-intensive and differeteti) response pattern. Younger
respondents have a higher probability of beindnis first ARS class (see the estimate
for Be.ageunder the ARS model in Table 8-2). For the remairgtoup, ARS was not
significantly related to OPT (ARS C2 in Table 8-@though the scatter plot (Figure

8-3a) suggested a negative relation, which wouditate that a substantial number of
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respondents engaged in stylistic acquiescence mdsgpwhen minimizing time and
effort. In sum, the evidence in support of Hlads4conclusive. Age is positively
related to the probability of belonging to thedattlass.

A somewhat similar pattern emerged for DRS: a niigjof respondents tended
towards higher levels of disacquiescence when aptign their responses to the
guestionnaire (H2a; DRS C1 in Table 8-2). Lowekelswf education were related to
a higher probability of belonging to this groupggbe estimate for Bq,for class 1

in the DRS model). The remainder group of respotedsimowed no significant
relation between optimizing and DRS (DRS C1 in €a#b{2) and the scatter plot

showed a rather diffuse pattern for this class.
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TABLE 8-2

MODEL ESTIMATES BY CLASS AND RESPONSE STYLE

ARS DRS
C1 Cc2 Ci Cc2
71.2% 28.8% 70.6% 29.4%

RS regression Est. s.e. t Est. s.e. t Est. s.e. t Est. s.e. t
B Rrs-opt 0.573 0.094 6.11 -0.589 0.474 -1.25 0.711 0.085 8.33 -0.149 0.225 -0.66
Brsopr  -1.781 0.523 -3.41 0.154 0.831 0.19 -1.877 0.321 -5.85 -0.164 0.343 -0.48

Mean OPT 0.000 0.155 0.082 1.89 0.187 0.051 3.65
Mean RS 0.000 0.364 0.041 8.91 0.303 0.036 8.37
Var OPT 0.026 0.008 3.34 0.072 0.021 3.47 0.027 0.005 5.12 0.069 0.017 3.99

Var RS 0.019 0.004 5.33 0.019 0.004 5.33 0.017 0.003 5.10 0.017 0.003 5.10
Class 1
antecedents Est. s.e. t Est. s.e. t
B c.age -0.382 0.132 -2.89 -0.102 0.120 -0.85
B cedu 0.050 0.106 0.48 -0.221 0.081 -2.72
B c-female 0.457 0.354 1.29 0.503 0.325 1.55
Intercept 0.836 0.536 1.56 0.770 0.373 2.06
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ERS MRS
C1 Cc2 C1 C2
42.9% 57.1% 57.5% 42.5%
Regression Est. s.e. t Est. s.e. t Est. s.e. t Est. s.e. t

Brsopt -0.529 0.053 -10.06 0.157 0.064 2.46 0.062 0.025 2.43 0.807 0.381 2.12
B Rrs-opt 0.674 0.170 396 -0.320 0.147 -2.18 -0.028 0.077 -0.36 2.940 0.689 4.27
Mean OPT  0.000 -0.151 0.030 -5.07 0.000 -0.254 0.024 -10.38
Mean RS  0.000 -0.178 0.025 -7.01 0.000 0.123 0.047 2.61
Var OPT 0.059 0.009 6.19 0.022 0.005 4.54 0.038 0.006 6.35 0.016 0.003 4.68
Var RS 0.004 0.001 5.16 0.004 0.001 5.16 0.001 0.000 4.25 0.001 0.000 4.25

Class 1
antecedents Est. s.e. t Est. s.e. t
B c-age 0.310 0.083 3.78 -0.284 0.085 -3.34
B c-edu 0.008 0.056 0.14 0.283 0.067 4.19
B c-female 0.016 0.248 0.07 -0.629 0.254 -2.48
Intercept  -0.351 0.242 -1.45 0.583 0.214 2.73

Bvyx refers to the regression weight with Y as the ddpat, X as the independent variable. Regressiennaar for the
response styles on OPT, logistic for class memiemhdemographics. Est. = estimate; s.e. = stanelaor; RS =
(Acquiescence, Disacquiescence, Extreme, Midp&iagponse Style; OPT = Optimizing; C = Class
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ARS

Figure 8-3a: Scatter plot of ARS by Optimizing (RSspecific model)
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DRS

Figure 8-3b: Scatter plot of DRS by Optimizing (RSspecific model)
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ERS

Figure 8-3c: Scatter plot of ERS by Optimizing (RSpecific model)
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MRS
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Figure 8-3d: Scatter plot of MRS by Optimizing (RSspecific model)
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The relation between ERS and OPTIM was capturevbyregression functions each
of which describes a sizable portion of the sanfpte.57% of the respondents, ERS
went up slightly when optimizing (H3a), while fdret remainder 43% ERS clearly
was a satisficing strategy (H3b). Thus it seemsfteERS in particular, it would be
misleading to consider the response style as a masance factor in all cases. For
some, it may be a means of differentiating respohséeterogeneous questions,
while for others it may be a way of simplifying teervey task. Respondents for
whom ERS served as a satisficing strategy tended tder (see Bgefor C1 in the
ERS model in Table 8-2).

Finally, MRS showed a pattern that was distinctrfithie other response styles. For
42.5% of the respondents (MRS C2 in Table 8-2), MRS a satisficing strategy
(H4a). Remarkably, this is the same 42% that wasfang most strongly (see OPT
means under the MRS model in Table 8-2), whileather 57.5% of the respondents
had a relatively higher OPT score and showed a \wabagositive MRS-OPT relation
(MRS C1in Table 8-2). Thus, it may be incorrecagsume that MRS is never due to
optimizing. Nevertheless, the negative relatiohwaiptimizing seems dominant.
Respondents have a higher chance of having aym8itiRS-OPT relations if they are
younger, have higher education levels and are (8a® B.age Bc-edquand B femaefor
Class 1 of the MRS model in Table 8-2). Obvioublgm, respondents that are older,
female and have lower levels of education haveyhdriprobability of using MRS as

a satisficing strategy.

TEST OF THEFULL ADEM MODEL

While the above findings have addressed the relsdsmmotheses, it would be relevant
to draw a profile of different satisficing strategiin terms of all four response styles

simultaneously, rather than using separate modeblifresponse styles. To explore
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the relations between the four independently eséthalasses, as a first step a cross-
classification of the estimated class membershipssa the response style specific
models was made. Specifically, four dummy variaktese created for membership
of ARS Class 1, DRS Class 1, ERS Class 2 and MRSsA. The resulting phi
coefficients are .26 for ARS-DRS; .52 for ARS-ERS3 for DRS-ERS; .26 for ARS-
MRS; .33 for DRS-MRS; and .26 for ERS-MRS. All theefficients are significant
at the .001-level. The cross-classification suggtsit the latent classes, though
obtained in independent analyses, are related.if®jadly, respondents from ERS-
class 2 (ERS as optimizing) seem most probabléstok®long to ARS-class 1 (ARS
as optimizing), DRS-class 1 (DRS as optimizingy MRS class 2 (MRS as
satisficing). Most other respondents belong to ERSs 1 (ERS as satisficing), ARS
and DRS classes 2 (ARS/DRS as satisficing) and RIRS 1 (MRS as a neutral or
optimizing style). In other words, ARS, DRS and E&ffimizing are positively
related among one another, while being negativabted to MRS optimizing. Based
on these indications a two-class structural eqoatioexture model was estimated in
which ARS, DRS, ERS and MRS were simultaneouslyessed on OPTIM. This
model was labeled the ADEM model (for ARS, DRS, ER® MRS) and is depicted
in Figure 8-4. For the two-class model, with 9%fparameters, LL=4864.658, BIC =
-9111.92, LMR LRT p< 0.0001, entropy =.772. Almbatf (49.2%) of the
respondents were assigned to class 1, the rema&0ddo to class 2.

These indices compared well to a three class soluvith 121 free parameters,
LL=4917.237, BIC =-9079.874, entropy = .638; LMRT p = 0.4009. This
comparison provided additional support for the pneg of two classes in the data.
The estimates for the two class model are giverainle 8-3, the scatter plots in

Figure 8-5a, b, c and d.
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Figure 8-4:
ADEM Structural Equation Mixture Model
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TABLE 8-3

PARAMETER ESTIMATES FOR THEADEM TWO CLASS MODEL

Class 1 Class 2
49.2% 50.8%
Est. s.e. t Est. s.e. t

Regression
weights B ars-opt -0.376 0.074 -5.06 -0.018 0.489 -0.04
B Ars-opt? 0.411 0.226 1.82 -2.400 0.937 -2.56
B brs-opt -0.113 0.065 -1.74 0.929 0.51 1.82
B brs-optz 0.161 0.210 0.77 -0.756 0.863 -0.88
B Ers-opt -0.519 0.049 -10.64 0.605 0.242 2.50
B Ers-opt2 0.782 0.171 4.56 0.821 0.489 1.68
B MRs-opt -0.174 0.029 -5.99 0.700 0.293 2.39
B MRs-opt2 0.331 0.095 3.47 3.923 0.721 5.44

Means ARS 0.000 -0.073 0.068 -1.08
DRS 0.000 0.026 0.082 0.31
ERS 0.000 -0.098 0.039 -2.52
MRS 0.000 -0.008 0.027 -0.31
OPT 0.000 -0.202 0.024 -8.50

Variances ARS 0.026 0.003 7.66 0.026 0.003 7.66
DRS 0.021 0.003 7.96 0.021 0.003 7.96
ERS 0.005 0.001 5.79 0.005 0.001 5.79
MRS 0.005 0.001 7.23 0.005 0.001 7.23
OPT 0.052 0.008 6.47 0.013 0.003 4.63

Class 1
antecedentsIntercept -0.111 0.184 -0.60
B c-age 0.267 0.084 3.17
B c-edu -0.023 0.061 -0.38
B c-female 0.100 0.232 0.43

Bvx refers to the regression weight with Y as the ddpat, X as the independent
variable. Est. = estimate; s.e. = standard err8r=RAcquiescence, Disacquiescence,
Extreme, Midpoint) Response Style; OPT = Optimizing
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ARS

08

Figure 8-5a: Scatter plots of ARS by Optimizing (FU ADEM model)
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DRS

Figure 8-5b Scatter plots of DRS by Optimizing (FUIADEM model)
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ERS

Figure 8-5c: Scatter plots of ERS by Optimizing (FU ADEM model)
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MRS

Figure 8-5d: Scatter plots of MRS by Optimizing (FUl ADEM model)
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From the plots the ERS optimizing class (ADEM clasand ERS satisficing class
(ADEM class 2) that also emerged from the earlreiyses are readily recognizable.
In ADEM class 1, ERS was a satisficing strategywarse ARS and DRS (though the
latter only marginally significantly). This is apeat from the negative relationship
between these 3 response styles and optimizingclgss 1, ERS showed the most
clear-cut regression scatter plot. ERS seems thebdriving variable behind the
latent class segmentation. The observed associtidBRS and DRS with OPTIM
may well be due to ERS: every extreme responseesgps either extreme agreement
or extreme disagreement by definition and this diagctly affects the ARS and DRS
scores. Further, for class 1, MRS showed a weaddpative relationship with OPTIM.
Note that, though the regression weights seemébd to the same range as those for
class 2, the quadratic effect of OPTIM weightedvnsain class 2 due this class being
situated predominantly on the negative side ofQRFIM dimension. Given the
estimates in Table 8-3, for OPTIM scores below,-th8 quadratic effect of MRS
becomes stronger than its linear effect. Consetyehe positive quadratic effect
captures the declining trend visible in the leftstpart of the scatter plot.

In ADEM class 2, ERS, ARS and DRS were all optimigzstrategies, in that their
association with OPT was generally positive (segifé 8-5a, b, c). Note again that
the quadratic effect for ARS might be misleadingjrat sight (Table 8-3, class 2, B
estimates for ARS). MRS appeared as an outspolisficgag strategy in this class,
given its negative association with OPT (see Fi@iEel).

Age was a significant antecedent of class membgrshthat older respondents had a
higher chance of belonging to class 1. In otherdspolder respondents tended to

satisfice by stylistically checking both the exteenesponse options and the midpoint,
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while younger respondents more often tended tsfgaiby stylistic midpoint

responding only.

IMPACT OF SATISFICING STRATEGIES ON RESEARCH

To assess how the two overall satisficing strategféect observed scores, six equally
sized segments were created by splitting the tw&Mlasses into an optimizing

segment, a medium segment and a satisficing segageshown in Table 8-4.

TABLE 8-4

SEGMENTATION BY ADEM CLASS AND OPTIMIZING LEVEL

ADEM satisficing strategy class

Class 1 Class 2

Low Class 1 satisficers Class 2 satisficers

@ Medium Class 1 midgroup  Class 2 midgroup
Q

Optimizing

High Class 1 optimizers Class 1 optimizers

Expected response frequency distributions for ffiteérozing and satisficing segments

of both classes are given in Figure 8-6 (class negsfiyp is based on most likely

posterior class assignment).
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Figure 8-6

Response profiles for optimizers versus satisficetsy latent ADEM class
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For each of both classes, this graph indicatesibs likely response frequency
distribution across a wide range of items, regasilef content, when respondents are
optimizing versus satisficing. Clearly, the distrlons look dramatically different
across the satisficing segments in class 1 and 2laSor respondents who are
optimizing, response frequencies look largely tme across classes.

This also implies that across the two satisficiegrsents, a given response option
seems to have a different meaning. Henceforthedse of reference class 1 satisficers
are labeled trident satisficers, class 2 satiSiege labeled central satisficers. For
example, a class 1 satisficer who agrees with\aegutem is more likely to endorse
the extreme ‘strongly agree’ response than is ss@asatisficer who agrees to the
same item. The latter is more likely to check thdpuint unless s/he agrees really

strongly. It is interesting to further elaboratestpoint. The reader should keep in
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mind that these response frequency distributioa$ased on a set of 112
heterogeneous items probing a wide variety of tBfie constructs. It is plausible that
the scales from which the items were drawn haveeable levels of discriminant
validity, since all scales have been subjectedttmeough validation process (Bruner,
James and Hensel 2001; Robinson, Shaver and Wrght4991). Assume that the
respondents’ latent scores on these constructotakedependent normal
distributions, such that on average the distributiblatent scores within a single
individual across the items should approach a nbdis&ibution itself (since they are
similar to random draws from independent normatithistions). Hence, the observed
response distribution can be seen as resulting frapping a normal distribution
onto a seven-point response format. Within a gsegment of respondents, the
proportions of each response style can then badsmesl to reflect the portion of the
normal distribution (from any latent construct)ttifeamapped onto a given response
option. For example, on average 22% of the tridatisficers (class 1) selected
response option 1, ‘fully disagree’. This indicatiest on average, all ‘1’ responses for
this segment reflect a position somewhere in thiégoof a latent construct’s
distribution between minus infinity and the z-vahfe.783 (corresponding to the z-
value left of which lies 22% of the normal probépitlensity function). Given the
near-symmetry of the expected distribution in alirments, there is no reason to
expect substantial directional bias. This is im@ottin that no artificial mean
differences are to be expected across segmergsdt®s that have a mean near the
midpoint of the scale. However, trident satisfig@lass 1) will show inflated
(deflated) scores on scales that have a mean hiigivezr) than the response scale’s
midpoint, while the reverse is true for the censatisficers of class 2 (Baumgartner

and Steenkamp 2001).
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In addition, the satisficing strategies may be @s® of heterogeneity in the way
constructs are translated into item responseslariycthis point, a set of random
variables was generated for a sample consistisgrafar proportions of the six
segments identified as in the data used abovethenshme demographic profile per
segment as in the data set used above (N=1000G $P.8.2). The simulation is
illustrative and does not aim to investigate thatter conclusively. First, two
standard normal variables were generated, repiagemtatent construct and a unique
variance that together constitute an observedatalicscore. The weighted sum of
both (such that each explains half of the varidandbe resulting indicator) was
mapped onto a seven point scale by applying thie Explained above. That is, for
each of the six segments (trident/class 1 satisfieg#c.), the appropriate thresholds
were defined to map the normal distribution onteeseresponse options. Regressing
the indicator on the latent construct per segnteati tesulted in the expected item

response function, an example of which is giveRigure 8-7a.
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Expected indicator response

Figure 8-7a

Expected indicator score as a function of latent ewtruct
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Figure 8-7b
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Note that only the two satisficing segments arenshdut that all other segments
would just gradually fill up the range in betweée tines (ordered by level of ERS).
This graph clearly illustrates the nonlinearityuléisg from disproportionate extreme
responding. Also, it reflects the observation thatclass 2 satisficers are very
unlikely to endorse an extreme response, everitittderlying latent score is extreme
(e.g., 3 standard deviations away from the meaostMnportantly, within the
framework of the assumptions outlined above, tla@lgishows how the same
response option has a different meaning for differespondents. For example, a ‘6’
response for a trident (class 1) satisficer mayesmond to the same level of the latent
construct as does a ‘5’ response for a centras$c2a satisficer. Clearly, Likert item
responses should not be interpreted at face vAlse, creating ordinal categories of
respondents (for example segments that have negatreutral — positive attitudes)
based on self-reports is dangerous in this regattiat central satisficers (class 2),
who are younger on average, will self-evidentlyoler sampled in the middle
category.

The response function discussion might give the@sgion that ERS results in
responses that carry more information, in thaftiieange of response options are
used in responding to items. However, considefdhewing fictitious situation,

similar to the setting investigated by Mittal andrfakura (2001). Consumers’ loyalty
intentions are measured on a single item severt-pwasure. Actual behavioral
loyalty is independently measured on a 100-poiates(e.g. representing the
percentage of purchases of a specific brand asppion of the total product
category purchases). As described above, the iotenteasure would reflect a
mapping of a latent construct on a response scal@a@ding to the respondent segment

specific mapping function. On the other hand, tbldvioral measure can be

Response styles in consumer research - 221



8 —Satisficing strategies

reasonably expected to be a function of the latenstruct as well (i.e. intention leads
to behavior), but this function will be independehthe segment specific mapping
function, since the behavior was not self-reporidate that the latter function need
not be identical across segments for the currgpuiraent to apply, but it is
implausible that it has an identical or even relatucture to the item response
mapping function. To illustrate what happens iis tetting, again a standard normal
variable was generated. Based on this simulatedtl@ariable, an item score was
constructed according to the segment specific esponse function, reflecting a
self-report measure of intention. Also, a criten@miable score was constructed that
did not follow a segment specific mapping functiceflecting a behavioral loyalty
score. In both cases the latent variable expldiadidof the variance in the dependent
variable (indicator or criterion variable); a rasal normal variable explained the
other half. Figure 8-7b shows the relation betwibenself-report measure and the
criterion variable. Obviously, a small change iorses for the central (class 2)

satisficers carries more information than it dawstiie trident (class 1) satisficers.
DiscussioN

Acquiescence Response Style (ARS) was found tabigiyely related to optimizing
for a majority of respondents. For a second classspondents, there was no
significant relation between ARS and OPTIM. Age wagatively related to the
probability of belonging to the former class, iratiag that for younger respondents it
is more likely that ARS is part of an optimizingategy.

Like ARS, Disacquiescence Response Style (DRS) rpadeof an optimizing
strategy for most respondents. For the remainaeipgof respondents, who had
higher education levels on average, there wasgmifigiant relation between DRS

and OPTIM. Possibly, for respondents with higharaadion, the effort needed to
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disconfirm statements in a questionnaire is leas fbr respondents with a lower
education.

Extreme Response Style (ERS) showed a remarkatiietdimy in its relation to
OPTIM, in that for a first class of respondents BRES a satisficing strategy, while
for a second class of respondents it was part opéimizing strategy. Age related to
higher probabilities of belonging to the formersdaln other words, older
respondents are more likely to satisfice by siglisktreme responding than are
younger respondents.

The current results concerning ARS, DRS and ERSedlirectly to the conclusion
by Greenleaf (1992a) that NARS (i.e. ARS-DRS) csigsinainly of an information
component, while ERS has both an information ahiha component. It seems that
rather than ERS having two components, it hasrdiffiemeanings for two classes of
respondents, bias and satisficing related for dagsccontent and optimizing related
for the other. Further, the positive effect of ageERS may be conditional on
respondents’ satisficing, that is, this effect noaly be present if respondents do not
exert the effort required of them to provide optimesponses to the questionnaire
items.

The analysis of Midpoint Response Style (MRS) aésmilted in two classes of
respondents. A first class could be characterizegbanger, more probably male and
having higher education levels. This class haddridgvels of optimizing and showed

a slight positive association between MRS and ORTIM other class demonstrated

9 Actually, Greenleaf (1992a) studied standard dimnanot ERS. However, Baumgartner and
Steenkamp (2001) find a strong correlation betwbere two and use them as indicators of the same

style.
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a clear-cut negative relation between MRS and ORTificating that for these
respondents MRS was a satisficing strategy.

While the investigation of the response styles wwred in isolation provided
interesting insights into their meanings, the coirstudy went further, and classified
respondents based on their full response stylel@r&uch profile related the four
styles (ARS, DRS, ERS and MRS, ADEM in short) téimojzing. Two major classes
were found. A first class consisted of 49.2% oft¢heaent sample and showed a
strong negative relation between ERS and OPTIMt Tiis effect generalized to
ARS and DRS was due mainly to extreme responseistiwiecessarily are either
positive or negative). Though less outspoken tbaieRS, MRS also showed a
significant negative relation with OPTIM. Older pesidents had a higher chance of
belonging to this class.

A second class, consisting of 50.8% of the sangbleywed a more single-minded
focus on MRS as a satisficing strategy.

An interesting observation regarding these twosaass that their response style
levels are nearly identical if they are optimizi@nly when respondents are
satisficing, the differences in response strategpame clear, as illustrated in Figure
8-6. When satisficing, class 1 respondents showed@onse frequency distribution
with three peaks, reflecting high ERS and MRS. aitern was labeled trident
satisficing. Class 2 satisficers were labeled egsttisficers because their response
frequency distribution became narrowly concentratexdind the midpoint.

The presence of two such disparate satisficingegfies has important implications.
Most importantly, current findings suggest that shene response may have very
different meanings across respondents. As illustrat Figure 8-7a (based on a

simulation), a latent score one standard devialmyve the mean could be mapped as
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a 6 on a seven-point scale by a trident satisfigkile being mapped as a 5 by a
central satisficer. Similarly, a self-reportedtaidie or intention may translate in
dramatically different levels of related behavior different segments of respondents
(cf. Figure 8-7b). Consequently, for a researchang to predict behavior, it would

be highly relevant to know the ADEM response spyiefile of the respondents under
investigation. This would enable one to predictftiectional form of the relation
between criterion variable and self-report meaaupéori, rather than having to
derive it post hoc from the actually observed sefferts and behavioral data (as was

done by Mittal and Kamakura 2001 for several deraphic segments).
L IMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

Since the current study was carried out in a sjgessfmple in one European country,
it would be very enlightening to replicate the istigation in different samples in a
cross-cultural context. It is a plausible hypotkebkat cross-cultural differences in
response styles are moderated by optimizing.

Another limitation to the generalizability of tharcent findings is that data were
collected using one specific item format. Sevempbikert items have been
recommended by experts from diverse research s¢r€@ox 1980), but may be
contaminated by response styles in particular wagpecially the trident satisficing
pattern is most probably very specific to this fatrtalthough it could operate in the
equally popular five point likert items). It mightell be that the gain in information
transfer capacity of this type of scale is offgeatarge extent by the heterogeneity in
the way respondents use this scale. Moreover,dterdgeneity is hard to detect,
requiring both specific item sets and rather coogpéd analyses. This issue definitely

deserves further investigation.
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In the current study, a newly proposed operatiaatibn for OPTIM was used. It
could be argued that the Time-On-Task aspect optbposed measure is confounded
with attitude accessibility, in that fast responisage been linked to accessible
attitudes (Krosnick 1993). However, this possipilitas countered by measuring both
differentiation and time-on-task over a random denopitems that were highly
diverse in terms of content. It is very unlikely Borespondent to have similar

accessibility levels for all the different topiesthe questionnaire.
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APPENDIX 8-1:

FURTHER OPERATIONAL DETAILS OF THE DIFF AND OPTIM MEASURES

It is not the case that DIFF, as one of the compnef OPTIM, would by design be
related to any of the response styles under siliut is, the mere operationalization
of DIFF and ARS, DRS, ERS and MRS will not artiéity lead to correlations
between DIFF and any of the response styles. Tagswerified by means of a
simulation of 250 respondents responding to 112rsgwint items following a
uniform response distribution (N replications = LOChe resulting data matrix
corresponds to 100 times 250 by 112 random draavs & uniform distribution. For
these simulated respondents DIFF, ARS, DARS, ERSWRS scores were
computed. The correlation between DIFF and eatheofesponse styles was zero.
This means that in the absence of systematic respgendencies and shared content,
DIFF does not correlate with any of the four regeostyles. Note that the level of
DIFF does impose a limit on the values that thpaoase styles can take on. For
example, if MRS is 1 (this means responding athgavith a midpoint response)
DIFF can only be zero, and if DIFF (this means g®ach response option with an
equal frequency) is 1, MRS can only be .143. Howewely trivial numbers of cases
were situated near the boundaries of the bivasiéee of DIFF and any response
style. This was evaluated by computing the bouedarie. the minimally and
maximally possible values for DIFF given a levebafesponse style. Note that the
relationship is most determining for MRS and ERB¢es these response styles reflect
proportions of certain options. The highest possuallue of DIFF giving a specific
MRS level, e.qg. is given by the following formuighere n is the number of items and
k is the number of response options: ([ ([n—MRIE;"]]l[+1)k'1 *(MRS+1)] — (n+1) ) /

(n/k + 1f. In the actual data analysis, it was checked vere#sults were robust
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against inclusion/omission of outliers. This provede the case. Hence, there are no
relationships in the data that are merely due écsfiecific operationalization of DIFF
and the response styles. Moreover, DIFF is onlgrapgonent of OPT, since it is
combined with TOT. The latter variable is measune®pendently of observed
response frequencies.

OPT is not scaled in a way that is readily intetgioée. This is not a problem: many
scales in psychology are arbitrary and this need®iway affect their reliability
and/or validity (Blanton and Jaccard 2006). Objextnetrics can be arbitrary if used
as indicators of a latent construct rather tharothjective physical reality they
directly refer to. As argued by Rindskopf (2003368), “[s]ome researchers may
object to transformations, as the interpretatiothetransformed scale may not seem
as natural. This may be so with many physical nressents, but in most social
science research there is nothing sacred abowtitieal measures, so no harm is
done by transforming.” For example, Implicit Assatedn Tests yield an estimate of
reaction time in milliseconds, but this does noamsuch measurement results in
attitude/association measurement with a rational peint (Blanton and Jaccard
2006). Similarly, the indicators based on the pobad DIFF and TOT in the current
study refer to the single latent construct OPTIéther than to the interaction of two
different constructs (DIFF and TOT). For this regdbis important to use the square
root of the product terms directly to measure thestruct and to evaluate its internal
consistency. Computing an interaction term basetivorconstructs DIFF and TOT

would not be appropriate for the current purposes.

VALIDATION OF OPTIM

Some evidence in support of the OPTIM measuredsiged. To this end, a MIMIC

model was specified in which OPTIM, measured byhitee indicators was regressed
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on age, sex and education level. Using the ML egtmin Mplus 4.1, the model
fitted the data quite welf (6) =14.74, p=.0224; CFl = .987; TLI = .973;
RMSEA=.050, RMSEA 90 Pct C.l. =0.017 — 0.082; SRM®19). Standardized
loadings were .85, .82 and .76. The demographipmed a small amount of the
variance in OPTIM (R?=.02) and only the effect dieation on OPTIM was
significantly positive, with a logistic regressiaright B=.012 (s.e. =.005) and t-
value = 2.351. In the panel used for this reseadhcation has been found to be
positively related to respondent motivation, expeekin the higher probability of
participation (see Study 3 / Chapter 6). Hencepthgtive relation of OPTIM to

education lends support to the nomological validitDPTIM.
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CHAPTER 9: CONCLUSION

CHAPTER OUTLINE

In this concluding chapter, the previous chaptegsecapitulated. Based on this
overview, the theoretical and practical implicai@re discussed, focusing on three
related issues: the impact of response stylesndaning of response styles and

remedies against response style bias.
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RECAPITULATION

Questionnaires using closed-ended questions aigpemisable for consumer research.
Likert items are a commonly used type of such gaest Unfortunately, previous
research has demonstrated that these measureser&sbd due to response styles.
In the conceptual section of the current dissematiesponse styles were
conceptualized as respondent-specific ways of magpidgments onto response
categories. Individuals may exhibit stylistic prefieces for agree responses
(Acquiescence Response Style or ARS), disagreemssp (Disacquiescence
Response Style or DRS), extreme responses (ExfRasgonse Style or ERS) and/or
midcategory responses (Midpoint Response StyleREMIt was illustrated in both
the Confirmatory Factor Analysis and ltem Resporiseory frameworks how theses
preferences may affect construct-indicator relai@xso, an overview was provided
of how response styles may affect observed unitearesponse frequency
distributions and multivariate relations.

Based on a review of the literature, a typology wagposed of how response styles
may be measured, with a focus on two dimensiongoAshe first dimension, the
items or item sets used as the indicators of respstyles can either serve only the
specific purpose of measuring response style$iey ¢an be used simultaneously as
indicators of content and as indicators of style féx the second dimension, the
influence of content on the item responses carobrected for in different ways
(since otherwise content provides an alternatiy#agmation for response tendencies).
First, when convenience samples of items are ubketk is insufficient control.
Second, items can be created that are free of mrtkird, content can be
manipulated in a controlled way similar to an expental design. Finally, content

can be reduced to random noise by using setsrotithat are heterogeneous in
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content. Based on a consideration of the advantggémitations of the different
possibilities, in the current dissertation, specsfiyle indicators were used
(corresponding to the second level of the firstetision) and the influence of content
was corrected for by randomizing content over it¢fosrth level of the second
dimension).

Empirical study 1 (Chapter 4) used data from o@Bonline respondents to a
specifically designed set of Likert items to stullg effects of item location and
content. More specifically, the correlations betwéems were modeled as a function
of the relation between the two items in termsasftent and distance. Content refers
to the items either measuring the same construbeisame direction, measuring the
same construct in the opposite direction (reveitsgds) or measuring unrelated
constructs. Distance refers to the number of dtkers that stand in between the two
focal items. It was found that after controlling tmntent, items on average showed a
positive correlation, which decreased slightly vathincrease in inter-item distance.
This phenomenon was attributed to the operatiohR$. An additional distance

effect was found for content related items. Fangehat measured the same construct
in the same direction, the strength of the con@fatlecreased as a function of item
distance. For reversed items, the strength of thelation increased (i.e. became
more negative) as a function of item distance. Was interpreted as supporting a
Unipolar Response model, according to which respotsdinterpret reversals as being
more independent (i.e. measuring unrelated cortsjrtiee closer they are to one
another. An important implication of the findings$tudy 1 is that the bias in
reversed item responses cannot be equated to ¢natigm of ARS (which would

imply independence of content by definition) buiriest probably a content driven

context effect.
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Study 2 (Chapter 5) examined the short term stgmfiresponse styles. Based on a
literature review, nine alternative models werec#perl of how response style
indicators based on subsequent parts of the saggtignaire can be related,
corresponding to the combination of two dimensiwith three levels each. The first
dimension refers to the specification of a commamtdr, which can be congeneric,
tau-equivalent or absent. The second dimensiomsréfethe specification of an
autoregressive effect, which can be time invariaime variant or absent. These nine
models were fitted to secondary data (Hui and Tigt985) and primary data. From
the analyses, the presence of a common factor echeansistently across data sets
and response styles. The choice between a congemetia tau-equivalent common
factor was less consistent, as was the strengtieaiutoregressive effect. For most
data and styles, the latter was negligable howétveras concluded that response
styles have a major stable component in the short.t

Study 3 (Chapter 6) extended the stability quediiaime long term. It was found that
response styles are remarkably stable over twerdifit questionnaires that were
filled out by the same respondents with a one tigsr gap in between.
Demographics explained only a small part of theavere in the stable component of
the response styles (ranging from 2.3% in DRS tjind5% in ERS).

Study 4 (Chapter 7) consisted of a comparisonrefetimodes of data collection in
terms of response style levels: paper and per&#phone and online. The major
finding was that the telephone data showed a Itevel of MRS and a higher level of
ARS. It was shown how these differences led toiptable biases in a cross-mode
Means And Covariance Structure analysis of a snbg&aconstruct (Trust in
Frontline employees) and how measurement invarigeste might not be useful in

addressing such cross-mode differences in ressyies.
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Study 5 (Chapter 8) investigated response styles@sitive methods applied by
respondents to reduce the burden imposed on théme survey situation. Optimizing
was defined as time-intensive differentiation afpenses to items that are
homogeneous in form but heterogeneous in conteatpolar opposite of this is called
satisficing. The relation of response styles todpemizing-satisficing variable was
studied by means of structural equation mixture @tiad. Respondents could be
classified in two major segments. One segmentsgardents seemed to satisfice by
increasing their levels of ERS and MRS. This sugggkethat these respondents
simplify their task of selecting a response outaitiple response options (seven in
particular) to a yes — neutral — no response. Arsgcegment showed a positive
relation between satisficing and MRS only. Thisspreably indicated that these
respondents no longer chose sides once they mmihti'e amount of effort they
invested in the respondent task. It was illustrétend these two segments cause
heterogeneity in the meaning and predictive/corsmirgalidity of observed item

responses.
IMPLICATIONS

The theoretical and empirical developments in ttevipus chapters have provided
insights on three related key issues for applisdaech and research concerning the
four response styles under study (AcquiescencedrespStyle or ARS;
Disacquiescence Response Style or DRS; ExtremeoRss[Style or ERS; and
Midpoint Response Style or MRS). First, furtheligh$s have been gathered
concerning the potential impact of response stytequestionnaire data. Second, the
meaning and conceptual status of response stylesheen further crystallized.
Third, tools have been provided to better avoigphoese style bias or cure it where

necessary. These points are elaborated below. &sp@rent from these topics, and
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since in the response style literature practicasueement issues and theoretical
meaning have been closely related (e.g., Rorer;M@%kenhuysen-Gybels, Billiet
and Cambré 2003), the applied and theoretical gapbns are discussed together

below.
| MPACT OF RESPONSE STYLES

The same response category can have different ngsafar different respondents.
That is the essence of the response style prolddatrhas been conceptualized in the
current dissertation. Response styles may be tieedhat a given level of a latent
construct of interest may lead to different leval®bserved indicators. If such
heterogeneity in the mapping function between e¢anstind indicator were purely
random (within and between subjects), the probleraldvmerely increase the
proportion of noise in questionnaire data. Howetlere are clear indications that
there is a systematic component to the bias. Afiatrolling for content, different
demographic groups have different expected respoagaency distributions. This is
illustrated in Figure 9-1, which presents the expedrequency distributions for four
demographic groups that differ to a substantiadmxin terms of age (20 years versus
70 years of age) and education level (low educatiorresponding to primary school
only, versus high education, corresponding to 3sy/eiformal education after
secondary school). The estimates were obtained tinemnline sample data in study
4 (Chapter 7) by regressing the percentage of catagsponses (e.g. the percentage
of times a respondent chooses option 1 acrossetieedyeneous set of items) on
demographics. The regression predicted values thereused to create the graphs.
The average expected item score (and standardtideyifor the respective groups
were 4.41 (1.95) for the young lowly educated; 41.99) for the young highly

educated; 4.52 (2.13) for the old lowly educate@041.97) for the old highly

Response styles in consumer research - 236



9 - Conclusion

educated. Figure 9-1 illustrates that younger, lgigducated respondents have the
lowest levels of ERS, as opposed to the older re$puats with lower education levels,
who have a strong preference for both the midpbiigh MRS) and the extreme
response options (high ERS), while largely negtecthe options in between. Apart
from the dramatic difference in observed distribng, the graphs clearly show that
observed scores may often be normally distributdgd @among very specific groups

of respondents, in particular young and highly eded people (i.e. the group
including students). Clearly, measures that welieated in such samples might lead

to surprises when used in other populations.
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Figure 9-1:

Expected frequency distributions by age and educatih level
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On the stimulus-side, study 4 (chapter 7) alredxdyved how substantial differences
arose between different modes of data collectidve. tElephone mode showed lower
levels of MRS combined with higher levels of ARSiid led to predictable biases in
the responses related to an unrelated measuréidhevould most probably have
been confused with content if response styles batheen assessed.

In addition to the systematic differences in reggostyles between different
demographic groups and modes of data collecti@netts much heterogeneity
between respondents that remains unexplained bpglamphics and modes of data

collection. This relates to the next issue: the mrepof response styles.
M EANING OF RESPONSE STYLES

As discussed in Study 2 (Chapter 5) and Study 2@ 6), much of the debate in
the response style literature has focused on therghty and stability of response
styles. The high internal consistency of respohgesacross unrelated samples of
items in the studies reported above provided camvgnevidence of the generality of
response styles. Further, in the short run respstyses were found to be very stable
(Study 2§°.

Very remarkably, stability also held over a muchder period, a one year time lag in
particular (Study 3). Demographics, though sigaificas antecedents of the styles,
explained only a minor portion of the total variano the stable component of the

response styles. Future research might want teedkhie study of personality

20 For specific styles and contexts, there may baugoregressive component to the style as well. The
current data nor the literature have provided agsiek evidence on the meaning of this autoregressiv
component; this is discussed in the limitations fanidre research section. Nevertheless, it shoeld b
stressed that the major component of all four respatyles was found to be stable over a single

guestionnaire.
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correlates of response styles, this time taking taavoid the shortfalls of the past.
While long term stability is the major finding inusly 3, a substantial time specific
component was observed too. For this aspect, itdMoei very interesting to
investigate the impact of situational factors sashmood, time pressure and cognitive
burden (such studies are being planned).

The complex interplay between response styles becaare understandable by
thinking of the response styles as componentstisffising strategies. Interestingly,
two major segments of respondents were identiaady 5, chapter 8) based on two
satisficing strategies. For one group, on averagmger respondents, higher levels of
satisficing led to an increasing concentrationesfpionses at the midpoint of the scale.
For a second group, to which more older respondsitsiged, satisficing was related
to a so-called trident response pattern, with a&eptration at the midpoint and the
extremes. The findings suggested that respondeasshow similar response
patterns when optimizing, but diverge dramaticaltge they decide to save time and
cognitive effort while still responding to questsorin the latter study, but also in the
other studies, ERS and MRS stand out as the apgphaneost consistent and

influential styles. ARS and especially DRS maydwsIconsistent and possibly less
problematic. Future research might merit from gigfthe focus accordingly. While
ARS has proven to be most easy to grasp, to measdrto correct for, it has also
been the easiest subject of harsh criticisms ofdbponse style literature (Rorer
1965; Block 1971). ERS has rightfully received gisbme recent attention (e.g.,
Arce-Ferrer 2006), but might deserve even more. MRS have been underestimated

as a source of systematic bias (but see Baumgameteenkamp 2001).
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THE CURE

In the literature, two major stages can be disakwieere bias due to response styles
may be tackled during a research study: the imphtatien occurs before data
collection (design remedies) or after data coltet{imeasurement/statistical

remedies) (Baumgartner and Steenkamp 2001; Podstladf 2003).

DESIGN SOLUTIONS(EX ANTE)

The formulation and selection of items is importanpreventing response style bias.
One of the most hotly debated design options totuesponse styles has been the

use of reversals.

Reversals (as a thought experiment)

While study 1 has further established the problenmatture of using reversed items,
their use is valid under specific conditions. Imtjgalar, if the reversals are located
sufficiently far apart from their non-reversed ctarparts, it seems that respondents
do not consider them as relating to independenedsions. Thus, it is important to
consciously position reversals apart from non-resist Of course, this only confirms
that it may be dangerous to expect respondentgdgoret such items in the way that
the researcher intends them to. Also, this indg#tat factor structures should be
considered in light of how the questionnaire wagaaized. It is easy to obtain neat
and clear structures by providing respondents hliboked items, maybe even under a
header that explicates what latent construct isgogieasured. However, in such
situation it is not valid to apply classical testory and the domain sampling model,
since these models consider items in isolationaasdme that their meaning and item
response functions are independent of the cortieytare in. If a consistent context is

deliberately created, criteria like Cronbach’s alpdose part of their meaning and
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only confirm that a succesful manipulation has beggplied in creating a
homogeneous context for the items. When used ifiexeht context, the reliability
parameters would probably not apply. Also, in theecof reversed items, the
manipulation might backfire, creating what was ladeself-generated non-validity in
study 2 (Chapter 5).

Needless to say, the current research does nolusorely settle the issue of whether
or not to use reversed items. In this contextag heen pointed out that some items
seem to be irreversible (Ray 1979). A point in dagbe Authoritarianism scale
discussed by Peabody (1966). A crucial implicatbsuch presumed irreversibility
may deserve some further attention: if it takessuesment experts several decades to
formulate reversals, it is questionable that redpats can meaningfully think of the
connotation of a disagree response to such iterieispan of a few minutes (or even
seconds) while responding to the items in questiothese instances, it is not
surprising that many respondents agree or showsistent double agreements or
disagreements.

Therefore, it is not necessarily recommended tlhatales should include reversed
items. However, it may be recommendable for re$eascto formulate a reversal for
each item they include in a questionaire that asesgree-disagree rating format. If
this turns out to be impossible, it may imply tf@mulating a meaningful
(disagreeing) response is impossible as well. hemivords, coming up with reversals
may be a useful thought experiment and criterioref@luating items in a
questionnaire. Iltems that do not pass the revegsglshould be rephrased or deleted.
Test-reversals can be evaluated by measurement&xpe convenience sample of
respondents in a pilot phase of testing. For exanipmay be hard to think of a valid

reversal to “No weakness or difficulty can holdbagk if we have enough will
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power” (cf. Peabody 1966). Consequently, the mepafra disagree response to this
item is not clear, and it makes little sense toraskondents to indicate their level of
agreement to such item. In a way, if a respondsagdees with the statement, s/he is
contradicting the meaning of the word ‘enough’.sThecomes obvious in a statement
like “if we have enough to drink, we will not bargty” which is true by definition
(almost by definition, strictly speaking).

All this is not to say that the problem of resposgées resides in the item rather than
the respondent. An interactional account seemfairepwhere response style bias is
due to the combination of respondent and item (Reul991). Even authors that
place most stress on the item effect explicitlyngplicitly acknowledge this. For
example, Peabody (1966), after arguing why speitéios will lead to ARS,
introduces cognitive sophistication as a moderatdnis effect. Similarly,

McClendon (1991b) simultaneously tests for item ergpondent effects, and it seems
that the interaction is by now accepted as a stafoint for research (Baumgartner

and Steenkamp 2001).

MEASUREMENT AND STATISTICAL CONTROLYPOST HOQ

The items commonly used in consumer research d@rennoune to response style
bias, as evidenced by the results obtained inhbgestudies using representative
samples of these items. Clearly, if preventiorsfal post hoc approach is called for.
Such approach has two components: diagnosis anection. Diagnosis of response
styles refers to measuring levels of responsesstylee results can be used to assess
whether there is a problem, and — if so — to selpetific respondents for analyses.

Correction can be pursued by statistically contrglfor response styles in analyses.
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Diagnosis

The studies presented in the current volume offaresimportant guidelines for
response style measurement. Where possible et@mmended to include
heterogeneous, representative samples of itemssistignnaires. Since response
styles are mainly stable over the time span ohglsiquestionnaire, the specific
location of these marker item sets in the questaeris largely inconsequential.
However, to account for the (small) local componspteading several sets of items
throughout the questionnaire might be optimal. Gineent studies used at least three
sets each consisting of 18 through 48 items asaalis of response styles. In applied
settings, less marker items will probably be usedligh a minimum of 20 items
seems a reasonable requirement.

While the long term stability of response stylea isorrysome phenomenon, in that it
suggests the presence of a consistent sourcesyfittédso opens doors in terms of
measurement. In particular, response style vasaiield be created and used as
stable background covariates in panel researdh.tB& optimal approach seems to
include response style indicators in every datectdn. If this is too costly, a single
(one time) measurement presents itself as thetoebest solution. If not even this is
possible, researchers should at least be awahe afemographic correlates of
response styles. Hypotheses should be formuladested on how the measures can
be expected to behave as a function of demograpieckated by response styles. For
example, when comparing age cohorts, one shoyt@asesponse distributions for
extreme responses in the different age groupstakadinto account that this might be

due to response styles.
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To test for robustness against response styleteffacalyses might be executed with
and without respondents who show a three-peakgth RS and high MRS) or a

one-peaked (high MRS) response pattern.
Correction

Ideally, analyses should statistically control ioe effect of response styles. Two
methods to do so are discussed briefly: respogessis covariates, and response
styles as individually estimated mapping functions.

Response styles as covariates

Measures of response styles can be used as cegananalyses. Ways to do so have
among others been shown in the context of multipdgession analyses (Greenleaf
1992a; Baumgartner and Steenkamp 2001) and farabe where balanced scales are
controlled for ARS using Structural Equation Modgl(SEM) (Billiet and

McClendon 2000). In the current dissertation tHefang methodological
requirements were proposed and applied. Firstiskeof response style specific
marker items allows measuring several responsessiyid not only ARS-DRS.
Splitting the total set of marker items into seVerdsets makes it possible to include
the measures as a latent construct in a SEModl tiae related advantages it brings
(Podsakoff et al. 2003). In multi-group settingpexsally, the relevance of this
approach was demonstrated (study 4).

Towards individual measurement model parameters

To conclude, a potential route for future reseasduggested. Response styles were
conceptualized as individual difference variables relate to the mapping function

of constructs to measures. As shown in chaptdey Response Theory models use
threshold parameters that may closely correspo®di®, DRS, ERS and MRS. For

example, high ERS levels may indicate that thesthokls for the extreme options are
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closer to the latent mean, resulting in a highebability of checking the extreme
options; ARS may be indicative of a general sHitihe thresholds to the lower side
of the latent score continuum, etc. Individual elifnces in mapping functions might
be optimally accounted for if these threshold paatars could be modeled directly as
latent variables with their own specific indicators

The actual technical specification of such modélegond the scope of the current
dissertation. However, the concept might becomsiliéaby extending algorithms
like those used for computing polychoric correlasioSpecifically, the likelihood of
the joint multivariate distributions of the obseth&ibstantive variables could
possibly also take into account the expected maf@iaequency distributions based on
the response style indicators. If considered agtbep level (in multi-group

analysis), this approach could anchor the measurepagameters, thus avoiding their
indeterminateness. If considered at the individien!, respondent specific construct-
indicator functions could be combined with sampheel estimates of the structural
relations of interest. Obviously, this approach mige complex. However, it would
take into account the fact that the response catgbave different meanings for
different respondents.

Even so, regardless of the specific technical apgrdaken, the validity of
guestionnaire measurement would gain much from i& reygstematic integration of
response style measures in data-analyses. It edhbyat the current dissertation has

helped in enabling such approach.
L IMITATIONS AND FUTURE RESEARCH

In addition to the topics mentioned in the discoissibove, some further limitations

and opportunities for future research are wortlnigot
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GROWTH CURVES OF RESPONSE STYLES

As mentioned above, an autoregressive effect maydsent in the response style
effects (especially ERS and MRS) on subsequentéétms. A fruitful avenue of
future research might link this finding to the stabf MRS as a satisficing strategy for
nearly all respondents, and ERS as a satisficnagesty for some, an optimizing
strategy for others. Possibly, respondent fatigael$ to specific curves of ERS and
MRS over a questionnaire. These trajectories magdieidual-specific. Studies

using growth mixture modeling might provide inténeg insights in this regard (such

study is planned).

SCALE FORMAT

In the context of stimulus-side antecedents ofarse styles, an important limitation
of the current set of studies is worth noting. &mtjgular, systematic use was made of
seven point scales. This choice was based on reeaghtions in the literature, after
a review of which Cox (1980) noted: “If the numloéresponse alternatives were to
be established democratically, seven would probbblgelected.” Nevertheless, the
common advice has been to use 7 plus or minusegaaes (referring to
psychophysic research; Miller 1956) and five paitales are rather popular among
survey researchers in marketing and managemembulid be highly relevant to
investigate to what extent the current findingg.(the trident satisficing strategy)
generalize to other response scale formats. Algheh numbers of response options
may have been found to lead to higher reliabiliggsely because of the operation of
response styles, a possibility already touched lgyoGronbach (1950). Also on this
issue a study is planned.

The format issue is especially relevant in lightref close relation between response

styles and some method effects. For example, tiedifey of the response options
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may lead to different levels of observed respohgesby increasing the likelihood of
selecting specific options. For example, a prefeedor the response option ‘seven’
might vary as a function of it being labeled or,ratit might be due to recency
effects. Such effects could be seen as alternatiptanations for some of the results
reported in this dissertation. However, in the tieéoal framework proposed here, it
is more meaningful to think of these effects agestlents and/or moderators of
response styles, in that they alter the way respatisdnap underlying judgments to
response scales (without being descriptive of thpping function and its outcome

itself).

CROSSCULTURAL EXTENSIONS

The studies reported in the current dissertatierbased on samples from a single
country, Belgium. Research has shown that crogstalldifferences in response
styles exist (Johnson et al. 2005), though theceffeght be relatively small,
especially across European countries (BaumgartmeSéeenkamp 2001). It would be
very interesting to extend the findings from thedsts reported here to a cross-
cultural context. First, replications are called tm establish the generality of the
findings. Even more interesting would be the useational culture as a moderator of
the antecedents of response styles such as theahddé& collection. Similarly, it is
possible that cultural dimensions or other crossity differences affect the extent

of satisficing and/or moderate the relation betwseaisficing and response styles.
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APPENDIX A: DEFINITIONS AND ABBREVIATIONS

A-1 LIST OF ABBREVIATIONS

ADEM: ARS, DRS, ERS, MRS (see below)

AR: Autoregressive (see study 2)

ARS: Acquiescence Response Style

B : regression coefficient

BR: Bipolar Response (see study 1)

CFA: Confirmatory Factor Analysis

CFIl: Comparative Fit Index

Diag: diagonal

DIST_REVERSE : Interaction of LN_DIST and REVERSE (study 1)
DIST_SAME; : Interaction of LN_DIST and SAME (study 1)
df: degrees of freedom

DRS: Disacquiescence Response Style

ERS: Extreme Response Style

Est. : estimate

IRT: Item Response Theory (see conceptual backgijoun

IV: Independent variable

A (lambda) : factor loading

LN: natural logarithm (i.e. logarithm base e)

LN_DIST; : Natural logarithm of the distance between iteand item i’ (study 1)
MACS: Means And Covariance Structure (see study 4)
MRS: Midpoint Response Style

N : sample size
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NARS: Net Acquiescence Response Style

OPTIM : Optimizing (study 5)

p : probability

r : Pearson correlation coefficient

s : standard deviation

Stdd. : standardized

Unstdd.: unstandardized

var: variance

REVERSE; : dummy indicating that item i and j both meastwastruct in the
opposite direction (study 1)

RMSEA: Root Mean Square Error of Approximation

RS: Response style

s.e.: standard error

SAME_¢; : dummy indicating that item i and j both meastwastruct in the same
direction (study 1)

S-B factor: Satorra-Bentler correction factor

SEM: Structural Equation Model(ing)

SEMM: Structural Equation Mixture Model(ing) (setedy 5)
Sig.: significance level

t : t-value

TLI: Tucker-Lewis Index

UR: Unipolar Response (see study 1)
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APPENDIX A-2: DEFINITIONS OF SOME KEY CONCEPTS

COMPONENTS OF A QUESTIONNAIRE

The current dissertation focuses on the itemsdteapart of a questionnaire. An item
refers to a closed question that can be answer@wimating one’s position on a

rating scale (i.e. an ordered set of numbers cadlsgdonse options or response
categories). In this report, the word ‘item’ refessboth the question and the response
options or categories. A multi-item measuremeniescansists of several such items
that are similar in content and are designed tosomesthe same construct (note the
difference with ‘rating scale’). Items can be resgecoded, which means they are
formulated in such a way that their rating is negdy correlated to the score of the
construct they measure. If half of a scales’ itemesreverse coded, the measurement

scale is considered to be balanced.

LIKERT ITEMS

The focus of the studies reported in this disseriés on response styles in Likert
items. An example of two Likert items using a sepeimnt rating scale is given in
Figure 1. Note that any number of points could §edythough the most common
numbers are 5, 6, 7, 9 or 10. When initially prapgshis format, Likert (1932) used

five points, but later the number of seven has leeammended by experts (Cox

1980).
Figure A-1
Example of Likert items
Strongly disagree Slightly Neutral Slightly = Agree  Strongly
disagree disagree agree agree
| am a homebody 1 2 3 4 5 6 7
| eat more than | should 1 2 3 4 5 6 7
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VARIABLES AND CONSTRUCTS

The ultimate aim of questionnaires and the itermgained therein is the
measurement of variables, some of which may beteans. Hox (1997) defines the
terms ‘variable’, ‘concept’ and ‘construct’ as foNs: “A variable is a term or symbol
to which values are assigned based on empiricareasons, according to
indisputable rules.[...] A concept is an abstracfarmed by generalization from
similar phenomena or similar attributes. [...] Astruct is a concept that is
systematically defined to be used in scientifiotlye’ To make constructs subject to
empirical testing, they need to be made measuralgepcess referred to as
operationalization. Most constructs are not disectiservable. Variables referring to

such constructs are called latent variables (assgipto observed variables).

SETS OF ITEMS USED AS RESPONSE STYLE INDICATORS

While items that measure a construct are closédye@ in terms of content, in the
studies reporterd here, use is also made of itaisate not related to one another in
terms of content. A ‘set of items’ as such doesimply any relation apart from the
decision to put these items together, for examplése them to compute a response
style indicator. A response style indicator retera variable indicating the level of a
response style for a given respondent who filletdaogiven questionnaire. Multiple
indicators can be combined into a response stybsare. The relation between the
indicators and the measure is then comparablesteethtion between items and a
scale: several indicators are meant to be as mperabonalizations of one response

style and can hence be summarized in one resptyieereasure.
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APPENDIX B: ITEMS

APPENDIXB—-1:ITEMSET 1

Item set 1 consists of 28 items measuring foutedlaonstructs, 20 items forming 10
reversal pairs, and 28 randomly sampled items Boumer, James and Hensel
(2001). The complete set was used for study 1 (€ha. For study 4 (Chapter 7)
and wave 1 of study 3 (Chapter 6), all reversaispand filler items were used, plus
the first item of the three scales by SteenkampGietens (2003). For study 4
(Chapter 7), as a substantive measure, the foust Tams were used (Sirdeshmukh,
Singh and Sabol 2002). Bipolar items were adapiddkiert format. All items were
subjected to a pilot test and rephrased if unaearhen leading to several missing

values.

All items were rated on numbered seven point agesiscales, where option 1 was
labeled ‘fully disagree’, 4 was labeled ‘neutralhd 7 was labeled ‘fully agree’, as

shown below.

Fully Fully
neutral
disagree agree
Statement .......... 1 2 3 4 5 6 7
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RELATED CONSTRUCTS USED INSTUDY 1

Market mavenism, dispositional innovativeness & Cosumer susceptibility to

normative influence (Steenkamp and Gielens 2003)

Dispositional innovativeness:

Als ik een nieuw product in de rekken zie, ben ikWhen | see a new product on the shelf, I'm
afkerig om het te proberen reluctant to give it a try

Algemeen genomen ben ik bij de eersten om  In general, | am among the first to buy new
nieuwe producten te kopen wanneer ze op de  products when they appear on the market
markt komen.

Als ik een merk goed vind, zal ik zelden If | like a brand, | rarely switch from it just toy
veranderen van merk gewoon om iets nieuws something new
te proberen.

Ik ben heel voorzichting bij het proberen van | am very cautious in trying new and different
nieuwe en andere producten. products

Ik ben meestal bij de eersten om nieuwe merkenl am usually among the first to try new brands
uit te proberen.

Ik koop zelden merken waarvan ik niet zeker berl rarely buy brands about which | am uncertain
hoe ze zullen presteren. how they will perform

Ik hou ervan een risico te nemen bij het kopen vdrenjoy taking chances in buying new products
nieuwe producten.

Ik koop niet graag een nieuw product vooraleer | do not like bo buy a new product before other

andere mensen dat doen. people do

Market Mavenism:

Ik leer mijn vrienden graag nieuwe merken en | like introducing new brands and products to my

producten kennen. friends
Ik praat niet tegen mijn vrienden over de | don't talk to friends about the products that |
producten die ik koop. buy

Mijn vrienden en buren komen vaak bij mij voor My friends and neighbors often come to me for
advies. advice
Mensen vragen zelden mijn mening over nieuwePeople seldom ask me for my opinion about new

producten. products
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Consumer susceptibility to normative influence:

Als ik wil zijn zoals iemand anders, probeer ik  If | want to be like someone, | often try to bugth
dikwijls dezelfde merken te kopen als deze same brands that they buy
persoon.

Het is belangrijk dat anderen de producten en delt is important that other like the products and
merken die ik koop leuk vinden. brands | buy

Ik koop zelden zelden iets heel modieus tot ik | rarely purchase the latest fashion styles until |
zeker weet dat mijn vrienden het mooi vinden. am sure my friends approve of them

Ik identificeer me vaak met andere mensen door| often identify with other people by purchasing
dezelfde producten en merken te kopen als zij. the same products and brands they purchase

Als ik producten koop, koop ik meestal de merkeWhen buying products, | generally purchase those
waarvan ik denk dat anderen ze goed zullen brands that | think other will approve of
vinden.

Ik weet graag welke merken en producten een | like to know what brands and products make
goede indruk maken op anderen. good impressions on others

Als andere mensen me een product kunnen zienlf other people can see me using a product, | often
gebruiken, koop ik vaak het merk dat ze purchase the brand they expect me to buy
verwachten dat ik koop.

Ik krijg het gevoel erbij te horen als ik dezelfde | achieve a sense of belonging by purchasing the

producten en merken koop als anderen. same products and brands that others purchase
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Loyalty & trust in frontline employees (adapted from Sirdeshmukh, Singh and

Sabol 2002)

Ik vind het personeel in deze winkel heel | feel that the employees of this store are very
betrouwbaar dependable

Ik vind het personeel in deze winkel heel | feel that the employees of this store are very
competent competent

Ik vind het personeel in deze winkel heel eerlijk feél that the employees of this store are of very
high integrity

Ik vind het personeel in deze winkel heel | feel that the employees of this store are very
responsief tegenover klanten responsive to customers

De kans is groot dat ik in de toekomst nog in dedeis very likely that | will visit this store agai
winkel kom

De kans is groot dat ik deze winkel aanraad aanlt is very likely that | will recommend this stote
mijn vrienden, buren en familie my friends, neighbours and family

De kans is groot dat ik naar deze winkel kom delt is very likely | will come to this store the nex
volgende keer dat ik iets van kleren nodig heb time | need any clothes

De kans is groot dat ik meer dan 50% van mijn It is very likely | will spend more than 50% of my

budget voor kledij in deze winkel zal besteden budget for clothing in this store
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Reversal pairs

Arme mensen verdienen onze sympathie en steun feopte deserve our sympathy and support

Ik vind het tijdsverspilling om mee te voelen met | find it a waste of time to sympathize with po@ople

arme mensen

Ik sta vaak in het middelpunt van de belangstelling am often in the center of attention

In een groep mensen ben ik zelden het middelpuntn a group of people | am seldom the center ohéitia

van de belangstelling

Ik bezit niet de juiste vaardigheden om een goede | don't possess the right set of skills to makead

onderhandelaar te kunnen zijn negatiator
Ik ben goed in onderhandelen | am good at negogati
Het werk dat ik verricht is nutteloos The work | do is useless
Het werk dat ik doe is waardevol The work | do&tuable
Mijn familie is egoistisch My family is egotistical
Mijn familie is erg sociaal My family is very sotia

Ik vind dat de meeste producten te duur verkocht | think most products are being sold too expengivel
worden
In het algemeen ben ik tevreden met de prijs van da general | am satisfied with the price of mosidrcts

meeste producten

Ik ben tevreden met mijn huidig inkomen | am sai$fvith my current income
Ik vind dat ik meer zou moeten verdienen | thirdhould earn more
Ik geef vaak complimentjes aan anderen | often gorapliments to others

Ik vind het heel moeilijk om anderen een o ) )
) ) | find it very hard to give others a compliment
complimentje te geven

Ik sta zelden onder tijdsdruk | rarely am underetipnressure

Ik heb het gevoel voortdurend in tijdnood te zijn halve the feeling of being in a constant needifoe t

Ik vind de meeste reclames geloofwaardig | find naolvertisements credible

Ik voel me vaak misleid door reclame | often feédled by advertisements
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Filler items

Op een vrije avond hou ik ervan om een leuke filmOn a free night, | like watching a nice movie

te zien
Ik ben een gevoelig persoon | am a sensitive person
Kinderen zouden veel discipline moeten hebben @Ghildghould have a lot of discipline
Communicatie is heel belangrijk in een relatie Camivation is very important in a relationship
Ik probeer extreme standpunten te vermijden Idrsntoid taking extreme views
Ik hou ervan om dingen te verzamelen | like coltegthings

Ik ben heel nieuwsgierig naar hoe zaken in elkaar | am very curious about how things work
zitten

Kleren tonen een stukje van de persoon die ik ben loth€s show part of the person | am

Een buitenshuis werkende vrouw met jonge A woman working out of home with children is still
kinderen is nog steeds een goede moeder a good mother

Ik hou ervan om snel te rijden met de auto | ligeesding when driving my car

Ik zou mijn familie bijna alles vergeven | wouldrfive my family nearly anything

Ik knip graag bons uit de reclameblaadjes | likelip coupons from commercial publications

Ik ben er gerust in dat ik technologie-gerelateerde | am confident that | can learn technology-related

vaardigheden kan aanleren skills

Gevoelens zijn belangrijker dan feiten Feelingsmaoee important than facts

Ik neem graag de leiding over anderen | like teettie lead over others

Ik beschouw mezelf als een merkentrouwe | consider myself a brand loyal customers
consument

Ik vind het heel belangrijk om het boodschappen 1 find it very important to organize my grocery
doen goed te organiseren shopping well

Ik koop geen producten die overdreven verpakt zijhdon't buy products that have too much packaging

We ervaren een achteruitgang in de levenskwaliteVe experience a decline in the quality of life

TV-kijken is mijn belangrijkste vorm van Television is my primary form of entertainment
ontspanning

Ik ben een dierenliefhebber I am an animal-lover

Ik hecht veel belang aan de opinie van mijn | attach a lot of importance to the opinion of my
vrienden friends

Luchtvervuiling is een belangrijk wereldwijd Air pollution is an important worldwide problem
probleem

Ik doe mijn boodschappen in meer dan één | do my grocery shopping in more than one
supermarkt supermarket

Ik ben erg met mijn gezondheid begaan | am vergeored with my health

Ik vind dat er een geweer aanwezig moet zijn in elkbelieve there should be a gun in every house
huis

Menselijk contact bij het verlenen van diensten ldorontact when providing services makes the
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maakt het proces prettig voor de consument praoess enjoyable for the consumer
Voor ik een product koop, zal ik steeds de prijs  Before | buy a product, | will always look at the

bekijken price
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APPENDIX B—2: | TEM SET 2

Item set 2 consists of a heterogeneous sampleoitdrhs, taken from Robinson,
Shaver and Wrightsman (1991) and Bruner, James$landel (2001). This item set

was used in study 2 (Chapter 5), 3 (second wavapteh 6), and 5 (Chapter 8).

Bipolar items were adapted to Likert format. Adrits were subjected to a pilot test
and rephrased if unclear or when leading to seveigding values. The items are

listed in alphabetical order (Dutch).

All items were rated on numbered seven point ageeg¢iscales, where option 1 was
labeled ‘fully disagree’, 4 was labeled ‘neutralhd 7 was labeled ‘fully agree’, as

shown below.

Fully Fully
neutral
disagree agree
Statement .......... 1 2 3 4 5 6 7
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Alle mensen moeten de volle vrijheid hebben  Everyone should have the full liberty of
propaganda te voeren, ook voor wat niet goegropagandizing for what is not good for them
is voor hen zelf

Alles is relatief en er zijn gewoon geen Everything is relative, and there just aren't any
vaststaande regels om naar te leven definite rules to live by

Als consument in de winkel het prijsetiket van ee@hanging price tags in the store as a consumer is
product veranderen, vind ik volstrekt completely inadmissable
ontoelaatbaar

Als een actie een onschuldige persoon zou kunnéan action could harm an innocent other, then it
schaden, mag deze actie niet ondernomen should not be done
worden

Als er iets gebeurt, merk ik over het algemeen d&then something happened, | have generally
ik het belang ervan overschat found that | overestimated its importance

Als het erop aankomt, gaat er niemand veel om No one is going to care much what happens to
geven wat er met je gebeurt you, when you get right down to it

Als ik er niet in slaag te voldoen aan If I fail to live up to expectations, | feel unwhbst
verwachtingen, voel ik me waardeloos

Als ik zoals iemand anders wil zijn, probeer ik If | like to be like someone, | often try to buyeth
vaak dezelfde merken te kopen als deze same brands that they buy
persoon

Alvorens een product te kopen, bekijk ik de prijs Before buying a product, | check the unit price
per stuk

Andere mensen wensen dat ze zo succesvol  Others wish they were as successful as me
zouden zijn als ik

Ik ben goed in sport | am good at sports
Soms denk ik dat ik niets waard ben At times, hkHiam no good at all

Bij het winkelen zoek ik zorgvuldig naar de besteVhen I’'m shopping, | look carefully to find the
waar voor mijn geld best value for money
De afgelopen weken heb ik me voldaan gevoeldDuring the past few weeks, | have felt pleased

over iets dat ik bereikt had about having accomplished something
De dagelijkse inkopen doen is een sleur Grocerpping is a pain
De Franse taal is helemaal niet invloedrijk ThenEkelanguage is not influential at all

De huidige politieke gebeurtenissen nemen een Current political events have taken an
onvoorspelbare en vernietigende richting unpredictable and destructive course

De kunstenaar en de professor zijn veel The artist and the professor are much more
belangrijker voor de maatschappij dan de  important to society than the businessman and the

zakenman en de industrieel manufacturer
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De laatste tijd waren mensen vaak onvriendelijk Recently, people often were unfriendly to me
tegen me

De meeste mensen leiden een net en behoorlijk Most people lead clean, decent lives
leven

De meeste TV advertenties proberen te werken &ost TV ads try to work on people's emotions
de gevoelens van de kijkers

De meeste verkopers zijn eerlijk in het Most salesmen are honest in describing their
beschrijven van hun producten products

De prijzen van individuele producten verschillen Prices of individual items may vary between
misschien tussen supermarkten, maar over hgtocery stores, but overall, there isn't much
algemeen zijn de prijzen overal ongeveer  difference in the prices between grocery stores
hetzelfde.

De zaken die ik bezit, zijn niet zo erg belangrijk The things | possess are not that important to me
VOoor mij

Een buitenshuis werkende vrouw met jonge A woman working out of home with children is
kinderen is nog steeds een goede moeder  still a good mother

Er is weinig dat ik kan doen om veel van de There is little 1 can do to change many of the
belangrijke dingen in mijn leven te verandereimportant things in my life

Er wordt veel te veel nadruk gelegd op succes eithere is far too much emphasis on success and
vooruitkomen in onze maatschappij getting ahead in our society

Financiéle zekerheid is erg belangrijk voor me Raial security is very important to me

Geloof in het bovennatuurlijke is een gevaarlijke Faith in the supernatural is a harmful self-delosio
zelfbegoocheling

Het is moeilijk voor mensen om controle te It is difficult for people to have much control ave
hebben over wat politici doen the things politicians do in office
Het is slim om vriendelijk te zijn tegen It is smart to be nice to important people even if

belangrijke mensen, zelfs als je hen niet graagou don't really like them
hebt

Hoe meer ik te weten kom over producten, hoe The more | learn about products, the harder it
moeilijker het wordt om het beste te kiezen seems to choose the best

ledereen kan zijn levensstandaard verbeteren al&\nyone can raise his standard of living if onedrie
hij probeert

Ik begrijp mezelf | understand myself

Ik ben er gerust in dat ik technologie-gerelateerdeam confident that | can learn technology-related

vaardigheden kan aanleren skills
Ik ben erg begaan met mijn gezondheid I am vengemed with my health
Ik ben erg emotioneel | am very emotional

Ik ben het type persoon dat gelooft dat vooruit | am the kind of person who believes that

plannen ervoor zorgt dat de zaken beter planning ahead makes things turn out better
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aflopen
Ik ben lid van een gelukkige familie | am a membka happy family
Ik ben nerveus | am nervous
Ik ben te vermoeid om iets te doen | am too tiedd anything

Ik ben totaal ontevreden met mijn leven in zijn | am completely dissatisfied with my life as a
geheel whole

Ik ben zelden op mijn gemak in grote groepen | am seldom at ease in a large group of people
mensen

Ik beschouw mezelf als een merkentrouwe | consider myself a brand loyal customer
consument

Ik besteed niet veel aandacht aan de materiéle | don't pay much attention to the material objects
dingen die anderen bezitten other people own

Ik eet liever buitenshuis dan thuis | prefer eatimgyto home-cooked meals

Ik heb er weinig vat op of mijn gewicht toeneemtNo matter what | intend to do, if | gain or lose
hetzelfde blijft of afneemt. weight, or stay the same in the near future, it is
just going to happen
Ik heb favoriete merken, maar ik koop het merk | have favorite brands, but if possible, | buy the
dat een korting geeft brand that offers a cash rebate
Ik heb geen relatie waarin ik me begrepen voel ntdwave any specific relationship in which |
feel understood
Ik heb graag dat een verkoper producten | like having a salesperson bring merchandise out
bovenhaalt om uit te kiezen for me to choose from

Ik heb het gevoel voortdurend in tijdnood te zijn halve the feeling | am in a constant need for time

Ik heb niet veel gemeenschappelijks om over te | don't have much in common to talk about with
praten met de mensen om me heen those around me

Ik houd er echt van om in het middelpunt van del really like to be the center of attention
belangstelling te staan

Ik kan mijn leven leiden op de manier die ik wil  cdn live my life any way | want to

Ik kleed me vaak op een manier die tegen de | often dress in an unconventional way, even if it
stroom ingaat, zelfs al zijn anderen daardoor offends people
verontwaardigd

Ik koop dingen graag impulsief | like to purchakimgis on a whim

Ik koop geen producten die overdreven verpakt | don't buy products that have too much packaging
zijn

Ik leer graag dingen zelfs als ze mij nooit van nut like to purchase things on a whim
zullen zijn

Ik lees nieuws en artikels die me informeren ovel read news features/articles which inform me

de beste producten voor dagelijks gebruik  about the best brands of grocery products
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(zoals voeding, huishoudproducten, enz.)

Ik neem graag risico's | like to take chances
Ik negeer krantenadvertenties altijd | always ignoewspaper ads
Ik roddel niet over andermans zaken | don't goabiput other people's business

Ik vermijd sommige sporten en hobbies omwille | avoid some sports and hobbies because of their
van hun gevaarlijke aard dangerous nature

Ik vind dat een geordend en regelmatig leven bijl find that a regular and ordered life suits my
mijn aard past nature

Ik vind het heel belangrijk om het boodschappenl find it very important to organize my grocery

doen goed te organiseren shopping well
Ik vind het leuk om iets met mijn handen te | enjoy making something with my hands
maken

Ik voel dat ik mezelf volledig in de hand heb als | feel | am in complete possession of myself while

ik voor een publiek spreek speaking for an audience
Ik voel me boordevol energie | feel full of pep
Ik voel me soms alsof ik op instorten sta | sometrfeel that | am about to go to pieces
Ik voel me vaak misleid door reclame | often fe&led by advertizing
Soms voel ik me compleet nutteloos | certainly fesdless at times

Ik vraag me vaak af of ik de persoon aan het | often wonder whether I'm becoming the kind of

worden ben die ik wil zijn person | want to be
Ik weet veel over huidkanker | know a lot aboutnst@ancer
Ik wil zeker zijn voor ik iets koop | want to berswbefore | purchase something

Ik winkel omdat dingen kopen me gelukkig maakt o@plbecause buying things makes me happy
Ik word graag betrokken in groepsdiscussies | tkget involved in group discussions

Ik word niet zo vaak uitgenodigd door vrienden | don't get invited out by friends as often as I'd

als ik zou willen really like
Ik word soms kwaad | get angry sometimes
Ik wou dat ooit iemand mijn biografie schreef | wsomebody would someday write my
biography

Ik zorg ervoor dat mijn garderobe de laatste modekeep my wardrobe up-to-date with the latest
volgt fashions

Ik zou me beschaamd voelen als ik overdreven | would feel strongly embarrassed if | were being
veel complimentjes kreeg over mijn lavishly complimented on my pleasant personality
aangename persoonlijkheid op mijn eerste by my companion on our first date
afspraak

Ik zou zeggen dat mensen meestal behulpzaam| would say that most of the time people try to be

proberen te zijn helpful
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In de voorbije maanden heb ik me verveeld In the last few months | have been feeling bored
gevoeld

In een groep mensen ben ik zelden het middelpunta group of people | am rarely the center of
van de belangstelling attention

In het algemeen vind ik dat ik erg gelukkig ben gémeral | find | am very happy

In mijn ervaring zijn mensen behoorlijk koppig erin my experience, people are pretty stubborn and
onredelijk unreasonable

In onze maatschappij worden mensen meer In our society people are becoming things or
beschouwd als dingen of objecten dan als  objects rather than human beings
menselijke wezens

In tegenstelling tot wat sommigen zeggen, gaat In spite of what some people say, the lot of the
het levenslot van de gemiddelde mens erop average person is getting worse, not better
achteruit, niet vooruit

Kortingsbonnen gebruiken maakt het winkelen Using coupons makes shopping more enjoyable
aangenamer

Luchtvervuiling is een belangrijk wereldwijd Air pollution is an important worldwide problem
probleem

Meer geld hebben zou mijn problemen oplossen Haviage money would solve my problems

Menselijk contact bij het verlenen van diensten Human contact when providing services makes
maakt het proces prettig voor de consument the process more enjoyable for the consumer
Mensen die hun leven in een schema passen, People who fit their lives to a schedule probably

missen waarschijnlijk het meeste levensplezieniss most of the joy of living
Mensen hebben de neiging te veel nadruk te ~ People tend to place too much emphasis on
leggen op gezag respect for authority

Mensen stellen me vaak teleur People often disappue

Mensen zouden aandacht moeten besteden aanPeople ought to pay attention to new ideas even if
nieuwe ideeén, zelfs als ze ingaan tegen onzthey seem to go against our current way of life
huidige levensstijl

Mijn familieleden geven me het soort steun dat ilMembers of my family give me the kind of
nodig heb support that | need

Mijn leven wordt voornamelijk gecontroleerd My life is chiefly controlled by powerful others
door machtige anderen

Mijn vrienden zouden kunnen zeggen dat ik My friends might say I'm emotional

emotioneel ben

Onderwerping aan religieuze autoriteiten is Submission to religious authority is dangerous
gevaarlijk

Over het algemeen zijn vreemdelingen te Strangers can generally be trusted
vertrouwen

Overconsumptie door individuele huishoudens Ovesuomption by individual households has
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heeft bijgedragen aan het energieprobleem congribiat the country's energy problem

Schoolkinderen zouden veel discipline moeten School children should have plenty of discipline
hebben

Sommige mensen worden depressief geboren eBome people are born depressed and stay that way
blijven zo

Soms heb ik het gevoel dat andere mensen me Sometimes | have the feeling that other people are
gebruiken using me

TV reclame helpt me om te weten welke merkenTV advertising helps me to know which brands
de eigenschappen hebben die ik zoek have the features | am looking for

TV-kijken is mijn belangrijkste vorm van Television is my primary form of entertainment
ontspanning

Van zodra ze iets verkopen, vergeten de meesteAs soon as they make a sale, most businesses
bedrijven de koper forget about the buyer

Vergeleken met andere mensen denk ik dat ik Compared to other people | think | have been
eenzamer ben geweest dan gemiddeld lonelier than average

We ervaren een achteruitgang in de We experience a decline in the quality of life
levenskwaliteit

Winkelen is geen aangename bezigheid voor mij Shgpp not a pleasant activity to me

Winkelmerken zijn van lage kwaliteit Store brands af poor quality
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