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REVERSED ITEM BIAS: AN INTEGRATIVE MODEL

ABSTRACT

In the recent methodological literature, variousdels have been proposed to account for
the phenomenon that reversed items (defined as itenmwhich respondents’ scores have to be
recoded in order to make the direction of keyingsistent across all items) tend to lead to
problematic responses. In this paper we proposetegrative conceptualization of three
important sources of reversed item method biasujasgence, careless responding, and
confirmation bias) and specify a multi-sample conétory factor analysis model with two
method factors to empirically test the hypothesizethanisms, using explicit measures of
acquiescence and carelessness and experimentaligutzed versions of a questionnaire that
varies three item arrangements and the keyingttreof the first item measuring the focal
construct. We explain the mechanisms, review @itampts to model reversed item bias,
present our new model, and apply it to responsaddoar-item self-esteem scale (N = 306) and
the six-item Revised Life Orientation Test (N = p9Based on the literature review and the

empirical results, we formulate recommendations@w to use reversed items in questionnaires.

Key words: reverse-keyed items, method effectpamese styles, survey research, structural

equation modeling.



Reverse-keyed items are items for which respontdscises have to be recoded (i.e.,
reflected about the midpoint of the rating scatedider for all the items in a multi-item scale to
have the same directional relationship with theaulythg construct of interest. The use of
reverse-keyed items (also called oppositely-keyeekrsed-polarity, reverse-worded, negatively
worded, negatively-keyed, keyed-false, or simplyereed items) is sometimes recommended to
disrupt non-substantive responding and to enalelel¢iection and control of aberrant response
behavior when it occurs (e.g., Nunnally, 1978, Gaap5; Paulhus, 1991).

However, research has shown that reversed iteras [&ad to problems, particularly
poor model fit of factor models (e.g., Marsh, 1986) some cases, the problem is not simply
that the model based on the originally hypothesgduktantive factor structure is found to be
inadequate, but that the lack of fit stimulatesréngsion of a more parsimonious
conceptualization and the specification of addaisgubstantive factors. For example, a
unidimensional model in which high and low selfeesh are considered to be opposite poles of a
single underlying continuum might be rejected wollaof a model in which separate, correlated
factors are posited for positive and negative sstéem corresponding to regular and reversed
items (cf. Horan, DiStefano, & Motl, 2003; Motl &Btefano, 2002).

A variety of models have been proposed to takeastmunt differences in responding to
regular and reverse-keyed items and to avoid tistaken specification of additional substantive
factors, including models with method factors orrelated uniquenesses for either the regular or
the reversed items or both (e.g., Tomas & Oliveg9). Although these models generally
achieve a better fit to the data than a model witly substantive factors, it is often difficult to
distinguish between them based on statisticalr@itand the preferred model may differ in

different applications (even when the same scadmadyzed). Furthermore, the conceptual



meaning of the various methodological specificaimom the perspective of the psychology of
survey response typically remains unclear. Oftesearchers simply state that they are
modeling method effects, mention several plausiehanisms that could give rise to method
effects in the discussion section (e.g., acquiesgararelessness), or interpret the method effect
in terms of a particular mechanism (e.g., acquieseewithout providing direct support that the
proposed mechanism is actually at play. Althouminerecent papers have tried to establish
relationships between method effects and persgnadiiables (e.g., DiStefano & Motl, 2009),
research investigating the specific mechanismsithat been implicated in problematic
responses to reversed items is rare.

The goal of the present paper is to simultaneocmhgider three distinct mechanisms that
could lead to method effects in response to iteeyed in different directions and to propose an
integrative model that takes into account and ctsrfor these extraneous influences. Two of
the mechanisms, (net) acquiescent responding aetesaness, both encourage response
inconsistencies between regular and reversed ig@mthsan therefore result in correlated errors
or the emergence of spurious factors. The thirdhaeism, confirmation bias, leads to an
upward or downward bias in respondents’ scoressmidipg on the keying direction of the first
item measuring the focal construct.

A multi-sample confirmatory factor-analytic specdtion combining experimental
manipulation with response style measurement isqeed to model both (net) acquiescence and
carelessness on the one hand and confirmatiorobittee other hand as separate factors.
Explicit measures of acquiescence (based on respdos set of heterogeneous items different
from the target items) and carelessness (in thenskeaf two empirical studies) are used to

separate acquiescence from carelessness. Comdimigds is modeled via a manipulation of



two item orders in the questionnaire, dependintherkeying direction of the first item
measuring the target construct. The model is dgesl for a balanced scale with an equal
number of regular and reverse-keyed items. Imptytathree different arrangements of the
items in the questionnaire are considered, whicblkes the consideration of moderator effects
of item positioning. In the grouped-alternateddition, related items are grouped together and
regular and reverse-keyed items are alternatetheligrouped-massed condition, the items are
also grouped together, but the reverse-keyed itellasv a block of regular items (or vice
versa). In the dispersed scale, the items aragdpheoughout the questionnaire, with unrelated
buffer items spaced between the target items. elttes arrangements are commonly observed
in surveys. Hypotheses are developed to evalbateftects of item positioning on response
behavior under the three mechanisms. The propose! is tested in two empirical studies in
which 306 U.K. adults responded to a balanced fieun-self-esteem scale and 595 U.S. adults
responded to a balanced six-item optimism scakeseB on the findings and prior results,

recommendations are formulated on how to use regigtams in questionnaires.

MECHANISMSLEADING TO REVERSED ITEM MISRESPONSE

In this section we discuss three mechanisms thatesault in reversed item misresponse.
The term reversed item misresponse is used in erglesense to refer to systematic differences
in response to regular and reverse-keyed item$yehin, Weathers, & Niedrich, 2008).
Assuming that regular and reversed items are rgugdlivalent indicators of the construct of
interest except for the direction of keying, keynedpted differences in response reflect a
method effect (Podsakoff et al., 2003). As diseddselow, this method effect may be due to

(net) acquiescence, carelessness, or confirmaigsn &nd it will result in response



inconsistencies between regular and reversed itergs double agreement or disagreement to
an item and its opposite for net acquiescence arelassness) or differences in mean response
depending on the keying direction of the first itéior confirmation bias).

Acquiescence, disacquiescence and net acquiescence. We define acquiescence
(disacquiescence) as a preference for the pogitegative) side of the rating scale. When a
Likert format is used for the response scale,riieans that a respondent has a tendency to agree
(disagree) with items regardless of content (Palh891). In the model of the survey response
process developed by Tourangeau, Rips, and RagRG®0), which distinguishes between the
stages of comprehension (attending to the queatidrinterpreting it), retrieval (generating a
retrieval strategy and then retrieving relevanidiglfrom memory), judgment (integrating the
information into a judgment), and response (mapgiegudgment onto the response categories
and answering the question), acquiescence afteetsal stage (response), as it reflects
individual differences in scale usage unrelatecoiatent.

In prior research, acquiescence (disacquiescemsehden assessed in two distinct ways
(Martin, 1964). One method is based on simultas€dis)agreement with regular and reversed
items (i.e., endorsement of contradictory statesjerithe other method is based on consistent
agreement with many heterogeneous items (i.e.siteat vary widely in content and therefore
are unlikely to share common content). Althoughugescence, defined as a preference for the
agree positions on a Likert rating scale, may teasklf-contradictory responses, other
mechanisms can have the same effect. Therefooeder to distinguish between different
processes, we will measure acquiescence usingtoad approach. Net acquiescence

combines acquiescence and disacquiescence imgla sidex, and it can be assessed as a



person’s mean response across many heterogenemss iDefined in this way, it is basically a
measure of directional (positive or negative) lftdsi & Triandis, 1985).

Since acquiescence is a form of responding nothase&ontent, which influences the
final stage of the response process when respadelgict one of the response options provided,
different arrangements of the items in the questiine should have no differential effect on
acquiescent responding. In particular, acquieseshould be evident regardless of whether
items are grouped together (in either a groupestvadted or grouped-massed sequence) or
dispersed throughout the questionnaire.

Careless responding to reverse-keyed items. The term careless responding is sometimes
used very broadly to refer to any type of randomanrandom response to survey questions that
is not based on content (see Meade & Craig, 2@it2 fecent example). From a psychological
perspective, such a broad conception of carelsg®neling is problematic because many
different mechanisms could lead to respondingithabt sufficiently sensitive to content.
Following Schmitt and Stults (1985) and Woods (900 restrict the term careless responding
to situations in which respondents are inatterttiveeverse-keyed items. Specifically,
respondents may form expectations about what rgbeeasured in a questionnaire and respond
to individual items based on their overall positammcerning the focal issue, rather than specific
item content. This can occur in two ways. Fitlsg instructions may tell respondents what the
researcher is interested in, or a heading or lalogit be used to organize the items in the
guestionnaire. Second, related items may be gbtggether and a respondent might infer what
construct is being measured, even if the constsundt identified explicitly. If respondents

answer the survey based on their expectations atdmattthe questionnaire is trying to assess,



rather than specific item content, they may notcedihat some of the items are reverse-keyed
and thus respond inconsistently to regular andrsexkitems.

Although careless (or inattentive) responding terse-keyed items has the same effect
as acquiescence (i.e., it leads to a responsesistency between regular and reversed items),
the problem occurs at the initial (comprehensidages of the survey response process, not at the
final (response) stage. Another difference is,thiace the response is based on expectations
cued by the instructions or previous items, theele@f response inconsistency should depend
on the arrangement of the items in the questioanddareless responding should be more
pronounced when related items are grouped togethdicularly if a block of items keyed in the
same direction precedes an item keyed in the ofgdsection (i.e., in the grouped-massed
condition), because top-down processing is enceudrag this type of item arrangement. In
contrast, when multiple measures of the same amisdre dispersed throughout the
guestionnaire and mixed with other, unrelated itespondents are less likely to form an
expectation that all items are alike and carelespanding should be reduced. It is not entirely
clear what will happen in the grouped-alternateddtiion. Even though item grouping is in
principle conducive to top-down processing, a @nggm may not be sufficient to induce the
expectation that subsequent items are keyed isahe direction, especially if the keying
direction of the second item is opposite to thaheffirst item.

Confirmation bias. Confirmation bias refers to the phenomenon wiegn respondents
answer a question, they tend to activate beliefsale consistent with the way in which the item
is stated (Davies, 2003; Kunda et al., 1993). éxample, if respondents are asked whether they
are extraverted, they will tend to think of sitwais in which they were extraverted, whereas

when they are asked whether they are introvertey, will tend to bring to mind situations in



which they were introverted. As a consequence, Wik rate themselves as higher in
extraversion when the question asks about extriawer$rior research has shown that
confirmation bias is due to a positive test strateghere respondents primarily retrieve
information supporting the question, although teaeagation of confirming evidence may also
inhibit the production of disconfirming evidencea\des, 2003).

In a survey context, split-ballot studies, in whrelspondents are randomly assigned to
one of two versions of an item that are exact opp®®f each other, show that responses tend to
be biased in the direction in which the item is deat (e.g., McClendon, 1991; Schuman &
Presser, 1981). Although this finding has beeramned in terms of acquiescence, it could also
be due to confirmation bias and a positive testtatyy. If respondents answer a single question,
it is not possible to distinguish between these passibilities. However, let us assume that one
group of respondents is exposed to a statementasutiltend to be talkative” followed by the
opposite statement “I tend to be quiet”, whereagtaar group of respondents indicates their
agreement or disagreement with the two statemeriteireverse order. A within-person
inconsistency in response (simultaneous agreemehsagreement with both statements) would
indicate acquiescence or maybe careless responditogvever, it is possible that participants
respond consistently to the two items, but thogéérfirst order indicate greater extraversion
than those in the second order. Such a respotigerpaould reflect confirmation bias. In
contrast to acquiescence and careless responainiynsation bias occurs at the retrieval stage
of the response process.

Confirmation bias has usually been studied forlsiitgms and evidence in support of
the effect is obtained by comparing responses agragicipants, so little is known about how it

will affect participants’ responses to multiplenite (both regular and reversed) measuring the



same construct. We assume that when related @esrngrouped together, respondents are
unlikely to retrieve information consistent wittetlvay in which the item is stated for each item
separately. If the survey starts out with a qoestibout being talkative, the response will
depend on the extent to which respondents carvetsituations in which they were talkative.
An immediately following question about being quiagli not lead to the biased retrieval of
instances in which the respondent was quiet beaafusagtisficing (i.e., minimizing the effort
expended on answering the questionnaire; Krosiai@@}). Instead, the belief sample available
based on the previous question will carry ovehwdecond item, and responses will be biased in
the direction of the first item (extraversion). @ other hand, if the first item is about being
quiet, information related to being quiet will krfeved and this information will carry over to
subsequent items, even if they are keyed in thesifgpdirection. Therefore, responses will be
biased in the direction of introversion. Overalé expect that when the first item is reverse-
keyed, the mean response to all items (after regodiversed items) will be lower than when the
first item is non-reversed.

Although confirmation bias should occur in both greuped-alternated and grouped-
massed conditions, it might be stronger in thetatase (i.e., when a reversed item follows a
block of items keyed in the non-reversed directioejause the tendency to use a positive test
strategy may be reinforced in this situation. Gaather hand, when related items are dispersed
throughout the questionnaire and separated by hitéfas, which tend to activate unrelated
content, carryover effects will be reduced. Whespondents eventually encounter a reversed
item, they may have to retrieve relevant informatgain, which is then biased in the direction
in which the question is stated. Therefore, tiifedintial biases induced by regular and reversed

items should offset each other (i.e., upward boasdgular items and downward bias for



reversed items after recoding reversed items)tlaere should be no effect of the keying of the
first item on the mean response to all items indispersed condition.

Summary. Our framework distinguishes three sources oérsasd item bias: (net)
acquiescence, careless responding to reversed émah€onfirmation bias. Acquiescence and
careless responding are expected to increase ®spwonsistency between regular and
reversed items, in the sense that respondent®soor observed measures (prior to recoding)
will be uniformly elevated or depressed regardtgdseying differences between the items.
Confirmation bias will not lead to response incstemcy, but scores on regular items should be
lower and scores on reversed items should be h{ghier to recoding) if a reversed rather than
a regular item appears first in the questionnbieeause the first item biases memory retrieval in
the direction in which the initial item is worded.

The manipulation of different ways in which thenite are positioned in a questionnaire
also allows us to consider the moderator effectteaf arrangement. For net acquiescence, we
do not expect differences in misresponse as aibumof item positioning. However, the effect
of careless responding on inconsistency bias ameéffiect of the manipulation of the keying
direction of the first item on confirmation biasosid be strongest in the grouped-massed

condition and weakest in the dispersed condition.

MODELING METHOD EFFECTSIN THE PRESENCE OF REVERSE-KEYED ITEMS

There are many potential sources of method biasrivey research (for a review see
Podsakoff et al., 2003). Our focus here is onsargh source, item keying. Several models have
been proposed to control for the biasing influeoickem keying, and we will present a brief

review of prior research before developing our eméagrative model. We structure our review
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along the following dimensions. We first distinglnibetween models using method factors and
models using correlated uniquenesses to accoukefang differences between items. Within
the method factor approaches, we further distingbetween (a) method factors affecting all
items or specific subsets of items, (b) methodoiacivith freely estimated or constrained
loadings, and (c) models with or without specifigalesigned indicators or antecedents of the

method factor(s). We also describe the major figdiand some limitations of previous research.

The specification of method factorsto account for keying differences

A method factor is a latent variable assumed tdrdmurtie to the variability of a set of
observed response variables that share a commdwaeTwo types of method factors have
been considered in the context of responses tdaregund reversed items: a general method
factor that underlies all observed variables (witiformly positive loadings for all items,
provided reversed items hamet been recoded) and a method factor (possibly nieltgethod
factors) for subsets of items. In the latter casgearchers have specified method factors for the
regular items, reverse-keyed items, or both.

Models with a general method factor underlying all items. Several authors have
considered a model with a single substantive fggtdh positive or negative loadings for
regular and reversed items, assuming reversed harenot been recoded) and a single method
factor which influences both the regular and reséiigems. The loadings on the method factor
are set to one if the variance of the method fastéreely estimated, or they are constrained to
be equal if the variance of the method factor issene (see Welkenhuysen-Gybels et al., 2003,
for an example). This model is a special cas@®fandom intercept model proposed by

Maydeu-Olivares and Coffman (2006), and it is shawRanel A of Figure 1.

— Insert Figure 1 about here —
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The model with uniform positive loadings on a $engeneral method factor has also
been applied to regular and reversed items measmiuitiple substantive constructs (e.qg.,
Billiet & McClendon, 2000). If multiple substanavactors are included, it is not necessary to
constrain the loadings on the method factor toca@kand these loadings can be freely
estimated (e.g., Levin & Montag, 1989). An examplshown in panel B of Figure 1.
Operationally, this model is similar to a bifactoodel in which the method factor is the general
factor and the substantive factors are the sulmfsicalthough the substantive factors are allowed
to be correlated (which is feasible since the sajrthe loadings for the substantive and method
factors differ).

Models with method factors for subsets of items. Some authors have entertained models
for a single substantive construct in which a métfactor with freely estimated loadings is
specified for either the regular or reversed it¢g not both). Illustrative examples are
contained in Tomas and Oliver (1999). This speatfon is a special case of the so-called
correlated trait, correlated method minus one o€@®7-1) model when only one trait is
available and either the reverse-keyed items ordfelar items serve as the reference factor
(Geiser et al., 2008). The model can be extenoleéveral substantive factors or situations
where the same substantive factor is measuredtegfpgaver time, in which case the
longitudinal invariance of the substantive and rodtfactors can be investigated (e.g., Motl &
DiStefano, 2002). Panels C and D in Figure 1 sbepamples of models with one or two
substantive factors and a method factor for thensad items.

If there is a single substantive construct and rsgpaincorrelated method factors are
specified for the regular and reversed items (wi#thod factor loadings freely estimated), this

model is a special case of the bifactor model ifrctvthe substantive construct is the general
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factor and the method factors are the sub-factas panel E of Figure 1). It is also possible to
allow the method factors to be correlated and amgte of this specification is provided in
Tomas and Oliver (1999). If there are multipleretated substantive factors and separate
correlated method factors are included for the leegand reversed items, the model is an
application of the general correlated trait cotelamethod (CTCM) model (panel F of Figure 1;
see Harris & Bladen, 1994, for an example).

Explicit correlates of method factors. Usually, the method factor is not directly rethto
a specific variable designed to explicitly capttire particular method effect in question.
Exceptions are the papers by Watson (1992) anaBihd McClendon (2000). Watson calls
the method factor an acquiescence factor, whiatdisated by an explicit acquiescence index
(computed as the extent of strong agreement witbrseontrol items) and which is also related
to a measure of education. In the study by Bidied McClendon (2000), a general style factor
on which all indicators of two substantive constsuoad equally is related to an explicit
agreement index (computed as the sum of agreemht44 items) as well as age and
education (see Welkenhuysen-Gybels et al., 2003 $milar approach). Marsh (1986) showed
that the consistency of children’s responses tlfacencept instrument containing both regular
and reversed items was positively related to gkada and that for fifth-graders a method factor
based on the reversed items was substantiallylatedewith reading achievement (see also
Marsh, 1996). This implies that reversed items tmagspecially problematic in research with

children and other respondents who have relatiloelywverbal ability.

The specification of correlated uniquenessesto account for keying differences

Method effects have also been modeled via cortlatgguenesses. As implied by the

name, in this model the unique factors (error t¢rassociated with items that share a common
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method are allowed to be correlated. Under cedimaumstances, models with method factors
and correlated uniquenesses can yield identicakhfadd, but in general the correlated
uniqueness model is bothore restrictive (method effects corresponding to ragahd reversed
items are assumed to be independent)lessdestrictive (method effects are not assumed to be
unidimensional) than some method factor modelghaAigh correlated uniqueness models have
been shown to be less susceptible to convergentdepns, it is difficult to relate method effects
to direct measures or other variables of interéstin the case of method factors, correlated
uniquenesses can be specified for the regular jttmghe reversed items, or for both (for
examples see Marsh, 1996, and Tomas & Oliver, 1f88% discussion of the consequences of
including correlated uniguenesses for only somenbuall of the methods see Cole, Ciesla, &

Steiger, 2007).

Summary of prior findings modeling method effects due to keying differences

The following conclusions have emerged from redearcmethod effects caused by the
use of reverse-keyed items based on the modeisglisgghed in the previous sections. First,
models in which method effects are included geheyatld a much better fit to the data than
models in which only substantive factors are ineblid Second, it is often difficult to clearly
distinguish between different method effect speations on the basis of statistical criteria,
because different models of method effects fit alegually well. Third, the psychological
processes causing method effects are frequentlyispecified, or researchers merely speculate
about possible reasons for method effects in theudsion section. Several papers have used
explicit measures of acquiescence to validaterttezpretation of the method factor as an
acquiescence factor (e.g., Billiet & McClendon, @D0However, the acquiescence indices used

in these studies are sometimes problematic, bechwesto data limitations the items on which
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the acquiescence indices are based overlap taadgal with the items used as indicators of the
method factor. Furthermore, the indices do notaiara large number of regular or reversed
items measuring the same construct and/or the iéeeneot heterogeneous in content (both of
which are prerequisites for a good acquiescencesunern To unambiguously validate the
meaning of the method factor, it is necessary teetate the method factor with an independent
and reliable direct measure of the method effeattefest (e.g., acquiescence).

Finally, although method factors have been relttelvariety of other psychological
constructs, the choice of these other construtés gleems somewhad hoc. For example, in
DiStefano and Motl (2009), social desirability, beloral inhibition and activation, fear of
negative evaluation, self-monitoring, and self-adogsness were studied as antecedents of a
reverse-keyed item factor. It is not entirely cledy these specific constructs were studied as
antecedents of method effects, and it would seelne aseful to investigate more immediate
antecedents of method effects. Little or no redelas studied method factors as a function of
experimentally manipulated task characteristich igcdifferent arrangements of the items in a

guestionnaire.

AN INTEGRATIVE MODEL OF SURVEY RESPONSE TO

REGULAR AND REVERSED ITEMS

In this section we propose a model representingatgonse process to sets of items
varying in keying direction as a function of diféat arrangements of these items in the
guestionnaire. This model has three charactefesittires. First, it incorporates three distinct
mechanisms — (net) acquiescence, careless resgandiaversed items, and confirmation bias —

that have been shown to influence responses tdaregid reversed items. Second, the model
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distinguishes between two types of method effeetgyonse inconsistency between regular and
reversed items and difference in mean responsendameon whether the first item measuring
the focal construct is a regular or reversed ité&oquiescence and careless responding are
assumed to lead to the former, confirmation biafédatter. In order to distinguish between
acquiescence and careless responding, an expktjtgcquiescence index (based on the extent
of agreement with unrelated control items) andraaliproxy measure of careless responding are
specified as antecedents of the response inconsystactor. Confirmation bias is modeled as
the difference in mean response to regular andsedeatems by respondents who encounter
either a regular or reversed item first (which rieggia between-participant manipulation of
whether a regular or reversed measure of the tmratruct appears first in the questionnaire).
Third, the model is developed as a multi-sampleigipation in order to represent different
experimentally manipulated item arrangements imtestionnaire (grouped-alternated,
grouped-massed, and dispersed), which enablestisgderation of moderator effects of item
positioning on misresponse in surveys.

Figure 2 depicts the proposed model graphicallyr dimplicity, we assume that there is
a single focal construct, which is measured bygBilaa (non-reversed) and 3 reversed items.
The regular items are denoted as pl, p2, and fi8 (ositive), the reversed items as nl1, n2, and
n3 (n for negative). Reversed items have not beevded, which means that the loadings on the
substantive factor] are positive for regular and negative for revernsems; otherwise, the
substantive loadings are freely estimated. Ofsmuhe model can be easily extended to

multiple substantive constructs and more items.

— Insert Figure 2 about here —
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The responses to the six items are modeled asctidarof the substantive construct,
denoted by, one unique factor per iterg, €p2, €p3, En1, En2, €n3) and two method factorg){,
N2) . The substantive construct and unique factordazm to the usual confirmatory factor
analysis (CFA) specification (Mulaik, 2009). Indittbn, we specify two method factors. The
first method factorr{;) models inconsistency in response to regular emdrsed items
(inconsistency bias). This is reflected in the that it has positive unit loadings for all items,
regardless of their keying direction (remember teaersed items havet been recoded). To
distinguish acquiescence from careless respontliergesponse inconsistency factor is regressed
on an explicit measure of net acquiescence calkR3for net acquiescence response style
(with regression weightyars) and a proxy measure of careless responding ciéi€dfor
Instructional Manipulation Check (with regressioaightyvc); the residual term of this
regression is denoted as Z. The idea underlyin@ WMl be explained in the context of Study 2.

The second method factoy,] captures confirmation bias. Regular items hapesitive
unit loading on the confirmation bias factor, resezt items have a negative unit loading. In
order to capture confirmation bias, respondentg babe randomly assigned to conditions in
which the first item measuring the focal constisatither a regular or reversed item (so the first
item in the scale is either pl, a regular itermbra reverse-keyed item). A dummy variable
(denoted as ‘First item reversed’ or FIR) is useddde the two conditions (1 for respondents
who encounter a reversed item first, 0 otherwiSé)e confirmation bias factor is regressed on
the ‘First item reversed’ dummy variable (with Wetigconmiad @nd has no residual variance
(which, although not necessary under all conditiféadslitates model identification and
convergence). The proposed specification is edgmt@o directly regressing the observed items

on the ‘First item reversed’ dummy variable andnfixthe regression weights to be equal across
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items (with a negative or positive sign for theukag and reversed items, respectively).
However, the model in Figure 2 more clearly conwéigsmeaning of the confirmation bias
factor and can be easily implemented with standaftivare.

No covariances are shown between the exogenowabiesg (the substantive construct),
NARS, IMC, and FIR. Since respondents are rand@s$ygned to the ‘First item reversed’
conditions, the dummy variable should be unrelébetthe other exogenous variables. The
remaining variables could be correlated. It igepirical question whether these covariances
are necessary, although a conceptual rationalddhbeiprovided if an association is to be
introduced.

Figure 2 does not explicitly show that the moddbirgnulated as a multi-sample
specification, but this is assumed. Specificaligpondents are randomly assigned to conditions
in which all items measuring the construct of iat¢rare grouped together or dispersed
throughout the questionnaire, separated by uncelaiéfer items. In the grouped conditions, the
substantive items are arranged in an alternatidgrdrased on keying direction (in the grouped-
alternated condition) or a block of regular (reeesitems is followed by several reversed
(regular) items (in the grouped-massed conditidfgr example, in our empirical studies, four
items keyed in the same direction are followedvny or three items keyed in the opposite
direction. Further details are provided in theteahof the empirical studies.

In terms of the method effect specifications disegsearlier, our model is most similar
to Billiet and McClendon (2000) and Welkenhuyserb@yg et al. (2003), and because of the unit
loadings on the inconsistency bias factor acrddteats, it can be considered as a random
intercept factor model (Maydeu-Olivares & Coffm&2006). However, the model is more

general because acquiescence is distinguisheddaoatess responding, confirmation bias is
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taken into account, and an extension to a multiggarrontext is considered so that the
moderating effect of different item arrangementghanthree response mechanisms can be

investigated.

STUDY 1

In the first study, we conducted an initial tektree proposed model based on a four-item
self-esteem scale with two regular and two reveitssas. In this study, we do not have an
explicit measure of careless responding, and vegpret the residual Z of the response

inconsistency factor (after accounting for NARSpawoxy for careless responding.

M ethod

We collected the data from the UK online panel &usopean panel provider, for an
effective sample size & = 306. Respondents were randomly sampled frompdhel, which is
representative of the general population. Theayerge of the respondents was 46 (Min = 12;
Max = 69; SD = 12.4), 51 percent of respondentevi@male, and 43 percent had a higher
education, where higher education refers to fordaication (college or university) beyond
secondary school.

The focal construct in this study was self-este@hich was measured with two regular
items (formulated in the high self-esteem directiand two reversed items: ‘Generally speaking,
| feel pleased with myself’ (p1); ‘On the wholdgkl satisfied with myself’ (p2); ‘Generally
speaking, | feel annoyed with myself’ (n1); and ‘©De whole, | feel frustrated with myself’

(n2). These items are similar to those found enRiosenberg Self-Esteem Scale (Rosenberg,
1965). For the grouped-massed conditions, we wvateadditional regular or reversed items:

‘Overall, | take a positive attitude toward mys€[F3) and ‘Generally speaking, | feel good
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about myself’ (p4), or ‘Overall, | take a negatattitude toward myself’ (n3) and ‘Generally
speaking, | feel bad about myself' (n4). Thesetamthl items were not included in the model
specification; the purpose of these items was siftgpsimulate a situation in which several
items keyed in the same direction lead respondergspect a common keying direction. All
items were rated on 7-point Likert scales with gatees labeled (1) Fully disagree, (2) Disagree,
(3) Slightly disagree, (4) Neutral, (5) Slightlyrag, (6) Agree, (7) Fully agree.

We randomly assigned respondents to one of sixitonsl using a 3 (type of item
arrangement: grouped-alternated, grouped-masselspmrsed) by 2 (keying direction of the
first focal item: regular or reversed) experimemtasign. In the grouped-alternated conditions
(N = 106), the regular and reversed self-esteemsit@ere presented in an alternating order
(either p1, n1, p2, n2 or nl, p1, n2, p2, dependmthe keying direction of the first item). In
the grouped-massed conditions (N = 96), four regteéms preceded two reversed items (p1, p2,
p3, p4, n1, n2) or four reversed items precededrégalar items (n1, n2, n3, n4, p1, p2). In
both the grouped-alternated and grouped-massedtiomsd the focal self-esteem items (which
were always shown on the same page) were precedeliowed by a total of 48 filler items;
these were used to construct the NARS index. drdtbpersed conditions (N = 104), only one
self-esteem item was shown on a given page (whahalways the first item on the page) and
the individual self-esteem items were separatetiZoguffer items. As in the grouped
conditions, the first focal item in the disperseditions was either a regular or reversed item.

The buffer items included to measure net acquiescerere deliberately very diverse in
content as they were randomly sampled from exisoages and questionnaires. Examples of
buffer items were ‘I think quantitative informatiadifficult to understand’, ‘Fashion is

irrelevant’, ‘I try to anticipate and avoid situatis where there is a likely chance of my getting
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emotionally involved’, and ‘When | go shoppingjnd myself spending very little time

checking out new products and brands.” To consthe&eNARS measure, we computed the
average score across the 48 unrelated buffer ifghms= 1.85, Max = 5.04, M = 3.51, SD = .53,
Cronbach’s alpha = .83). The resulting index iatBe a person’s tendency to agree or disagree
with items regardless of specific item content (Bgartner & Steenkamp, 2001). In order to
investigate the effect of confirmation bias, wenfied a dummy variable called ‘First item
reversed’ (FIR) based on the manipulation of thgrgedirection for the first item (coded 1 for

respondents who encountered a reversed self-egte@rfirst and O otherwise).

Results

As the data were approximately normally distribufaitiendogenous observed variables
had skewness and kurtosis values between —1 anahtll)o missing values occurred, we fit the
model to the data using multi-group structural égquamodeling with the ML estimator, using
MPIlus 6.1. The means, standard deviations anéletions of the observed variables, as well as
details about the specification of the model, aovigded in the supplemental notes for this
paper.

We initially estimated a one-factor model for theee groups defined by item
arrangement condition using only the four self-estétems, with one substantive factor (self-
esteem) underlying the four observed variablesadirestimated parameters unconstrained
across the three groups. This model fit very pogd (6) = 153.81, p < .0001; RMSEA = .491;
CFI = .839; TLI = .518), and the sizable modificatindices for the covariances among the
unique factors suggested the presence of reversadias.

We then specified the model shown in Figure 2, piktieat there were only four

endogenous observed variables (instead of sixpardirect measure of careless responding was
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available (i.e., the model does not include IMChe loadings on the substantive factor were
freely estimated except for one unit loading far tharker item (with positive loadings for the
regular items and negative loadings for the rewkit®ns), but the loadings on the inconsistency
and confirmation bias factors were set to unityifascated in Figure 2). Model comparison
tests for the substantive loadings across the thegearrangement conditions showed that the
loadings did not differ across groups, so they veettanvariant across conditions. The
exogenous variables of self-esteem, NARS, and FdRewitially specified to be uncorrelated,
but the modification indices for the covariancenesn self-esteem and NARS were substantial
in each group and the model was therefore revis@icbrporate this covariance. The resulting
negative correlation between self-esteem and NAR®msistent with findings that low status
individuals and respondents with lower educatioth lamer income (which should also have
lower self-esteem) show more acquiescence (Baunmega& Steenkamp, 2001).

Our hypotheses imply that the effect of NARS oroimgistency bias will be invariant
across the three item arrangement conditions, \akahe effect of carelessness on inconsistency
bias and the effect of the keying direction of fingt target item (FIR) on confirmation bias
should depend on the positioning of the items éghestionnaire. To test these hypotheses, we
conducted invariance tests of the relevant paras\@k@ars, 0%z, andyconmiag- 1N support of the
first prediction,ynars did not differ across groupax? (2) = .87, n.s.). We do not have an
explicit measure of carelessness in this studyiftthé residual in the inconsistency bias factor
(0%) is interpreted as a proxy measure for carelegsoraling, the findings support the predicted
lack of invariance of the effect of careless resjpog across the item arrangement conditions
(Ax? (2) = 16.75, p < .001). Contrary to predictiopsnmiasdid not differ across groupAx? (2)

= 2.44, n.s.). The final model, in whigkiars andyconmiaswere specified to be invariant across
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item arrangement conditions but the residual vaeasf the inconsistency bias factor was freely
estimated (see the supplemental notes for detaifeeanodel specification), fit welj? (31) =
40.98, p = .11; RMSEA = .056 (90% C.I. 0.000 — O0$RMR = .054; CFI = .990; TLI = .986.

The estimation results (including 95 percent caariick intervals) are shown in Table 1.
— Insert Table 1 about here —

The findings indicate that NARS significantly affe¢he inconsistency bias fact@rArs
=.17, p < .01) and the effect does not vary by isgrangement. Both results are in line with our
predictions. The variance of Z (the residual vac&of the inconsistency bias factor after
accounting for NARS) is significant in all conditis (p < .05), and the effect differs across
groups, with substantially less variance in th@eised conditiona?z = .10) than in the
grouped-alternatedt; = .17) and especially the grouped-mass#d £ .37) conditions. If one
interprets the residual in the inconsistency beasdr (after accounting for NARS) as a proxy for
the careless responding effect, these findings@ujmoir predictions. Finally, our data show
evidence of confirmation bias since respondentsrtegd somewhat lower self-esteem if the first
item was reverseddonmias= --29, p < .05). Since the estimated parameaies ahot differ by
item arrangement, the hypothesis that confirmabias would primarily emerge in the grouped
conditions was not supported.

To assess the relative contribution of the varfag$ors to observed item scores, we
applied variance decomposition, separately forleggand reversed items (i.e., averaging across
the two regular and two reversed items). Becalifiseenegative covariance between NARS and
self-esteem, the variance for the regular items$atos a negative term, which creates problems

for the variance patrtitioning, but the negativerterare small and the variance decomposition
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does provide useful insights. The results arertedan Table 2 (including 95 percent
confidence intervals). It is reassuring that nodghe observed variance is accounted for by the
construct of interest. Also, although the effddNARS is statistically significant, NARS
contributes a negligible amount to the varianceliserved scores. Similarly, the effect of
positioning a reversed item first (confirmationd)igs statistically significant but very small. An
interesting finding is that in the grouped-massaaddation a substantial portion of the variance in
observed scores is accounted for by careless rdsgp(assuming that the residual of the
inconsistency bias factor can be interpreted a®®ygdor careless responding). In fact, in the
grouped-massed condition careless responding sett@nd most important contributor to item
variance after the target construct, self-estebntontrast, in the dispersed condition careless
responding is a much less important variance componHowever, the unique variances of the
items are much larger in that case. These findsoggest that while the item arrangement in the
grouped-massed condition increases systematic (@nmeater inconsistency bias), dispersing

items throughout the questionnaire leads to greetersystematic (random) error.

— Insert Table 2 about here —

STUDY 2

Although we believe that the model tested in th&t Study provides useful insights into
the phenomenon of reversed item bias, four linategishould be pointed out. First, we do not
have direct evidence for the interpretation ofrésdual of the inconsistency bias factor as
careless responding. The moderating effect of aer@ngement is consistent with our
hypothesis that careless responding should begssbim the grouped-massed condition and

therefore supports this interpretation, but it vabloé useful to have a direct measure of careless
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responding. Second, the self-esteem scale us@idy 1 was not an established instrument,
there were only four items, and the items were @bbbmore similar in wording than the items
found in many personality and attitude scales.rdiwe used an ad hoc measure of net
acquiescent responding by randomly selecting prablynunrelated items from different scales
found in the literature. Finally, the sample dizethe study was relatively small.

To address these limitations, we conducted anstinely in which we used an established
measure of another substantive construct, optifi@&heier, Carver & Bridges, 1994), based on
three regular and three reversed items. We atdodad different filler items to construct our
index of net acquiescent responding (NARS), andaWected data from a larger sample of
respondents in the U.S. In addition, we extentiedtiginal model by adding a direct measure
of carelessness. Specifically, we propose theotiaa Instructional Manipulation Check (IMC)
as an explicit proxy indicator of careless respogdiAs described by Oppenheimer, Meyvis,
and Davidenko (2009), an IMC consists of a questimibedded in the questionnaire that is
similar to the other questions in terms of lengtd eesponse format (e.g., Likert scale), but
differs from the other questions in that particifzaawre asked to ignore the standard response
format and instead provide an indication that thaig attention to the specific wording of the
guestion (e.g., “For this statement, please dahetk a response option, but simply click on the
continue button below”). Since careless respondirfzsed on top-down processing cued by
respondent expectations about what construct igtessessed, IMC is expected to capture

careless or inattentive responding to reversedsitem

M ethod

We collected the data from the Amazon Mechanicak panel (se€&oodman, Cryder, &

Cheema, forthcoming, for an evaluation of Mechdricak participants).We set a target response
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rate of 600 completed questionnaires, and the gusraained active for 12 days until this target
was reached. Because of missing data, the fifedtafe sample size was N = 595. A small
monetary incentive was used to encourage partiomatnd respondents spent an average of 4
minutes to complete the online survey. The aveeageof the respondents was 36 (Min = 16;
Max = 79; SD = 13.0), 60 percent of respondentevi@male, and 46 percent had at least a four-
year college education.

The focal construct in Study 2 was the six-itemiRed Life Orientation Test or LOT
(Scheier, Carver, & Bridges, 1994). Life orientatidata have been used previously in studying
reversed item method effects (e.g., Maydeu-Oliv&r&€offman, 2006; McPherson & Mohr,
2005). Three items measured life orientation fjositive direction: ‘In uncertain times, |
usually expect the best’; ‘I'm always optimisticcabmy future’; ‘Overall, | expect more good
things to happen to me than bad’ (p1 to p3). Titeras measured life orientation in a negative
direction and were thus reversed: ‘If something gamvrong for me, it will’; ‘I hardly ever
expect things to go my way’; ‘I rarely count on gabings happening to me’ (nl to n3). For the
grouped-massed condition, we used two additioeaist(both from the original LOT scale;
Scheier & Carver, 1985), either ‘I always look b bright side of things’ for the regular item
first condition (p4) or ‘Things never work out thay | want them to’ for the reversed item first
condition (n4). All items were rated on 5-poinkéit scales with endpoints of strongly disagree
(1) and strongly agree (5).

To measure NARS, we included 16 items identifieddgenleaf (1992) as being highly
diverse in content, which are thus well suiteddapturing response style variance. Greenleaf
(1992) originally proposed the items as a scalerfeasuring extreme response style, but the

heterogeneity of the items in terms of substantiv&tent serves our purpose as well. Based on a
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preliminary screening of the items for potentiahtamt relations with life orientation, we deleted
three items (‘No matter how fast our income goesagnever seem to get ahead’; ‘Investing in
the stock market is too risky for most familieg’will probably have more money to spend next
year than | have now’) and replaced them with tlibeas that are sometimes included as filler
items among the life orientation items (i.e., ‘j@anmy friends a lot’; ‘It's important for me to
keep busy’; ‘It's easy for me to relax’; see Scheteal., 1994). To construct the NARS measure,
we computed the average score across the 16 wdddaffer items (Min = 1.00, Max = 5.00,
M = 3.31, SD = .85, Cronbach’s alpha = .42). Télability of the composite was relatively
low, but this is not entirely surprising given tlilaé scale contains only 16 items and the items in
the scale were specifically selected to share betantive content. Watson (1992) reported
comparable reliabilities in her study.

We used six versions of the questionnaire, cormedipg to the six conditions in Study 1.
In the grouped-alternated conditions (N = 204),d4ixd_OT items were shown on the same page
in an alternating sequence, starting with eithexgalar or reversed item. In the grouped-massed
conditions (N = 186), the LOT items were also shanrthe same page, but four regular items
were followed by three reversed items (in the ragitém first condition) or four reversed items
were followed by three regular items (in the reedrgem first condition). In both the grouped-
alternated and grouped-massed conditions, theritéfes were shown on four separate pages
with four items per page, counterbalancing whetheruffer items preceded or followed the
LOT items. Counterbalancing had no effect on #slits, so it is not considered as a design
factor in the sequel. In the dispersed conditidphs 205), each LOT item was shown on a
separate page, and on each page the LOT item Waxsdd by buffer items (i.e., on the first five

pages, the LOT item was followed by three buffemi$, and on the last page the LOT item was
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followed by one buffer item, for a total of 16 beifitems). Depending on the ‘First item
reversed’ (FIR) condition, the survey started veittegular or reversed item.

After the LOT and buffer items, we included eigietis measuring frugality, all worded
in the same direction (Lastovicka et al., 1999)déeight items were intended as a
manipulation to induce the erroneous expectatioorgntareless respondents that all items on
this page measured the same underlying constHmivever, the last item on this page served as
an IMC and read, “For this statement, please dehetk a response option, but simply click on
the continue button below”. Participants who clitgke one of the response options were coded
as having failed the IMC (IMC=1), all others as imavpassed it (IMC=0; see Oppenheimer,

Meyvis, & Davidenko, 2009). Only 4.2 percent cdpendents failed the IMC.

Results

The distribution of the data was again sufficiemtbrmal (all endogenous observed
variables had skewness and kurtosis values betwkand +1) and there were no missing
values, so we used the ML estimator in MPlus 6.&.3férted with a one-factor model in which
the six observed variables loaded on a single anbgeé factor (LOT) and all estimated
parameters were left unconstrained across the iiemearrangement conditions. This model fit
quite poorly ¢ (27) = 320.50, p < .0001; RMSEA = .234; CFl = .86RI = .769); the sizable
modification indices for the covariances of thequa factors again suggested the presence of
reversed item bias.

We then estimated the full model shown in Figurele loadings on the substantive
factor were freely estimated across items (exa@pohe unit loading for the marker item), but as
in the previous study the loadings of correspondigims proved to be invariant across items

arrangement conditions and were therefore consiiaim be equal across groups. The loadings
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on the consistency bias and confirmation bias facte@re set to plus or minus unity, as shown in
Figure 2. No covariances between any of the exagerariables had to be introduced.

To test for the invariance of tlygparameters across the three item arrangement
conditions, we conducted a series of model compatissts. In support of the prediction that
the effect of acquiescence on inconsistency biagddwoot depend on the positioning of the
items in the questionnairgyars Was invariant across groupsx€ (2) = .02, n.s.). Contrary to
predictions, the effects of IMC (carelessness)tardkeying direction of the first item (FIR)
were also invarianXx’ (2) = .51, n.s., fopmc andAx? (2) = 4.10, n.s., foyconmiad. The final
model, in which all thg parameters were specified to be invariant acromspg, fit the data
well, although the chi-square statistic was sigaifit:y* (94) = 150.08, p = .0002; RMSEA =
.055 (90% C.I. .038 to .071); SRMR = .062; CFl #49TLI = .973. The estimation results are
shown in Table 1.

NARS (ynars = .33, p <.001) and IMGyfuc = .31, p <.001) were highly significant
determinants of inconsistency bias, supportingpoedictions that both net acquiescence and
careless responding would contribute to resporsmsistency between regular and reversed
items. The invariance of the effect of NARS onansistency bias was as expected, but contrary
to prediction, the effect of IMC did not differ ltgm arrangement condition. The manipulation
of whether or not the first target item was revdr§dR) had no effect on responses to the LOT
items, and there were no moderating effects of aermngement. Thus, the hypotheses
concerning confirmation bias were not supportethis study. The residual variance in the
inconsistency bias factor was significant afteroatting for NARS and IMC, which could mean
that NARS and IMC do not fully capture acquiesceaice careless responding, respectively, or

that there are other influences on inconsistemqaeding besides acquiescence and carelessness.
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The variance decomposition shown in Table 2 indg#hat the substantive construct
accounts for the largest portion of the variancedoh observed item, although the proportions
are smaller than in Study 1, particularly for tbgular items. Even though the regular items
contain somewhat less content variance than thersed items, it should be noted that the labels
‘reversed’ and ‘regular’ are basically interchangeas they depend on the way the construct is
labeled (i.e., optimism vs. pessimism).

While the effects of NARS and IMC on inconsistegs were highly significant, the
variance proportions accounted for by acquiescandecareless responding were relatively
minor (especially the latter). However, the resicaf the inconsistency bias factor is a non-
negligible contributor to observed item scores,ilsinin magnitude to Study 1 (with the
exception of the grouped-massed condition). Itake the average variance proportion for
NARS, IMC, and the residual in the inconsisten@sldactor and set it in proportion to the
relative substantive variance, the proportions B8en Study 1 and .14 in Study 2. In other
words, the contribution of the substantive congtta¢he variability in observed scores is about
7 to 8 times greater than that of inconsistency.blaterestingly, the unique factor component is
much stronger in Study 2 than in Study 1. This ib@ylue to the fact that the items used in

Study 2 were less similar than those used in Study

DISCUSSION

The issue of whether or not reverse-keyed itemaldhze included in measurement
scales has been controversial. Some measurenpmt®xecommend the routine use of items
varying in keying direction, others advise agaitsin this paper we contribute to the literature

on reversed items in four ways. First, we distisguhree distinct mechanisms through which
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reversed items can affect survey participants’aasps (acquiescence, careless responding, and
confirmation bias), and we discuss two sets ofdiacthat may influence the extent to which
these mechanisms operate (how the items measterfgdal construct are arranged in the
guestionnaire and whether the survey starts widgalar or reversed item). Second, we offer a
review and classification of previous attempts twdel method effects caused by the presence of
reversed items. Third, we propose a multi-samgdéor-analytic model containing two method
factors (inconsistency bias, confirmation bias)ichtallows researchers to simultaneously
investigate the operation of the three mechanismssponse to reversed items. Fourth, we
report two empirical studies to demonstrate théuhsess of the proposed model and to provide
evidence about the importance of the three sowfce®thod bias under various conditions. The
conditions studied were selected to reflect raalisriations in the way questionnaires are
administered in practice rather than to maximiziases of interest. Of course, the model can
be applied to other situations in future reseancbrder to further investigate the misresponse
mechanisms studied in the current research.

We believe that the proposed model has severaktttte features. In a general sense,
our approach combines aspects of experimentatithresponse style measurement in order to
gain additional insights into people’s responseguestionnaires containing reverse-keyed items.
Respondents are randomly assigned to surveysdnmatow the focal items are distributed over
the questionnaire and whether the first focal item regular or reverse-keyed item. We use a
dedicated measure of net acquiescence responedaggd on many heterogeneous items and an
explicit assessment of careless responding (inyttb separate different mechanisms that
might lead to inconsistency bias. The manipulatbwhether the first measure of the target

construct is a regular or reversed item makesssite to examine the presence of confirmation
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bias. The inclusion of antecedents of inconsistdmas and confirmation bias enhances the
interpretability of the method factors, which haeb a problem in some prior research. Finally,
the multi-sample specification of the three typksemm arrangement (grouped-alternated,
grouped-massed, and dispersed) allows us to igatstihe moderating influence of item
positioning on the effect of acquiescence, careglesgsonding, and the ‘First item reversed’
(FIR) manipulation on item scores. Although agigup specification corresponding to the
three item arrangements by two FIR conditions asitdle as well, especially when the sample
size per condition is relatively large, we usedsimepler three-group specification with a
dummy variable representing the FIR manipulatiorabee it sufficed to test the hypotheses
implied by our conceptualization.

The findings of both studies clearly show that imgistency bias is an important
component of variation in observed measures oftoacts, accounting for about 9 percent of the
variance in Study 1 and 8 percent of the variancgtudy 2 on average. If inconsistency bias
were ignored, the fit of factor models would béheatpoor, because the error introduced by the
presence of reversed items is systematic. Althaogbnsistency bias has been demonstrated in
previous research, we have attempted to move bgyamdwork by identifying different
sources of inconsistency bias. In particular tihe studies show that both acquiescence and
careless responding contribute to inconsistency. bidthough the variance proportions
accounted for by explicit measures of acquiesc@NgdrS) and careless responding (IMC) were
small, this will not always be the case. For exmip the second study only 4 percent of
respondents failed the IMC, whereas Oppenheimal: €009) report failure rates of 14 to 46
percent in their studies. If a greater proportbnespondents had been careless, it is likely that

careless responding would have been a more impgaatributor to inconsistency bias.
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Acquiescence is sometimes treated as being synars/midh inconsistency bias (i.e.,
simultaneous agreement with regular and reverseadsit, but we have argued for a more limited
interpretation of (net) acquiescence as a preferérche positive or negative side of the rating
scale (i.e., the response options indicating agee¢ior disagreement on a Likert scale), because
inconsistency bias may be due to other mechanigsigés acquiescence (e.g., careless
responding). From this perspective, acquiescenbest measured as the extent of agreement
with items that are heterogeneous in content {lARS). In our studies, NARS was a
statistically significant but practically minor cgonent of item scores. Possible reasons for this
may be that respondents had well-established bellgbut the target constructs (self-esteem and
optimism), that the questions were relatively gfindfiorward, and that the survey did not impose
undue demands on people’s limited cognitive abaiti If a survey deals with issues about which
respondents are less certain, the items are mdrgyaaus, and the questionnaire is completed
under peripheral processing conditions, acquiesceniikely to be a more important
determinant of observed responses. Survey resgarchnnot control whether respondents have
crystallized opinions about the focal concept,thely can avoid vaguely worded items and
encourage respondents to engage in systematicgsinge If these strategies are insufficient to
prevent acquiescence, post hoc controls shouldiitteiiio the questionnaire. For example,
balanced scales consisting of an equal numbemgofaeand reversed items should be used, or
unrelated items should be included that enabléaimeation of an explicit measure of
acquiescence (Baumgartner & Steenkamp, 2001).

Careless responding means that respondents tesgume that the keying direction of
an item is the same as the keying direction oftéras preceding it in a scale. Because of its

contextual nature, careless responding was hypa#tet be especially problematic in the
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grouped-massed condition, where reversed itemgraoeded by several regular items (or vice
versa). We did not find conclusive evidence ingrpof this hypothesis, possibly because of
the small number of careless responders in our dafature research were to corroborate the
hypothesized effect, it would imply that researshsrould refrain from using unbalanced scales,
in which a few reversed items are included amongymagular items (possibly to counter the
criticism that all items are keyed in the samediom). In particular, reversed items should not
follow a long list of regular items as this maydeaspondents to overlook variation in item
polarity (Drolet & Morrison, 2001). Although thenpirical evidence is currently somewhat
ambiguous, we believe the best option is to digptts items measuring the focal construct
across the questionnaire and to mix them with atedl buffer items. We recognize that this is
more taxing for respondents (thus requiring greiataslvement in the task) and may result in
larger unique item variances and possibly lowaabdity (as shown in Study 1). If this is
undesirable and/or if the items measuring the samsetruct need to be grouped for other
reasons (e.g., for the sake of the logical flokhef questionnaire), researchers should at least use
balanced scales and alternate the keying direofitime items in the scale (i.e., switch between
regular and reverse-keyed items).

Even after explicitly accounting for both acquiesme (using a direct NARS measure)
and carelessness (as measured by an instructi@mabuatation check), most of the variance in
the inconsistency bias factor remained unexplain&tudy 2. There are several possible
explanations for this. First, the empirical measwised probably did not fully capture
acquiescence and carelessness. Second, imparstapbnents of either acquiescence or
carelessness may be scale-specific and can themdbbe measured in a general way across

different scales. Third, other psychological meutas that lead to inconsistent responding to
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regular versus reversed items may be at work, wiveate not considered in the current model.
More research is needed to further explore thessilpitities.

In addition to leading to inconsistent responsetetos, variation in the keying direction
of items may also affect the mean response to ikess. Specifically, we hypothesized that
confirmation bias would cause a mean shift in tinection of the keying of the first item
encountered in the questionnaire (i.e., upward Wwiaen a regular item comes first, downward
bias when a reversed item comes first, after rexpdparticularly in the two grouped
conditions. Our empirical findings concerning danftion bias were inconclusive, as the
regression parameter had a wide confidence intémahlcame close to but did not include zero
in Study 1 and a wide confidence interval centegolut zero in Study 2. Kunda et al. (1993)
showed that the direction of the question (e.gndextraverted vs. being introverted) made a
difference when respondents were able to retriefeemation consistent with either position.
When prior evidence consistently supported onlymwie of the question, or when respondents
rated themselves as low in variability across situg on the construct of interest, the wording
of the question had no effect. In addition, inesrtbr confirmation bias to be evident,
respondents should not have an overall summaryngedgreadily available in memory (in
which case the piecemeal retrieval of informat®nnnecessary), and they have to be
sufficiently motivated to retrieve additional infoation in response to individual questions. If
these conditions do not hold, confirmation biasrikely to emerge. Apparently, biased
retrieval was not very strong in our studies, liitife research should investigate when
confirmation bias can be expected to have a marequnced influence on the results.

Several findings were inconsistent between thegtudies, but this is not entirely

surprising because the two studies varied in masgeacts and should be thought of as
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illustrative applications of the model to two diféat situations, not as simple replications. Study
1 used four ad hoc items that were rather similaointent and wording, so that respondents may
have perceived the items to be somewhat redunddns. could be one of the reasons for the
relatively low proportion of unique variance in tiems. Study 2 used more items, and although
the items came from a validated scale, they waedbviously similar, which probably

increased the amount of unique variance. Studsetl @ seven-point rating scale, whereas Study
2 used a five-point rating scale. The former farimes been found to result in greater
misresponse (Weijters, Cabooter, & Schillewaerft®0 The respondents and the assessment
environment were also quite different. The fitsidy used European participants who had
agreed to be part of a nationally representativeeavhereas the second study was conducted
with American respondents willing to answer somesgwns for a small payment. The first
sample is quite experienced in filling out survaysl respondents may be more sophisticated in
their use of rating scales, which may encouragdirooation biases and reduce acquiescence.
We anticipated a relatively high rate of inatteatresponding in the second sample, based on
prior findings with similar populations (e.g., Oppeeimer, Meyvis, & Davidenko, 2009), but
respondents were surprisingly attentive, which megount for the weak effect of careless
responding and the near-absence of confirmation faiture research should investigate
situations in which the three response biasesedudithis paper are expected to have a stronger
effect on the results. Our goal in the currentligtsi was to simulate realistic variation in survey
designs, but there will be conditions in which theee biases are expected to be stronger. We
also want to emphasize that the main contributiathie research is not the empirical studies but
the proposal of a general analysis strategy foestigating different sources of reversed item

bias integrating response style measurement witregudesign manipulations.
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There are two primary ways in which a regular itean be reversed. On the one hand,
the meaning of an item can be switched by usinggation (e.g., by inserting the particle ‘not’).
On the other hand, a reversal can be achievedibyg aa antonymic expression (see Bentler,
Jackson, & Messick, 1971; Schriesheim et al., 19®gsearch has shown that negations can be
confusing to respondents (see Swain et al., 2@0&dme recent evidence) and should probably
be used sparingly. In our studies, we did notrasersed items based on particle negations
(‘not’), but future research should investigateviwat extent our findings can be generalized to
negated reversals (e.g., items that are reversgulysby adding ‘not’), and how the type of
reversal influences the misresponse mechanismedtirdthis paper (see Weijters and
Baumgartner, forthcoming, for an extended concélisaussion of some of these issues).

Another topic that may merit further research & glestion of the longitudinal stability
of the different effects found in the present cresstional investigation. The literature suggests
that acquiescence has a stable component (Alessdradly, 2012; Weijters, Geuens, &
Schillewaert, 2010), but less is known about tmgjitudinal stability of careless responding to
reversed items and confirmation bias. Some rewerit has extended the traditional method-
factor and correlated-uniqueness models to a lodigial context (Geiser & Lockhart, 2012),
and it would be interesting to consider similaregisions of the proposed model incorporating
multiple sources of reversed item bias.

Some researchers have recommended that problesedchy reversed items can be
avoided altogether if only items keyed in one digetare used to measure a target construct.
We want to emphasize that this is not a valid apuinsupporting the elimination of reversed
items from measurement scales. When all itemsvarded in the same direction, acquiescence,

careless responding, and confirmation bias maybstipresent, but the method effects generated
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by these mechanisms are completely confoundedawitkent variance and may become
undetectable, unless direct measures of the metects of interest are available (Podsakoff et
al., 2003). Although it is best not to have metkéfdcts at all, it is better to be aware of them

and to be able to take corrective action rathar thagnore them completely.
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Table 1

Estimation Results (Studies 1 and 2)

Study 1 Study 2
Parameter Estimate  95% C.I. Estimate 95% C.I.

Lower Upper Lower Upper
YNARS 0.168 0.045 0.291 0.329 0.245 0.413
yime n.a. n.a. n.a. 0.306 0.163 0.449
0% 0.166  0.093 0.239 0.060 0.036 0.084
0.367 0.244 0.490 0.083 0.056 0.110
0.097 0.019 0.175 0.076  0.049 0.103

YConfbia -0.285 -0.567 -0.003 0.000 -0.131 0.131
o%(%) 1.736 1.185 2.287 0.393 0.283 0.503
1585 1.064 2.106 0.569 0.410 0.728
1.505 1.007 2.003 0.419 0.303 0.535
0% (NARS) 0.280 0.206 0.354 0.112 0.090 0.134
0.262 0.188 0.336 0.122  0.097 0.147
0.289 0.211 0.367 0.114 0.092 0.136
oz(lMC) n.a. n.a. n.a. 0.060 0.048 0.072
n.a. n.a. n.a. 0.026 0.020 0.032
n.a. n.a. n.a. 0.033 0.027 0.039
o(FIR) 0.247 0.180 0.314 0.250 0.201 0.299
0.250 0.179 0.321 0.250 0.199 0.301
0.245 0.178 0.312 0.250 0.201 0.299

o(¢, NARS -0.241 -0.386 -0.096 n.a. n.a. n.a.

-0.233 -0.374 -0.092 n.a. n.a. n.a.

-0.222 -0.363 -0.081 n.a. n.a. n.a.

(Continued on the next page)
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Table 1continued

Study 1 Study 2

Parameter Estimate ~ 95% C.I. Estimate  95% C.I.

Lower Upper Lower Upper
Ap1 1.000 n.a. n.a. 1.000 n.a. n.a.
Ap2 1.059 0.971 1.147 1.120 0.998 1.242
Apz n.a. n.a. n.a. 1.170 1.048 1.292
A1 -0.981 -1.106 -0.856 -1.169 -1.314 -1.024
Anz -1.070 -1.199 -0.941 -1.348 -1.501 -1.195
Ana n.a. n.a. n.a. -1.366  -1.5231.209

02 (Ep1) 0.393 0.211 0.575 0.501 0.385 0.617
0.376 0.166 0.586 0.427 0.319 0.535
0.688 0.423 0.953 0.459 0.351 0.567
02 (€p2) 0.286 0.110 0.462 0.468 0.356 0.580
0.213 0.013 0.413 0.331 0.239 0.423
0.464 0.227 0.701 0.372 0.276 0.468

02 (Ep3) n.a. n.a. n.a. 0.296 0.210 0.382
n.a. n.a. n.a. 0.326 0.232 0.420
n.a. n.a. n.a. 0.308 0.222 0.394

02 (€n1) 0.413 0.217 0.609 0.409 0.313 0.505
0.267 0.091 0.443 0.333 0.249 0.417
0.873 0552 1.194 0.402 0.306 0.498
02 (gn2) 0425 0.213 0.637 0.240 0.166 0.314
0.207 0.023 0.391 0.213 0.142 0.284
0.657 0.359 0.955 0.253 0.175 0.331

02 (En3) n.a. n.a. n.a. 0.311  0.227 0.395
n.a. n.a. n.a. 0.260 0.182 0.338
n.a. n.a. n.a. 0.354 0.260 0.448

Note: 95% C.I. = 95% confidence interval; Lowelower bound; Upper = upper bound.
NARS = net acquiescence response style; IMC =unstn manipulation check; FIR = First
Item Reversed dummy variable; see Figure 2 forxataeation of the other parameter
names. In case of multiple cell entries for a giparameter, the first line refers to the
grouped-alternated condition, the second to thagegd-massed condition, and the third to

the dispersed condition.
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Table 2
Variance decomposition for regular and reversed items (Sudies 1 and 2)

Variance component Study 1 Study 2
Average of Average of Average of Average of
regular items reversed items regular items reversed items
GA GM DIS GA GM DIS GA GM DIS GA GM DIS

Substantive construct) .804 734 719 724 .701 .621 487 .599 518 .624 .723 .622

[.729, [.647, [.625, [.651, [.623, [.529, [.421,[.536, [.453 [564 [.671 [.562,

.878] .822] .813] .798] 779] .714] .553] .663] .583] .685 775] .682]
NARS .003 .003 .004 .003 .003 .003 .012 .012 .013 .011 .010 .011

[-.002, [-.002, [-.002, [-.002, [-.002, [-.002, [.005, [.005, [.006, [.005, [.004, [.005,

.009] .008] .009] .009] .008] .008] .019] .018] .020] .018] .016] .017]
IMC n.a. n.a. n.a. n.a. n.a. n.a. .006 .002 .003 .005 .002 .003

[.000, [.000, [.000, [.000, [.000, [.000,
.011] .004] .006] .010] .004] .005]

Residual of inconsistency .073 .160 .044 .066 154 .038 .062 .072 .078 7 .05 .063 .067
bias factor ¢2) [.038, [.103, [.008, [.035, [.098, [.007, [.037,[.047, [.050. [.033, [.040, [.043,

.107] .218] .080] .097] .210] .067] .087] .098] 106] .080] .085] .091]
FIR .009 .009 .009 .008 .009 .008 .000 .000 .000 .000 .000 .000

[-.009, [-.009, [-.009, [-.008, [-.009, [-.008, [.000, [.000, [.000, [.000, [.000, [.000,

.026] .027] .027] .024] .026] .023] .000] .000] .000] .000] .000] .000]
Unique variancesof(g)) .148 129 .259 .166 .099 .300 433 315 .389 .302 .203 297

[.098, [.085, [.178, [.111, [.064, [.210, [.369,[.259, [.329, [.249, [.161, [.245,

.198] 73] .341] 221] .135] .389] .496] .371] .449] .355] .244] .349]
Covariance of NARS angl -.036 -.035 -.035 .033 .034 .030 n.a. n.a. n.a. n.a. n.a. n.a.

[-070, [.068, [.068,  [.004, [.004, [.003,
-002] -002] -001]  .062] .063] .057]




a7

Note. The numbers between brackets are the lowckupper bounds of the 95% confidence intervals =Gfkouped-alternated condition; GM
= grouped-massed condition; DIS = dispersed camditNARS = net acquiescence response style; IM@truction manipulation check; FIR =

First Item Reversed dummy variable; see Figurer 2moexplanation of the other terms in the firduom.
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FIGURE CAPTIONS

Captionsfor Figure 1:

Figure 1. Method factor models described in the literatdrand Y are substantive
latent factors; M1 and M2 are method factors. Thigue terms are indicated by
arrows leading to the items, but they are not kdbelxplicitly and their variances are
not shown for simplicity. Items p1 to p6 are regyl@on-reversed items); items nl to
n6 are reversed items. If the loadings are senity (freely estimated but constrained
to be equal across items), the corresponding factaance is freely estimated (set to

unity). All method factor loadings are assumebteqositive.

Captionsfor Figure 2:

Figure 2. Graphical depiction of the proposed integrated rhofieeversed item bias
for a specific item configuratiol.= substantive construaf; = inconsistency bias;
NARS = net acquiescence response style; IMC =ung8tm manipulation check; Z =
other influences on inconsistency bigs= confirmation bias; FIR = First Item

Reversed dummy variable.
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SUPPLEMENTAL MATERIALS

M ODEL SPECIFICATION FOR STUDY 1

The model of Study 1 can be specified as follows:
pr=(+) &+nNitna+em
P2= (F)Ap2& +N1+ N2+
M= (DA€ +N1—N2+&m

= (-)An2& +N1—N2+En2
N1 =Ynars NARS + Z

N2 = Yconfbias FIR
See Figure 2 in the paper for variable labels.

Although not shown explicitly, the model is a thmgr@up specification for the
grouped-alternated, grouped-massed and disperselitions. In the final model of
Table 1, group-invariant parameters are estimated,b, An1, An2, Ynars @NdYconfoias
and group-specific parameters are estimatedd@), 0°(NARS), 6*(FIR), 6°(€py),
02(5p2), 0%(en1), 0(€n2), 0(%, NARS), ando®(Z). The last term is the residual variance
in N1, which is interpreted as the variation in carelesponding in Study 1. The total
number of parameters estimated is thus 32, ané #iece are 63 distinct variances

and covariances across the three conditions, tllehhas 31 degrees of freedom.
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M ODEL SPECIFICATION FOR STUDY 2

The model of Study 2 can be specified as follows:

pr=(+) & +ni+tnNa+égn
P2 = (H)Ap2& +N1+N2+ep
P3=(+)Ap3& +N1+N2+¢€ps
Mm=(")An& +N1—-N2+é&m
M= (-)An2& +N1—N2+&n2

= (—)An3&§ +N1—MN2+E€n3
N1 = Ynars NARS +yimc IMC + Z

N2 = Yconfbias FIR
See Figure 2 in the paper for variable labels.

Although not shown explicitly, the model is a thgr@up specification for the
grouped-alternated, grouped-massed and disperselitions. In the final model of
Table 1, group-invariant parameters are estimateN,, Aps, Anz, An2, An3, YNARS:

yime, andycontvias @and condition-specific parameters are estimaied4£),

0°(NARS), 6*(IMC), o*(FIR), 6°(€p1), 0°(€p2), 07(Ep3), O°(En1), G°(En2), O°(Ena), and
0%(Z). 0(Z) is the residual variance im, after controlling for NARS and IMC. The
total number of parameters estimated is thus 44 sarte there are 135 distinct
variances and covariances across the three camglitiee model has 94 degrees of

freedom.
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| TEM DESCRIPTIVE STATISTICSBY CONDITION (STUDY 1)

variance-covariance matrix
M pl nl p2 n2 FIR NARS

GA pl  4.811 2.288
nl  3.085 -1.774 2.536
p2 4755 1.925 -1.693 2.244
n2  3.274 -1.624 2.167 -1.704 2.620
FIR  0.443 -0.001 0.019 -0.043 0.125 0.249
NARS -0.553 -0.191 0.272 -0.245 0.324 0.038 0.282

GM p1l 4.562 2.207
nl 3.042 -1.129 2.314
p2 4.740 1.990 -1.357 2.384
n2 3.010 -1.269 2.189 -1.492 2.558
FIR 0.510 -0.09 0.073 -0.139 0.026 0.253
NARS -0.498 -0.135 0.290 -0.183 0.328 -0.014 0.265

DIS p1 4.712 2.324
nl 2.933 -1.214 2.199
p2 4750 1.714 -1.299 2.267
n2 3.038 -1.698 1.692 -1.796 2.814
FIR 0.433 -0.117 0.185 -0.066 0.061 0.248
NARS -0.426 -0.173 0.225 -0.197 0.302 -0.006 0.292

Note. GA = Grouped-alternated condition (N = 1@Bl = Grouped-massed
condition (N = 96); DIS = dispersed condition (NL84).
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| TEM DESCRIPTIVE STATISTICSBY CONDITION (STUDY 2)

Variance-covariance matrix

Mean pl nl p2 n2 pl n3 FIR NARS IMC

GA p1 3.137 1.045

nl 3.078 -0.349 1.009

p2 3.373 0.643 -0.429 1.062

n2 3.255 -0.462 0.724 -0.506 1.087

p3 3.623 0.530 -0.498 0.550 -0.540 0.857

n3 3.314 -0.494 0.645 -0.518 0.826 -0.533 1.093

FIR 0.505 -0.030 0.025 0.003 0.070 -0.050 0.016 5D.2
NARS 3.458 0.071 0.024 0.064 0.013 0.060 0.007 40.010.112
IMC 0.064 0.016 0.035 0.011 0.036 0.000 0.030 -3.000.011 0.060

GM  p1 3.022 1.135
nl 3.301 -0.621 1.228
p2 3.242 0854 -0.667 1.233
n2 3.333 -0.620 0.991 -0.730 1.283
p3 3586 0.766 -0.799 0.890 -0.787 1.239
n3 3.403 -0.629 0.964 -0.745 1.086 -0.914 1.355

FIR 0.505 0.076 -0.004 0.110 -0.014 0.043 -0.001 250.
NARS 3.452 0.082 0.004 0.109 -0.016 0.079 -0.021 1%.0 0.123
IMC 0.027 0.005 0.014 0.010 0.009 0.006 0.016 0.008.004 0.026

DIS p1 3.137 1.001
nl 3.298 -0.346 1.014
p2 3.332 0675 -0.401 1.036
n2 3.337 -0.429 0.777 -0.471 1.146
p3 3517 0556 -0.448 0.627 -0.600 0.957
n3 3.317 -0.486 0.655 -0.615 0.858 -0.703 1.188

FIR 0.512 -0.021 0.001 -0.014 -0.003 -0.011 0.001.250
NARS 3.392 0.053 0.029 0.083 0.015 0.049 -0.021 08.0 0.114
IMC 0.034 0.005 0.010 0.008 0.031 0.007 0.011 -3.060.001 0.033

Note. GA = Grouped-alternated condition (N = 2@\ = Grouped-massed
condition (N = 205); DIS = Dispersed condition (N265).



