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ABSTRACT

Nowadays, combining high-bandwidth con-
nections {e.g., 3 Mb/s/user) and fast-moving
users {e.g., on a train at 300 km/h) while keeping
a sufficient level of QoS is still an unsolved bot-
tleneck. In this article we propose a celluiar
trackside solution for providing breadband mul-
timedia services to irain passengers. A Radio-
over-Fiber network in combination with moving
cells forms the base of this realization.

INTRCDUCTICN

To provide the present spectrum of mulumedia
services (e.g., Video-on-Demand, Online gam-
ing, Voice~over-IP, etc.) 1o train passengers, an
access network characterized by high bandwidth
reguirements and with a high level of quality of
service (Qo8) is desired. The challenge telecom
operators are facing today is to examine how the
required bandwidth and guality can be provided
to the train carriages. Currently used cellular
and satellite technologies cannot be considered
as an appropriate soiution because either they
are limited i bandwidth or they suifer from an
unaccepiable delay.

Therefore, we designed a dedicated celular
wireless network a long the rad tracks. However,
most cellular networks ip combination with fast
moving users, such as train passengers, have one
important drawback: the frequent handovers
when hoepping from one base station (BS) 1o
another cause numerocus packet fosses strongly
reducing the bandwidth. An attractive solution
to solve this deficiency could be delivered by an
optical access network using Radio- over-Fiber
{RoF} m feed the be ase st ations insialled along
the rail tracks, and this in combination with a

“moving celi” concept. This work is also o part
of cur FAMOUS {FAs MOving Users) archi-
tecture 10 deliver broadband connections (o
moving users [1].
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respectively. Some simulation results demon-
strating the correct working of the moving cell
concept are given. Finally, we prasent a first
optical switching architecture to realize these
moving cells in the optical domain.

MOTIVATION

BANPDWIDTH REQUIREMENTS
We can assume the broadband connections in
train will approximately foliow the connections
available at home (nowadays, approximately 5
Mb/s) with a detay of some years {five years, for
instance). To estimate the total bandwidth need-
ed an the train, we have to put a value on the
number of users. Recent high-speed and interci-
ty trains can carry, for example, 750 to 1000 pas-
sengers, and some double-deck trains are
equipped with even 1500 seats or more, During
rush hour, the seating capacity of the train will
be nearly completely occupied, and supposing 10
percent of the passengers want to have broad-
band access (for a more detaifled user stady, see
[21), we need a total bandwidth of 375 to 750
Mby/s, and almost 750 Mb/s for a double deck
train. These figares take an individual bandwidth
of 3 Mby/s Into account. However, in general, a
user will not need a dedicated connection of 5
Mb/s, and we may consider a certain form of sta-
tstical multipiﬁxing, With a muitipia_\'inﬂ factor
of, for example, 28, we aecd 37.5 Mb/s for a
double-deck train. In the distant H.IHJTL, band-
widths of 160 Mb/s or even 1 Gb/s will also be
available at home. To offer this to train pagsen-
gers while taking into account a train with 1400

passengers, & tzke rate of 10 percent, and a mul-
tiplexing factor of 20, a toal bandwidth of, for

gxampie, 1.3 t0 5 G nowill be desired.
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To provide high-capacity services to high-speed
train users a hierarchical approach will be
required, consisting of a separate link hetween
the raflway and the train on the one hand and
between the train and the users on the other
hand. In the train carriages themselves, the
[nternet comnection can be provided by the same
technology as used by home users, ¢.g., WLAN
[EEE 802,11 technology {or its successors). With
the help of ane {or more) access point per car-
riage, all pussengers can have wireless Internet
access. Next to the disiribution in the cz irrmgus‘
the connection between the train and the fixed
network i3 definitely the most chalienging one.
Nowadays. the most used technologies are cellu-
lar-based (trackside) und satellite solutions,

Satellite has some specific Emitations such as
a considerable inherent delay (approximately
3030 to 600 ms), which makes them less suitable
for real time applications. it is also limited in
bandwidth, an important demerit when a large
number of train passengers {(possibly spread over
several tramnsy are using Internet access. Finally,
line of sight 18 required: there is poor satellite
coverage in dense vurban and hilly areas, and in
tunnels there is tetally no coverage. As a result,
sateilite will not be able to cover all future
requirements for broadband muliimedia services,
However on some specific long-distance lines
{e.g., in very rural arcas), satellite may have its
place in the near future.

Cellular technologies, on the other hand, are
Aot Hable to such high delays, but mostly there is
a trade off between mobility and available band-
width (Fig. 1. At a typical train speed {e.g., 160
km/h for an intercity train or even 300 km/h for
a high-speed wrain), most present standards have
a much lower data rate than the desired figures.
However, in the long term, we believe high-
speed Internet connections have to be brought
to the train by cellular trackdide networks and,
4% a conseguence, the technology has to be
adapted in that manner. The reduction of the
cetl size {e.g., 100 m cell diameter) and the
adapfation to a one-dimensional cell pattern are
twWo important aspects to succeed in the chal-
lenges described above. An increasing handover
rate i an important consequence of reducing the
cell size. A high-speed train of 300 km/h in com-
bination with a cell size of 100 m corresponds to
ong handovcr every 1.2 s, With current handover
times in the order of, for exampte, 8.1 to 1 5, this
is intole rabl«. Thus, the most important chal-
lenge will be to minimize the handover times,
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(senarce: UMTS Form [3]),

the train. With fre equencies out of the millime-
ter-wave band, the cell size has to be very limit-
ed, since the transmitted waves suffer highly
from atmospheric attenuation, which causes
increased radio propagation losses. As a conse-
quence, these systems require a high density of
micro (300 m) or even pico {100 m) cells

Pico-cell networks oifer operational benefits
as well. The small cell sizes enhance efficient
frequency spectrum reutilization, which makes it
possible for them to offer integrated broadband
wireless services to a large number of users per
given area, Mainly the 60 GHz frequency band
kas unigue properties when it comes o short-
range communication. The unigue scientific
properties of this band and how it operates in
our atmosphere makes it an ideal cheicc for
short-range, high-bandwidth telecom applica-
tions. One of the greatest strengths of 60 GHz
band is its performance in atmospheric oxvgen.
Oxygen absorbs {requencies around 60 GHz, and
thus limits its communications range [4].

OPTiCAL ACCESS NETWORK

From the previous paragraph, it turns out a Hugc
number of base stations are required along th
ratlways and combined with, for example. the f}f}
GHz frequencies, such a dedicated cellular net-
work could be quite expensive. To reduce the
associated costs, it would be very interesting o
build the base stations along the iracks as cheap
as pussible, In this case, an RoF newwork can
oifer an appropriate solution (3], An RoF sysrem
is @ fiber-fed disiributed anfeana network, s
goal i to transfer complicated signal processing
functions from the base stations along the rail-
way (in 4n R(; nerwork indicated s Remote
Antenna Units or RAUS) 1o 2 centralized eon-
";i \'1'11%'3;7 The expensive signal pmawsi ng
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The control station can switch the downstream
packets to the new RAU almost as soon as when
the first packet reaches the controt station by
using this new RAU. Of course, the control sta-
tion needs to remember the previous RAU in
order to avoid switching back again in the over-
lap area.

<OnEE- |
Gateway

Internet

COMPARISON WITH A CLASSICAL SOLUTION
Finatly, we also stress the difference with a clas-
sical cellular wireless network {e.g., the current
GSM, UMTS networks), where, on one¢ hand, a
base station {Base Transceiver Station or BTS in
case of GSM, Node B in case of UMTS) trans-
mits/receives the RF signals to/from the mobile
users, and on the other hand, it also processes
the RF signals. Now, both functionalities are
split up between the RAU and the control sta-
tion. All intelligence from the base station will
be situated at the control station and the RAU
can merely be considered as a passive device,

Centralized
I control station

RAL,
i

# Figure 2. Radio over fiber network providing Internet on the train, including
centralized control station containing the different base stations, remote anten-
sa units (RAUs) along the rail track, and an optical ring network connecting
them all,

network. As is expiained in more detail below, a
promising candidate topology to connect all
RAUs in the range of one control station is a
ring network.

Figure 2 shows an example of a RoF-based
cellular network. Several RAUs (RAU, 1o
RAUy) are located along the rail tracks, and an
optical ring network interconnects them. All
RAUSs within the same ring are under supervi-
sion of a centralized control statjon, where all
processing is performed. We can also depict this
as if the base stations themselves are located in
the control station, and then connected to each
RAU via the RoF network (Fig. 2}. This means
the wireless signals transmitted by a base station
are not immediately broadcasted into the ether,
but firstly, they are carried by an optical fiber to
the RAUSs, and there they are put into the ether.
Commonly, each RAU is linked with a fixed
base station in the controf siation, and will also
have its fixed radio frequency. In the next sec-
tion it is shown that it can be useful to abandon
this last property.

TrarriC ROUTING

in the downstream direction, the data waific will
be modulated at the right radio frequency in the
control station, Then these radio signals will be
converted to the optical domain, and next trans-
mitted by an optical fiber to the RAUs. The lat-
ter ones only have to recover the radio signalg,
which can be immediately transmitted to the
train antennas without any further processing. In
the upstream direction, the RAUs will capture
the whole used frequency band, and this band is
transmitied to the control station, where the
desired frequencies are filtered out, and further
processed.

To gei the downstream packets at the right
RALU, the control station has to keep track of
she train focation. This can easily be done by
monitoring the upstream packets coming from
the train. The RAU capruring the upstream
nackets is likely the one situsted closest to the
train. When the tra soving and the signals
are captured by & new RAU, thi
Be the only HAU communicating

and thus becomes significantly simplified, which
is a critical issue in these high-frequency systems.
Without the simplification of the RAUSs, the
deploymeni of micro- or pico-cell networks
remaing impractical in terms of system instalia-
tion, operational and maintenance costs. On top
of this, system upgrade and adaptation is also
made much easier, since the critical equipment
is centralized,

Mowving CeiL CONCEPT

HANDOVERS

Each time a train antenna exceeds the cell
boundary of the RAU to which it is connected at
that moment, it has to reconnect to the next
RAU, which means a handover has to take place.
As mentioned above, the handover rate will
drastically increase when the cell size is reduced
to a diameter of, for example, 100 m. It is
extremely important to keep the handover times
as short as possible (i.e., implementing a fast
handover), and handover times in the order of,
for example, 100 ms to 1 s are absolutely imper-
missibie. As described in the previous section, all
inteliigence is concentrated in the control sta-
tion, and it is our inteation to fully exploit this
feature to implement the handovers.

When the train crosses the cell boundary of a
RAU, some typical handover actions, briefly
summarized below, have to be performed. The
purpose of the handover procedure is to move
data and control channels of the connection
from the RAU and corresponding BS currently
communicating with the train (what we call the
“old” RAL/BSY to snother RAU (located in
another celly and BS (the "new” RAU/BS) Usu-
ally, by evaluating received measurements from
the train, the control station has to decide which
cell and related BS/RAU is bost suited to keep
the connection. Luckily, in the proposed (one-
dimensional} network. there 5 no doubt about
the choice of the new RAU: it iz simply the next
RAU (and associated BSYin the divection the
train is moving. The ofd BS detects the necessity
of 4 handover from the measurements last
receved from the g
the “hamd
tin, which pren
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a connection to the train. Then, the new BS ini-
tiates the handover by transmitting the “hand-
over command” message to the train through
the old BS. This step permits the train to locare
the radio channel of the new BS/RALL Upon
receipt of the “handover command” message,
the train initiates the establishment of lowar-
layer connections in the new radie chunnels. In
erder to establish these connections, the train
sends a "handover burst” message to the new BS
and, when successful. transmission is established
between the train and the new BS through its

RAU. Finally, the train sends the “handover

complete” message 1o the old BS through the

new B3, Upon receiving this message, the old BS
releases the old radio channels,

Afrer determining the need for a handover,
two important actions have (o be executed:

* Preparing the new BS for ¢stablishing a
connection with the rrain, so that the data
flow has to be processed by this new BS in
the control station,

¢ Establishing lower-layer connections in a
new radio channel between the train and
RAU.

However, in the proposed network architecture,

all base stations are grouped in the control sta-

tion, and normally, only one train will simaltane.
ously be within range of a certain RAU (the
case of crossing trains will be addressed further
in this section). Keeping in mind these two fea-
tures, we have proposed the moving cell concept
10 reduce the handover times.

Moving CELLS

Instead of the train moving aleng a fixed repeat-
ed cell pattern, we consider a cell pattern that
moves together with the train, so that the larter
¢an communicate on the same frequency during
the whole connection, also avoiding most (cum-
sersome} handovers. The idéa of moving cells is
not completely new; in [8], there was a proposal
with physically moving ceils. The idea was rather
futuristic, and the operation and maintenance of
such a network is also a paint of discussion.
However, the same principle. now with frequen-
cies moving together with the train, can offer us
the opportunity to reduce the handover times.
Thanks to the central control system, we can
implement these moving cells by reconfiguring
the optical network feeding the RAUs, [n this
way, the speed of the cells can rather easily be
synchronized with that of the frain, and by means
of current optical switching technuology, the
required reconfiguration time shouid be kept
minimal, Finally, we wani to stress the moving
cell concept is extremely attractive in a train sce-
naric, where o “burst of users” moves all togeti-
or Al thwe same speed.

By applving the moving celd concent, the
actiong th 1o be performed after deter-
maning the nead for a handover. will sericusly
f - The BS before and after the handover
i Gouniy the used RAU will

that each BS 5 ao
P RAL and, besides,
i ihie

o equip the

more, the same radio channel will also be used,
80 no new lower-layer coanections have 1o be
established between the RAU and the train, The
only action that has to be executed is that the
output of 4 base station has to be transmitted to
another RAU. Simply by an optical switch, it
should be possible to complete the handover, So,
no synchronization between the preparation of
the new base station and the shift of the radio
channel in the connection between the RAL
and the train is needed. [t is exactly this synchro-
nization that can be very time-consuming, and
which is responsible for the fact ¢lassical han-
dover times often have an order of magnitude of
s and the proposed moving celil concept will
offer an efficient solution.

NUMBER OF BASE STATIONS

So far, we have considered the hasic situation
with only one antenna on the train. For capacity
reasons, we can also install two or more anten-
nas, using different vadio frequencies, on the
roof of & train. In this case, cach train is con-
nected to more than one BS at the same time
and we have to equip the control station with an
adapted switching architecture, so all antennas
on the train can stay connected with a fixed BS.
Several implementations are possible: ali anten-
nas connected to their own fixed BS via the
saume RAU (e.g., a separate antenna for down-
and upstream traffic), several antennas spread
over the length of the train and connected with
their fixed BSs via different RAUs {e.g., each
antenna installed on a different carriage) or a
combination of both. If one or more BSs are
connected to the same RAU, this RAU will
transmit several noninterfering frequencies.

Finally, the case with several trains within
range of the same control station can be com-
pared with 2 capacity extension on one train.
However, here, we have to make a distinction
between trains passing a different RAL! and
trains simoltaneously passing the same RAU.
The first situation is very similar to this one with
several antennas instzlled on one train. The
biggest difference is that the antennas on differ-
ent trains will generally not move at the same
specd. So, the implementation in the control sta-
tion will become slightly more difficult. in the
other case, where two trains puss each other in
the same direction (passing trains) or in the
opposite direction {crossing trainsy, two different
B3¢ have o be connected with the same RAL.
again transmitting neninterfering frequencies,

SIMULATION

By simulations. we could demonstrate a correct
aperation of the moving cell concept. In first
instance. we fovused on a future technoloey with
millimeter-wave frequencies. but current stan-
dards can alse be adapted to implement moving

i 7. In our simulation, we ha
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concept of capturing
a whole fre@uen?:y
band, we have.
instalied a number of
wireless network
cards in the nodes
that act as RAU s¢
we tan capture a
srafl selection of
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There is one network
card needed in sach
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card needed in each RAU for each train/channel
we want to support.

Instead of an optical network, we have fall-
en back on Ethernet in the simulation environ-
ment {Fig. 3). By counecting the control station
and the RAUs with a hub or switch and give
ail nodes a dedicated MAC address, we could
simulate the optical fiber, by which the control
station sends packets to each RAU separately.
To model an RoF network, the RAUs encap-
sulate the whole captured packet, including
extra information like signal/noise ratio and
received power into a new Ethernet packet and
send it to the control station. The RAUs only
forward these packets, so they really act like
dumb antennas.

To give a first indication of the correct work-
ing of the moving-cell concept, we have consid-
ered the following scenario. We have placed
three RAUs at a distance of 200 m from each
other. Each of them has a coverage range of 163
m so there is an overlap area of 10 m. We have
used two trains, moving in the opposite direction
and this at a speed of 40 m/s {(~144 km/h). The
first one starts at RAU, and moves towards
RAU; while the second one makes the apposite
movement. A User Datagram Protocol (UDP)
test stream is sent in downstream as well as
upstream direction, The UDP throughput is
shown in Fig. 4. 1t is clear the network connec-
tion is not hmkm when changing 16 2 new anten-
na. We can remark upon the two peaks where
both trains are in an overlap area, and where
their traffic iz captured by two RAUs and sent to
the control station together. We can also clearly
see tne traffic from the control station o RAU,
stops as soon as the first packet from RALL i3
received, When both trains are in the ares of
RAU;, the waflic is twice as high. These simula-
iz'(} results shew & correct operation of the mov-
cell concept, by which the traditionsl
handover problem can be avoided,

& Figure 3. Sinudation setup to demonstrate the moving cell concept.

BasiCc OPTICAL SWITCHING
ARCHITECTURE
DESCRIPTION

In addition to the simulation with IEEE 802.11b
technology and an Ethernet network, we also pro-
pose a first optical switching architecture to
implement the moving cells in the control station,
First of all, we emphasize that the reconfigura-
tion, needed to implement these moving cells,
takes place entirely ins the opiical domain. Thanks
to a ring network, the same fiber can be used by
all RAUs within range of the control station and
by using Wavelength Division Multiplexing
{(WDM), each RAU can be associated with a ded-
icated wavelength. By és‘;lg,mng a fixed wave-
length to each RAU, it is possible to efficiently
switch the output of a certain BS to ancther
RAU, In this section we immediately consider the
general situation with scveral antennas within
range of the same control station: (whether spread
over several trains or not), All RAUs within reach
of an antenna could then be fed by another radic
signal, with each delivered by a fixed wavelengzh.

A possible way (o implement the moving cell
concept is iltustrated in Fig. 5. The intention is
to accomplish the moving celis by switching a
couple of optical switches in the control station.
If. in each RAU, there is installed a fixed Opti-
cal Add Drop Multiplexer (OADM), then a
fixed wavelength is terminated in each RAU.
The idea is then to put the desired frequency for
a certaim RALU on the right wavelength. This can
be done through the use of some optical switch-
¢s i combination with @ WIDM laser.
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8 Figure 5. Basic architecture in the control station fo implement moving cells.

right RF signal, this wavelength has 1o leave the
right output port of Ehe optical switch, Based on
&1:: example of Fig. 5, m = 3. and the output
arder is, for uxﬁimpia‘ #q. hgy, App Consequently,
Ay is modulated with REy, and so on. The modu-
lated wavelengths 1&.&\1130 the RF modulators are
multiplexed, and transmitied through the optical
fiber o the right RAU. The RAU equipped with
the GADM dropping Ay will transmit its infor-
mation on REL

THEQRETICAL EVALUATION
The switchover of only some optical switches
i the conral station will be much less time-con-
suming than sical handovers. Handover times
of HH ms, 5 ot an mup m;}
ching tim
Fia

i,

crder of ns or us {dee t
4 =, and whe

CTages

rodyce many

That a handover time of [ s is not sufficient
was already proved above. A cell range of 109
m combined with & train speed of 300 km/h
means a handover every 1.2 s, and in combina-
tion with a handover time of 1 5, we achieve a
loss of 0.83 {no. 7 on the chart of Fig. 6). which
1\ unacceptable. As shown in the chart of Fig,

3, this ioss decreases a 1ot when using our
z‘arcézéiﬂcmrc with optical switches. The num-
bers on the chart c{}z’r;}spm}d with the numbers
in the table, and 2 speed of 160 km/h as well as
300 km/h is depicted. It is obvious the influ-
ence of the speed 15 much smaller than this of
the different switching times, which vary sever-
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B Figure 6. Some optical switches with their switching times [8], and the corre-
sponding losses.

CONCLUSION

In thig article we have proposed a cellular track-
side selution to provide broadband Internet
access to train passengers. The solution is based
on a Radio-over-Fiber (RoF) network te reduce
the costs of the remote antenna units along the
rracks. Furthermore, we have proposed a moving
cell concept to limit the handover fimes when 2
frain moves form one cell t0 another ong,

Simulations in a simplified network demonstrat-
ed the correct operation of moving celis. More
detailed simulations are still required in the future;
however, these results are already very promising.
Finally, a basic optical switching architecture for
the control station was proposed. It is possible to
implement the moving cells entirely in the optical
domain, and this by some optical switches in the
control station of the RoF network.

To provide real broadband access (o train
passengers, we believe our solution will become
very promising in the future. Finally, we also
want {0 remark that our solation is a standard
independent oneg.

REFERENCES

1 F. The Greve ef of | "FAMOUS: A Metwork Architecturs
for Cebvering Multimedia Services to Fast Moving
Lzers,” Wireless Pers, Commnurn, 4, vol 33, June 2005,
po. 181304,

(2} G. wilde, internet Experience and Attitudes,” #WCES

Train Jormmun, Syv 2008, London, UKL June 2006

LATE Fory TAG tobils Groadbend

and Person : t

worsy umits-forum.org/ser : :

: diz PLFs Papers Towards-Mobile-

[4] Terabeam, "Performance Characteristics of 60-GHz
Commaunication Systems,” white paper, Oct. 2002;
hitpffanww terabeam. comydownloads/whitepapers/T8 6
0_Ghz . pdf

{5] H. Al-Raweshidy and S. Komaki, Radfic over Fiber Tech-
nofogies for Mobiie Communications Networks, Artech
Hause, 2002,

{81 C. B. Gavrilovich, “Broadband Communication on the
Highways of Tomorrow,” IEEE Commun, Mag., vol. 39,
no. 4, Apr. 2004, pp. 146-54.

(7104, Garcia Larrode, A, M. 1 Koonen, and P F. M, Smul-
ders, “Impact of Radic-over-Fiber Links an Wireless
Access Protocols,” Proc. Nefertiti Wksp. Miflimeter
Wave Photonic Devices and Technologies for Wireless
and [mayging Apps., Jar. 2005,

[8] G. L. Papadimitriou, C. Papazoglou, and A. S, Pomport-
sis, “Optical Switching: Switch Fabrics, Technigues, and
Architectures,” /. Lightwave Tech., vol. 21, no. 4, Feh.
2003, pp. 384-405.

BIOGRAPHIES

BarT Lannco {(bart.lannoo@intec.ugent.be) recaived an
M.Sc. degree in electrical engineering from Ghert Universi-
ty in 2002, Since August 2002 he has been waorking with
the Department of informatien Technology (INTEC) of the
Faculty of Applied Sciences, Ghent University, as a doctoral
researcher. His current research interests are in optical
access networks, including both fixed access networks
{FTTw) and optical access for wireless communication.

Dioler CoLlk {didier.colle@intec.ugent.be) received an
M.Sc. degree in electricat engineering {option: communi-
cations) fraom Ghent Unbversity in 1987 Since then he has
been working at the same university as a researcher with
INTEC, He is part of the INTEC Broadband Communication
Netwaorks {IBCN) research group headed by Piet
Demeester, His ressarch led to a Ph.D. degree in February
2002. He was granted a postdoctoral scholarship from
the Institute for the Promation of Innovation through Sci-
ence and Technology in Flanders (IWT-Viaanderen) in the
period 2003-2004, His research deals with design and
planning of communication networks, This work focuses
on optical transport networks to support the next-genera-
tion Internet. He has actively been involved in several iST
projects (LION, OPTIMIST, DAVID, STOLAS, NOBEL, and
LASAGNE), COST actions 266 and 291, and the ITEA/IWT
TBONES project. His work has been published in more
than 100 scientific publications in international confer-
ences and journals.

bamn Proxaver {mario.pickavet@intec.ugent. be) received
M.Se. and Ph.D. degrees in electrical engineering, speciab
ized in telecommunications, from Ghent University in
1996 and 1999, respectively. Since 2000 he has been a
professor at Ghent University where he teaches courses
on multimedia networks and network modeling. His cur-
rent research interests are related to broadband commu-
nication netwaorks (WDM, 1P, [GIMPLS, OPS, O8S) and
include design, fong-term planning, and routing of core
and access networks, In this context he is currently
involved in the Furopean IST projects LASAGNE and e-
Photon/ONe, He has published more than 150 interna-
tional publications, in both journals and proceedings of
conferences. He s one of the authors of the book Net-
work Recovery: Protection and Restoration of Optical,
SONET-SDH, 1P, and MPLS.

PiET DEMEESTER (Plet. Demeesterdintec. ugent.be) receved an
M.Sc. degree in electrical engineering and a Ph.D. degree
from Ghent Universidy i 1984 and 1988, respactively. In
1967 he started 2 new research activity on broadband
communication networks resufting in the INTEC IBCN
research group. in 1993 he became a professor at Ghent
University, where he is responsible for research and educa-
thon en communication netwarks. His research activities
caver vanouz (P, ATM, SO, WD, arcess, active, mokisl
communication networks, and include network planning,
natwork and service management, telecom software, inter-
setworking, network protocols for QoS support, and so
forth. He is the author of more than 400 publications in
the area of & ¥ design, o ization, and manage-
ment. He sop oy er of the pditnrial boards of several
internationst journals and has been 3 member of several
teghmgal program zommittess (ECOC, OFC, DRCK, ICCCN,
and 751

54

-

ommunicarions Magazine » Fehroary 2007




2

Vol. 45, No.

ry 2007,

Februa

Msoc.

E

AGAZIN

74

1

or

®

WIWW.CO




