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Abstract: The standard 802..1 WLAN protocol performs well for data
communications, However. in contrast v data communications reai-time audio
and video communications require strict bandwidtn, delay and jitter guavantées.
Because of the wpically bursty error charactersstics of a wireless channel the
SU2.11 WLAN protocol can ot aiways (LI those requirernents. In this paper
we aresent Tae cesign of an LDP protocol hooster based on negative selective
scknowledaements which takes into aceount the playback deadline of real-rime
packetz und ties 1o predict packer loss i order to reduce the overall delay. A
st bed implemeniation Jdemensirales the  prowcol booster considerabiy
Anproves the overall perivrimance i the presetee of [ong Cror bursis on he
wircless clinningi.

1. Introduction

EEE 80201 Wireless LAN (WLAN) is currently cie of the most w iaely used wireless
wehnologies. lts main characteristics ave simplicity. flexibility and cost ¢fTectiv eness.
SO2.TT WLAN provides people with a ubiquitous environment for communication within
their ottices, homes, campuses, ete. At the same time the use of multimedia applicaiions
s invreasing expoaentially. People are expecting high quality video and audio even while
moving in the office or tavelling avound campuses. '



In contrast to data communications, which are often very sensitive to packet loss,
audio and video communications also require strict bandwidth, delay and jitter
guarantees. This poses many challenges as wireless links suffer from a high loss rate,
bursts of frame loss, large packet delay and jitter. Furthermore these characteristics are
not constant and vary over time and place. '

The current 802.11 WLAN protocol [1,2] uses a Stop and Wait Automatic Repea
Request Protocol (SW-ARQ), which is a simple and very efficient technique that
performs well for data communications, but can introduce large packet delays. It requires -
a receiver to send an Acknowledgement (ACK) to the sender for each correctly received
MAC frame. Frames that fail the Cyclic Redundancy check at the receiver are simply
ignored. If no ACK is received shortly after transmission, the sender retransmits the
packet afier a random delay (which increases with the first few retransmissions of the
same packet), repeating this process as long as needed, until an ACK is received or until
it reaches the maximum retransmission threshold (e.g. 7), at which point the sender gives.
up. This behaviour introduces large packet delays if long error bursts occur and the '
maximum retransmission threshold has a high value.

Every real-time streaming packet has a playback deadline and becomes useless if
received too late at its destination due to multiple retransmissions. The 802,11 WLAN
protocol has no knowledge of this deadline information and will unnecessarily retransmit -
packets. .

There has been done considerable research on the topic of quality of service
(QoS) support for IEEE 802.11 WLAN. Some techniques make use of service
differentiation based schemes, for example the EDCF [3] and HCF [3, 4] schemes that
are used in the forthcoming 802.11e standard. Other techniques make use of error control
schemes, for example SE-ARQ [5], GBN-ARQ [5] or forward error correction. Those
techniques all have in common that they adapt the standard 802.11 protocol itself,

In the approach presented in this paper we tackle these problems by reducing the .
maximum 802.11 setransmission threshold to zero or a low value (to eliminate the delay),
and wrapping an extra retransmission protocol around the standard 802.1 1 WLAN
protocol. This protocol not only does not retransmit packets that will miss their playback
deadline but also makes use of selective negative acknowledgements (SNACKs) to
reduce the amount of redundant traffic and extra delay that would otherwise be
introduced by the error control protocol over the wireless link.

We base our method to improve the performance of real-time multimedia
communication over 802.11 WLAN on the concept of protocol boosters. Protocol
boosters are modules that improve the performance of the original protocol [6, 7].
Because they do this in a transparent way, i.e. without modifying the end-to-end
messages of the original protocol, transmissions can still continue even if the booster
fails, although with reduced performance. A booster can be inserted in the network at any
place (e.g. at an access router or a mobile host) and can add, remove or delay protocol
messages. The main advantages of protocol boosters are their ease of deployment (there
is no need to adapt the original protocol) their adaptability to make them suit the specific
needs of the network environment and their robustness. Since most multimedia
communications use UDP/IP as their transport protocol because it introduces very little
overhead (e.g. compared to TCP/IP) we focus on this protocol.
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The remainder of this paper is structured as follows. In the section 2 we present
the booster, the components it is composed of and the improvements it makes in the
transmission of multimedia communication streams. In section 3 we present results of our
experiments executed on the Click Modular Router platform [8].

5. UDP booster protocol

The booster we describe consists typically of two booster elements. One element is

- placed before the wireless link (for example at an access router) and one behind the link
(for example at a wireless host). In the protocol stack the booster protocol is situated

- petween the MAC layer and the network layer, but makes use of information from the

network layer, transport layer and even from the application layer.

v

r'y

Wireless Link

Booster 1 Booster 2

Figure 1 — Functional structure of the booster

Each booster element is split into a booster head and a booster tail (figure 1). The
head of the first booster element stores a copy of all arriving packets and the time of their
arrival at the booster element in a circular FIFO buffer. It then adds additional booster
specific information to the options field of the IP header of the packet. This information
consists of a flag indicating whether the packet is a regular or a retransmitted packet and
a sequence number that is incremented with each new arriving packet. It then passes the
packets on to the MAC layer. We make the assumption that packets arrive at the second
booster element in the same order they were handled at the first booster element. The tail
of the second booster element removes the added booster options from the IP header of
the packets. If the tail notices one or more packet were lost over the wireless link (based
on the range of sequence numbers it did not receive) it sends a SNACK to the first
booster element asking for the lost packets (see figure 2). A SNACK has priority over all
other traffic that needs to be sent over the wireless link.

2.1 Retransmissions based on selective negative acknowledgements

When the head of the first booster element receives a SNACK it will retransmit only
those packets that will actually arrive at their destination before the playback deadline.
The information needed by the first booster element to achieve this is included by the
second booster element in a Maximum Delay Field in the SNACK. This field contains
the maximum delay packets may sustain over the wireless link to still be capable of
arriving at their destination before their playback deadline, taking into account the round
trip time of the link. This assumes an estimation of the round trip time is made at the tail
of our second booster element. We do this by calculating its moving average using
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measurements taken during earlier retransmissions. After sending the SNACK the second
booster element resumes the processing of the packet stream.

It is of course possible that the SNACK, some or all packets that are retransmitted
over the wireless channel are corrupted. To overcome these packet losses we introduce
two extra error recovery mechanisms.

A first mechanism tries to overcome the loss of a SNACK or the loss of all
retransmissions by introducing a retransmission timeout trigger. This timer starts when a
SNACK is transmitted and stops when all retransmissions have correctly arrived. When
the trigger fires the SNACK is sent again and the timer is restarted (see figure 3). This
continues until all retransmissions have arrived, a maximum SNACK retransmission
threshold is reached or until the packets will not be retransmitted at the first booster
element because they can not arrive at their destination before their playback threshold, at
which point the booster gives up. The expiration time (Texpire) of the timer is calculated
using the estimated round trip time and the standard deviation on that estimation.
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Figure 2 — retransmissions based on selective negative acknowledgements

154



) o Prc-b[z:‘rrcr‘
Ser;.chrtg CocsEr Giefnent Receiving bocster eleiant

R s |
< sﬁ:}: T ‘ ﬁgger‘:‘

Time
i v

——e
UDP data
Figare 3 — retransmission of a lost SNACK using 1he retransmission timeout trigger

A second mechanism tries 1o overcome the loss of several packets within the
relransmission stream (when at jeast one packet arrives), When the booster tail detects a
gap in the sequence numbering of the retransmitted packets, a new SNACK is created
and sent to the first booster elemeng asking for the lost packets (see figure 4). To detect
packet ioss at the end of the retransmitted packet streain the retransmission timeout
trigger used in the first mechanism is reinitialized and restarted when the first packet of
the retransmission siream arrives, [tis reinitialized with a timeout value equal to the
estimation of the time it will take the remaining packets of the retransmission stream to
arrive at the second booster clement. When the trigger fires 1 SNACK is created for the
remainder of the packets and the timer is reinitialized with its original value (T. expire)
and restarted (see figure 5 ).
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Figure 5 - retransmission of lost retransmitted packets using the retransmission timeout trigger

Since it may occur that a SNACK is sent to recover a series of corrupted packets
before all packets asked for by a previous SNACK have arrived, a single retransmission

timeout trigger will not suffice. At least a second retransmission timeout trigger needs to
be added to the protocol.

2.2 The regular traffic timeout trigger

LR A T e Y S e e

A big disadvantage of using SNACKs is that the tail of the second booster does not know
packets were lost over the wireless link until it receives a new packet and can verify its
sequence number. For example: the tail of the second booster will not know packets with
sequence numbers n, n+1, ..., ntk were lost over the wireless link until it receives a
packet with sequence number n+k+1.

This disadvantage can be partially overcome if the communication stream passing
through the booster elements is regular. With a regular packet stream we mean that the
variance on the packet inter-arrival time or the variance on the time between bursts of
packets (if the traffic is bursty, e.g. with most video streams) is relatively small.

If this is the case, we should be able to predict when the next packet or burst of packets
should arrive. If the booster tail of the second booster does not receive any packets for a
period larger than the time we estimated to exist between the packets or bursts, it is
highly likely some packet loss occurred on the link.

To make use of this knowledge a regular traffic timeout trigger is created that
restarts with each arrival of a packet (or burst if the stream is burst based). The trigger
tires after a fraction (for example 160%) of the time we estimated to exist between the
packets (or bursts) has passed, and sends a SNACK asking for all packets that are deemed
to be lost. The timer restarts after it sent the SNACK and may expire several more times,
the first “maximum SNACK retransmission threshold” times (see above) after a time
Texpire and subsequently after a larger period, before the retransmitted packets or a new

v i ls
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packet arrives (figure 6). When the head of the first booster element receives such a
SNACK it retransmits all packets with a sequence number greater than the lowest .
sequence number mentioned in the SNACK that fulfil the maximum delay constraint.
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Figure 6 - anticipating packet loss using the regslar traffic timeout trigger

2.3 Atomic frames, packet reordering and fuirness

If the video stream is burst based and the player at the clicnt side can not handle
paitially received frames (which can arrive at the client when a frame can not be
retransmitted in its whole within the maximum delay period) we can further optimize the
protocol booster by not retransmitting such partial bursts. To be able to do this the head
of the first booster element needs to buffer the time of arrival of cach new burst.

With this booster protocol we do not preserve the sequence order of the packets
that are sent over the wireless link. If this proves to be necessary packets will have to be
buffered and re-sequenced before they can be delivered to the application. A less .
complex solution could be to let the head of the first booster element not only retransmit
those packets asked for by a SNACK but also all the following packets.

If we study the situation where a single booster head serves more than one booster
il and the error rate on the wireless link between the booster head and one of the booster
tails is higher than that of the other links, unfairness can be introduced.

As a direct consequence of the retransmissions the throughput on the error
be higher with the booster pair than it would have been without it. This extra bandwidth
I» taken from all links. To rectity this situation we can introduce Round Robin
scheduling. Packets and retransmissions from each distinet wireless link are stored in a
separate queue and all those queues are scheduled following the Round Robin principle.

prone link will

o
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3. Click Router implementation results

We evaluated our UDP protocol booster on a Click Router test-bed (figure 7). A video
server was installed on the sender and a video client on the receiver. Three Click router
PC’s connected the server with the client; the outer two were running the booster protocol
software and the central PC a model of 802.11 WLAN on top of an error model that
emulated packet loss over the wireless link.

The parameters used for the 802.11 WLAN model can be found in table 1.

JLE

802.11b Model Booster 2 Client
Error Model

Video Server Booster 1

Figure 7 — Click router test-bed

The video stream that was used for the experiments is a 2 Mbps MPEG2
Quicktime movie with a GOP (group of pictures) of 15. The value of the maximum delay -
over the wireless link was chosen tq be 120 ms.

Bandwidth 11 Mbps
SIFS 10 us
DIFS 50 ys
Preambile length 192 us
ACK 14 Bytes
Aslot 20 us
Cwmin 31 slots
Cwmax 1023 slots

Table 1 - parameters used in the 802.11 WLAN model

The efror model we used is a two state Markov model (the Gilbert model [9],
shown in figure 8). a stands for the chance a packet will not be corrupted over the
wireless link if the previous packet was not corrupted and B for the chance a packet wdl
be corrupted over the wireless link if the previous packet was corrupted.

e On;

No loss 1-p Packet Loss

1-a

Figure 8 — Gilbert Model for the wireless channel
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Table 2 and the last column of table 3 show the packet loss of the video stream as
a function of - and for different configurations of the UDP booster Protocol.

With these experiments the maximum retransmission threshold of the 802.11
WLAN protocol was set to 0 and bursts that could not be retransmitted as a whole within
the maximum delay period were not retransmitted. From the experiments it becomes
clear that both a higher value for the maximum SNACK retransmission threshold and the
use of the regular traffic timeout trigger improve the performance of the booster protocol.

maximum SNACK maximum SNACK maximum SNACK

retransmission retransmission retransmission
Error Model threshold =0 | threshold =3 threshold =0

and no regular traffic | and no regular traffic | with regular traffic

timeout trigger timeout trigger timeout trigger

o B Packet Loss (%) Packet Loss (%) Packet Loss (%)
0,965 | 0,60 0,850 0,208 0,825
10,965 | 0,75 1,454 0,538 1,624
0,965| 0,82 2,551 1,175 2,521
0,965 | 0,90 7,700 6,119 6,649
0975 0,60 0,460 s 0,096 0,380
0975| 0,75 0,862 - 0,342 0,894
0975| 0,82 1,262 0,827 1,282
0975| 0,90 4434 | - 3,694 4,690
0,985 | 080 0,156 0,059 0,144
0,985 0,75 0,259 0,149 0,290
0,985| 0,82 0,562 0,460 0,557
0,985 | 0,90 2,239 1,826 1,902
0995 | 0,60 0,020 & 0,010 0,043
{0995| 0,75 0,020 0,020 0,053

0,995, 0,82 0,183 0,093 0,089
0995 | 090 | 0,645 | 0,361 0,255 |

Table 2 — Packet loss in function of the o and B parameters of the Gilbert model, for different
configurations of the UDP protocal booster




Table 3 shows the packet loss of the video stream in function ofaand B . The..
first two columns show results from the same experiment, executed without the UDP
protocol booster and with the maximum retransmission threshold of the 802.11 protocol;s?
set to 7. In the first column we do not take the playback deadline into account when
measuring the packet loss. In the second column we discard packets that arrived too latesyg
at their destination. L

802.11 WLAN. | 80241 WLAN Booster pratosor: 3
protocol without protacal without - retransmission: i
Error Model | booster protocol. . | booster protocol, threshold=3 =
and no playback: with the playback with regular t réfﬁ ¢ ;
deagline deadline - timeout trigger T
a B Packet Loss (%) Packet Loss (%) Packet Loss (%)
0,965 0,60 0 0 0,208
0,965 0,75 0,058 1,500 0,634
0,965 0,82 0,283 6,887 1,104
0,965 0,90 1,362 33,786 5,163
0,975 0,60 0 0 0,056
0,975 0,75 0,023 0,126 0,238
0,975 0,82 0,151 2,388 0,541
0,975 0,90 1,018 20,98 3,230
0,985 0,60 0,005 0,005 0,043
0,985 0,75 0,005 0,005 0,170
0,985 0,82 0,087 1,393 0,269
0,985 0,90 0,595 4,812 1,418
0,995 0,60 0 0 0
0995| 075 0,005 0,005 0,020
0,995 0,82 ] 0,063 0,424 0,010
0,995 0,90 0,197 1,367 0,283

Table 3 — Packet loss in function of the a and f, parameters of the Gilbert model, with and without the
UDP booster protocol and playback deadline

When a playback deadline has to be respected and long errors burst (high f) occur
on the wireless link the packet loss is greatly reduced (up to a factor 6) with the aid of the
UDP booster protocol. If the errors are more spread out through time (low ) the packets
will only sustain a small amount of delay when using the 802.11 WLAN protocol (with 7
retransmissions) and it will outperform the protocol booster.

4. Conclusions

We have developed an UDP Protocol Booster based on negative selective
acknowledgements. It recovers only those packets that will arrive at their destination
before their playback deadline. In addition to this it tries to predict packet loss by
analyzing the temporal structure of the packet stream. Using these mechanisms it limits
the delay real-time streaming packets may sustain over the wireless link. The
performance of the protocol has been validated by Click Router implementations in a test
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3 ork. It has been demonstrated that the protocol booster considerably improves the
s ormance of real-time UDP-streams, in particular in case of bursty errors over the

* wireless link. .

‘ Our future work tncludes a performance study of the protocol booster when

~ combining it with a higher maximum retransmission threshold of the 802.11 protocol
(e.g 2 while streaming video over an error-prone wireless link. We will further try to
~ improve and extend the capabilities of the UDP protocol booster.
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