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Abstract
Conflict adaptation is one of the most popular gligacognitive psychology. It purports to
explain a wide range of data, including both biaid behavioural data from the proportion
congruent and Gratton paradigms. However, in regests many concerns about the viability of
this account have been raised. It has been arpaeddntingency learning, not conflict
adaptation, produces the proportion congruent ef&milarly, the Gratton paradigm has been
shown to contain several confounds, most notalafufe repetition biases. Newer work on
temporal learning further questions the interpréitslof the behavioural results of conflict
adaptation studies. Brain data linking supposedlicbadaptation to the anterior cingulated
cortex (ACC) has also come into question, as tt@a aeems to be solely responsive to time-on-
task rather than conflict. This review points te ffossibility that conflict adaptation may simply
be an illusion. However, the extant data remainigodus and there are a lot of open questions

that still need to be addressed in future research.
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Questioning Conflict Adaptation: Proportion Congruent and Gratton Effects Reconsider ed

The role of cognitive control in basic mental ftions is one of the primary questions of
interest for cognitive psychologists. One of thestqmopular ideas in the literaturecnflict
adaptation, the idea that we deal with conflict between stinmilour environment by shifting
attention away from the source of conflict and taie stimulus we wish to process. The
Stroop paradigm (Stroop, 1935) offers the most commiay of studying conflict adaptation. In
this task, participants identify the print colodraocolour word. Response times and error rates
are increased to incongruent stimuli (e.g., thedBItUE printed in red; BLUE) relative to
congruent stimuli (e.g., BLUfge). Other commonly used paradigms included the Eriktanker
task (Eriksen & Eriksen, 1974), in which congruenincongruent distracting letters (or words)
are presented on either side of a centrally-locttegkt letter (or word); and the Simon task
(Simon & Rudell, 1967), in which a distracting stilms location is either congruent or
incongruent with the response that needs to be noaithe target (e.g., a left keypress for a
stimulus on the right side of the screen). In payad such as these, evidence for conflict
adaptation comes from the observation thasiresof the congruency effect can be altered in
response to changes in conflict. In particulas gaper discusses the proportion congruent and
Gratton paradigms.

Conflict adaptation theory has a lot of explanajpower. However, the goal of this paper
is to explore whether or not conflict adaptationstrioe assumed in order to explain such
phenomena as the proportion congruent and Grattect® Some of the mounting evidence
against the highly popular conflict adaptation asttowill be discussed and it will be argued that
simpler, non-conflict learning and memory processesjust as easily explain the extant results.

The paper will begin by discussing proportion caregt effects. This section will discuss a
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contingency learning account of item-specific l&agreffects. This will be followed by a
discussion of the role of temporal learning biaedsst-level learning effects. Finally, a
compound-cue contingency learning and temporahiegraccount of context-level learning will
be presented. The following section will turn te @ratton paradigm, where the role of stimulus
binding and contingency learning biases will behhighted. The next section discusses the brain
data that is often used to argue for conflict aglégh and the problems in interpreting such data
will be highlighted. Overall, this paper will argtigat, although highly intuitive and seemingly
able to explain a wide range of data, conflict ddépn may not actually exist. Learning and
memory biases might instead provide a sufficienbaaot. However, there are a lot of open
guestions that still need answers before it cacobelusively determined whether or not conflict
adaptation does exist. In this vein, the final isecof the paper will discuss possible future
directions.
Proportion Congruent

In the context of a Stroop or similar paradigne ghoportion congruent (PC) effect is the
observation that congruency effects are larger witigher proportion of congruent to
incongruent trials (Lowe & Mitterer, 1982). For fance, if 75% of the stimuli are congruent and
only 25% are incongruent, then the congruency effex, incongruent — congruent) will be
quite large. In contrast, if only 25% of the stiimarde congruent and 75% are incongruent, then
the congruency effect will be quite small. The pdon congruent effect is normally interpreted
as evidence for conflict adaptation (e.g., BotwniBraver, Barch, Carter, & Cohen, 2001,
Cheesman & Merikle, 1986; Lindsay & Jacoby, 19%pecifically, the claim is that when the
proportion of congruent trials is low, participadistect that the word generally interferes with

processing of the colour, so they decrease attetdithe word. Because they attend less to the
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word, it has less impact on performance. Thus, @lendifference between incongruent and
congruent trials is observed. In contrast, whentrabthe trials are congruent, participants detect
that conflict is infrequent and thus allow attentio the word. Thus, the conflict effect is larger.
In short, the conflict adaptation account assurhasgarticipants are able to learn about the
proportion of conflict trials and are then ableskoft their attentional strategy in response ts.thi

In the computational model of Botvinick and cofieas (2001) this learning is achieved
by aconflict monitoring mechanism. This mechanism measures the levelndfictdhat occurs
on each trial and then the cognitive system udesctnflict information to adjust attention (i.e.,
conflict adaptation). Over the course of an experitnnformation about conflict can
accumulate. Thus, in a low PC task a very largewarnof conflict has been encountered on
previous trials. Conflict adaptation is therefanereased to reduce the impact of the distracting
word on colour identification. In contrast, in @hiPC task conflict occurs much less frequently
and thus conflict adaptation is decreased. Viagimeschanisms, the conflict monitoring model
was able to simulate the proportion congruent &ffEais model is also able to account for other
results (e.g., the Gratton effect), as will be dgsed in later sections of this review.
Item-Specific Proportion Congruent

The conflict adaptation account of PC effectshasgective appeal, because it seems
straightforward and plausible. However, some reeenk has provided several difficulties for
the conflict adaptation account. One particulargyigematic finding is the observation that PC
effects are strongly determined by item-specificipgs. For instance, Jacoby, Lindsay, and
Hessels (2003) manipulated proportion congruentiyeaitem level. Specifically, some words
were presented most often in their congruent cdloigh PC items; e.g., BLUJge) and other

words were presented most often in an incongrugouc (low PC items; e.g., RERng9. High
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and low PC items were intermixed, thus making passible for participants to know whether a
given trial would be a high or low PC item in adeanin other words, learning that the word
tends to conflict or tends not to conflict in tlask as a whole (i.e., list-level conflict adaptatio
which | will return to later) was impossible. Degpihis fact, participants produced an item-
specific proportion congruent (ISPC) effect: coragrey effects were larger for high PC items
than for low PC items.

The more traditional idea that conflict adaptatbmeurs as a reaction to the general
frequency of conflict in the task as a whole obglgicannot explain item-specific differences in
conflict effects. This includes the Botvinick analleagues (2001) conflict monitoring model, as
this model also relies on conflict information reded across the task as a whole. Some have
proposed, however, that conflict monitoring andpa&on might occur in a more flexible and
item-specific manner. For instance, Blais, Robiddrisko, and Besner (2007) present a variant
of the conflict monitoring computational model imieh attention is flexibly modulated for each
word. In other words, the model keeps track ofiével of conflict associated with each
distracting word, rather than the level of confhssociated with the task as a whole. As a result,
presentation of a high PC word (e.g., BLUE) wilkdeto weaker conflict adaptation than will
presentation of a low PC word (e.g., RED). Suchogehwas therefore able to simulate ISPC
effects.

There is a logical problem with this approach, beer, because it is not clear how the
cognitive system can know whether a given wordgs lor low PC until it has already been
identified. In other words, the system cannot knawether or not it should (high PC) or should
not (low PC) attend to the word until the word afready been identified. The computational

model knows this in advance, but it is impossibled real cognitive system to know this. Given
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this problem, another approach was subsequentbepted by Verguts and Notebaert (2008) in
which conflict modulates learning. In this modeindict is a signal to increase Hebbian

learning. For low PC items, frequent conflict ledols stronger connection between the colour
node and the colour task demand unit, which thereases in top-down influence to reduce
conflict. In a sense, this model, too, uses infadromeabout which stimulus is presented in order
to determine whether or not to attend to it (tlee, degree to which the task demand unit favours
identification of the target depends on the idgnditthe target). To what extent this makes sense
is not clear, but such models are capable of piaduSPC effects by assuming that conflict
adaptation is highly flexible and rapid.

Contingency learning. While flexible conflict adaptation models can pmian
explanation for ISPC effects, such effects areleaderpretable in terms of a very different
process than conflict adaptation: contingency liegrSchmidt and colleagues (Schmidt, in
press; Schmidt & Besner, 2008; Schmidt, Crump, €maa, and Besner, 2007; see also,
Mordkoff, 1996) argue that the reason for largeo&p effects for high relative to low PC items
has to do with the predictability of the responaeda on the identity of the word. For high PC
items, the word is predictive of tlsengruent response. For instance, if BLUE is presented most
often in blue, then BLUE is predictive obkue response. This will lead participants to respond
faster than normal to congruent trials, thus insirgathe difference between incongruent and
congruent trials. In sharp contrast, for low P@nigethe word is predictive of ancongruent
response (e.g., RED is predictive ofaange response). This will lead participants to respond
faster than normal timcongruent trials, thusdecreasing the difference between incongruent and
congruent trials. These contingency biases thezefonfound PC experiments and are capable

of producing a PC effect on their own. Conflict pt#dion does not have to be assumed.
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Schmidt and Besner (2008) further decomposedSR€ leffect and showed that, indeed,
the effect is specifically driven by a speedingdrafse trials in which the word accurately
predicts the correct response. They further argio@ithe basic congruency effect and the
contingency learning biases are the result of tmoedy different sets of processes. Because of
this independence, they suggested that congruemtgantingency effects would not interact
with each other. Support of this notion came wii dbservation that contingency learning and
congruency effects are additive. While this addifpattern has been observed elsewhere (e.g.,
Atalay & Misirlisoy, 2012), deviations from additty are also sometimes observed (e.g., Blais
& Bunge, 2010; Bugg, Jacoby, & Chanani, 2011).iRstance, in a word-picture Stroop task,
Bugg and colleagues observed that incongruens twale more influenced by item PC (and thus
contingency) than congruent trials. In other wotte,difference between high PC and low PC
incongruent trials was larger than the differenegveen high PC and low PC congruent trials.

Although such results were taken as evidence agtia contingency account of PC
effects, the additivity assumptions of Schmidt &edner (2008) can be regarded as “just so”
properties of the early version of the contingeacgount. In other words, Schmidt and Besner
argued that contingency and congruency should beiael but this is not a necessary
conclusion from the idea that PC effects are drivgontingency learning. Even if congruency
and contingency effects are driven by independmtgsses, an interaction can still result from
the cascading of one process into another. Indeaxsequent modelling work of Schmidt (in
press) has shown that pure additivity is highlyikell. The conceptual reason for this is that
there is an overall difference in reaction timenmstn incongruent and congruent trials. As a
result, contingency biases have more time to affextesults on incongruent trials than on

congruent trials. Simulations with the contingefearning model of Schmidt produced an
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interaction between contingency and congruencyattty this form (viz., a greater effect of PC
on incongruent relative to congruent trials). Altigb additive patterns are still extremely
difficult to interpret in terms of conflict adapian, interpretations of deviations from additivity
do not necessarily support conflict adaptatiorothrer words, an overadditive interaction (e.g.,
such as the one of Bugg et al., 2011) does notadigifalsify the contingency learning account.

Because non-additive relationships between coatiog and congruency are sometimes
observed, Schmidt (in press) developed a new walystihguishing between conflict adaptation
and contingency learning. Specifically, the conginges in the task were manipulated such that
conflict adaptation and contingency learning cdagddissociated. This was accomplished by
generating three types of incongruent trials: ¢y proportion congruent and high contingency
(e.g., GREEN4 where GREEN is presented mostly in red), (2) psaportion congruent and
low contingency (e.g., YELLOWy, where YELLOW is presented mostly in green), aidhigh
proportion congruent and low contingency (e.g., Bdd where BLUE is presented mostly in
blue). The first two types of incongruent trialsl aiot vary in proportion congruency (both low
PC), but did vary in contingency (high vs. low).r@arison of the two revealed significant
contingency learning effects. In contrast, the tast types of incongruent trials did not vary in
contingency (both low contingency), but did varytem PC (high vs. low). Comparison of the
two revealed no evidence of conflict adaptatiortiter, comparisons between items that did not
vary in contingencyr the item PC associated with the distracting woud,did vary in the item
PC associated with the targetour (high vs. low) also failed to produce evidencedonflict
adaptation. As a whole, such results demonstratedlsle effects of contingency learning with
no hint of a contribution of conflict adaptatiorfesdts. Although failure to observe conflict

adaptation does not logically entail that (itemesfie) conflict adaptation does not exist ever, it
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does raise the suspicion.

In contrast to Schmidt (in press), Bugg and cagiless (2011) claim to show an effect of
proportion congruency where contingency learningigossible. In picture-word Stroop, they
manipulated their task to maximize attention tottrget picture rather than the distracting word,
with the rationale that this would minimize theesffiveness of contingency information that
normally dominates ISPC effects, thus allowing doh&daptation to have a stronger effect. In
their Experiment 2, high PC incongruent items anagared with low PC incongruent items.
High PC incongruent items were responded to sldlger low PC incongruent items, consistent
with conflict adaptation predictions. Because tkpegiment put a processing bias on the target
picture rather than the distracting word, the argfawgue that high and low PC incongruent
items vary in PC associated with the target, butalovary in contingency associated with the
target (i.e., targets are 100% predictive of trspomse, irrespective of condition). However, this
reasoning is faulted. The contingency account a thus participants usestracting
information to anticipate the response to the tadgehese experiments, tdestractersin the
low PC incongruent condition had a higher contirayef18.75% or 37.5%, depending on the
word) than in the high PC incongruent conditior2§86 or 12.5%). Thus, the contingency
account should expect faster responses to the @weRtive to high PC incongruent items, as
observed. There are further difficulties in inteong any of the results of this experiment,
because the frequency of the different distract@s not equated: high PC words were presented
overall twice as frequently as low PC words. ih@t entirely clear how this atypical stimulus
frequency bias may have affected any of the kegmagions in the experiment (e.g., an overall
item- or category-level expectancy, or conversiini or category-level habituation). It is

ambiguous whether the pattern of results observélis experiment and the subsequent one
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(where bias is shifted to the distracting word) @we to the changes in the contingency and
stimulus frequency matrix or to conflict adaptati@verall, the combined evidence from various
reports is mixed and further research is needed.

List-L evel Proportion Congruent

So far, this review has focused primarily on itepecific proportion congruent effects.
An independent question is whether learning aldmeiproportion congruency of the experiment
as a whole is possible. This is termiesttlevel conflict adaptation. The published work so far
clearly indicates that the bulk of the proportiamgruent effect is explainable by item-specific
learning. In most cases, evidence for list-leveld¥€cts independent of ISPC effects was not
found (e.g., Blais & Bunge, 2010). There are a fiemings, however, that suggest a very small
contribution of list-level PC might exist (Bugg &@&nani, 2011; Bugg, McDaniel, Scullin, &
Braver, 2011; Hutchison, 2011). For instance, Histathncompared items of equal item PC that
were mixed together with other context items thatereither mostly congruent or mostly
incongruent. In other words, PC was manipulatatieatevel of the list, but not at the level of the
items that were being analysed. This procedureymedi a list-level proportion congruent effect.
That is, the Stroop effect was larger in the highd®ntext relative to the low PC context. A
similar result was found by Bugg and Chanani usimgcture-word Stroop task (i.e., a picture
target and distracting word).

Given such results, one might argue that listllewvaflict adaptation is real. Indeed,
adaptation to conflict across the entire task seaore plausible than adaptation to individual
items. Furthermore, such a list-level PC effedtripossible to explain in the context of the
contingency account of PC effects. The criticahisebeing analysed do not vary in contingency

between the high and low PC contexts. The remaieifegt thus must be explainable by a
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process other than contingency learning. This gthecess could be conflict adaptation, though
there are still other possibilities.

Temporal learning. Confounds other than contingency learning biasghtfie present
in list-level PC experiments such as those of Hetwh(2011) and Bugg and Chanani (2011).
Work on temporal learning can fill this void. Thae of time in learning has a long history in
both philosophy (e.g., Hume, 1739/1969) and expemiad psychology (e.g., Michotte,
1946/1963) and is arguably just as important asimgencies in learning the relation between
events. According to thiemporal coding hypothesis (Matzel, Held, & Miller, 1988), episodic
memories of trials include more that just informatabout the presented stimuli and the
response that was made; they also contain infoomatbout time. As a result of this, participants
not only learn abouwhat to respond, but also leawhen to respond. A classic example of
temporal learning comes from the literature on ngxtosts (for a review, see Los, 1996). For
instance, Grice and Hunter (1964) present an exyeerti in which participants press a key when
they detect a tone that is either high or low isign Some participants were only presented with
one tone intensity (i.e., highr low). In suchpure lists, responses were predictably slower to low
relative to high intensity tones. Other particigargceived a mix of high and low intensity tones.
A mixing cost was observed for thesdixed lists, in that both high and low intensity tones were
responded to slower than in pure lists. Importaritlis mixing cost was larger for low intensity
tones. Grice (1968) argues that participants adesptevidence (i.e., lower threshold) if only
presented low intensity tones and require a bitenfioe., higher threshold) if only presented high
intensity tones. When the two types are mixed gti@more uncertainty and the (experiment-
wide) threshold for responding is set much highéis produces a small cost for high intensity

tones and an especially large cost for low intgrtsihes. Although there are other mechanistic
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accounts of mixing costs (e.g., Kohfeld, 1968; @lin& Billington, 1972; Strayer & Kramer
19944, 1994b; Van Duren & Sanders, 1988), the gérdea in the literature is that participants
are able to altewhen (e.g., after how much evidence) they anticipaiadghable to respond.

Like contingency learning, temporal learning hasdaptive value. For instance, the
Adaptation to the Statistics of the Environment B &1odel (Mozer, Kinoshita, & Davis, 2004;
see also, Kinoshita, Forster, & Mozer, 2008; KintzsstMozer, & Forster, 2011) explains
temporal learning in terms of the need to balapesd and accuracy (see also, the decision
model of Mozer, Colagrosso, & Huber, 2002). Theshold will therefore be lower when most
of the trials can be accurately identified quicfdyg., high PC), thus allowing for faster
responses without sacrificing accuracy. Howevex ttieshold will be high when correct
identification tends to take longer (e.g., low P@ys coming at a cost to speed in order not to
inflate errors. Schmidt (2012b) proposes a sinatarount based on episodic learning, where it is
assumed that information about response time isdsttin trial episodes. Upon retrieval, this
temporal information serves to assist in anticiggatvhen a response can be made. By correctly
anticipating when to respond, participants willdspecially fast at responding at the expected
time.

Temporal learning processes such as these caaireXpt-level PC effects. In the high
PC context, most of the trials are congruent. Comgrtrials are responded to quickly, so the
high frequency of quick responses will lead papeits into a rapid pace of responding to
congruent trials (e.g., because of an earlier teai@xpectancy or a lower threshold), with a
penalty to the infrequent incongruent trials. Thaign for contingency-unbiased items, the
Stroop effect will be large. In contrast, in th&vlBC context most of the items are incongruent

and thus participants are slow to respond. Thaie pd responding is therefore a bit lax and
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there is less of a benefit for congruent trialse Tésult, even for contingency-unbiased items, is
a reduced Stroop effect.

Indeed, work by Kinoshita and colleagues (201#;as0, Kinoshita et al., 2008)
demonstrated that the PC effect in masked pringrggrongly determined by previous response
times. The argument, based on the ASE accountthagrevious response times will have been
much faster on average in the high PC conditicetired to the low PC condition. When previous
response times were faster, temporal expectantylsd be faster and the threshold for
responding will be lower. Previous trial resporigges can therefore serve as a proxy for
temporal expectancy. The prediction then is thairasious response times speed up the
congruency effect will get larger. This is becafasger trials are more affected by a threshold
shift than slower trials (e.g., Kinoshita & Lupk&Q03), meaning that the benefit for congruent
trials relative to incongruent trials will be largbe faster the temporal expectancy. Indeed,
previous response time and congruency were founddoact in just this way, independent of
the PC factor. This shows that the different terapexpectancies in the high and low PC
conditions are a source of bias in estimating cordidaptation. Although the PC effect was not
eliminated entirely by controlling for previous pesse time, previous response time can only be
regarded as a weak proxy of temporal expectangy, {@rticipants inevitably account for more
trials than just the most recent one). As a redeltpnfounding temporal expectancy and conflict
adaptation is a tricky enterprise. Conflict adaptamay still play a role, but this is difficult to
determine with current methods, thus leaving roonfidture research.

Although the work of Kinoshita and colleagues (D% as focused on the PC effect as a
whole (rather than the list-level PC effect in madiar) it lends further credence to the suggestion

that temporal learning plays a sizeable role inp@fadigms. In other words, temporal learning
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represents a powerful confound that will contanerst-level PC experiments and produce a
list-level effect even for contingency-unbiasedrite Indeed, forthcoming work by Schmidt
(2012b) demonstrates the same effect of previamorese times on the list-level PC effect in
Hutchison’s (2011) data. Thus, the list-level Pfeef like the ISPC effect, is explainable in
terms of simple learning biases. However, it séithains unclear whether the entire list-level PC
effect is due to temporal learning or whether pathe effect is explainable by conflict
adaptation.

Note that the temporal learning account is natutar and the relation between
congruency and response speed is only indirectg@ent trials are responded to faster than
incongruent trials because of a difference in ¢oifbut it is the response speed, and not
congruency per se, that determines the temporaatapcy. The conflict adaptation account
assumes that participants adapt to conflict, wieettea temporal learning account assumes that
participants adapt to time-on-task. In the contd conflict paradigm, time-on-task is only
incidentally related to conflict. This is a subdlistinction, but an important one. One key
difference is that the temporal learning accouggssts that participants should be capable of
learning time-on-task information even when somegtather than conflict (e.g., contrast or
word frequency) determines time-on-task. It iselear why a conflict adaptation account should
make the same prediction, yet such findings arermvks frequently in the temporal learning
literature. For instance, Kinoshita and Lupker @0@und that the word frequency effect (i.e.,
faster responses to high relative to low frequamoyds) was larger when preceded by fast
(quickly identifiable) nonword trials relative téosv nonword or (slow) exception word trials.
Similarly, Schmidt (2012b) was able to mimic lisi#el PC effects with non-conflict stimuli

using a contrast manipulation. When most of thgetarwere easy (high contrast), the contrast
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effect (low — high) was larger than when most & téwrgets were hard (low contrast). There were
no distracters or conflict to adapt to. Resultshsag these demonstrate that variation in average
response time is all that is needed to producerapphst-level PC effects. Of course, it could
still be the case thébth temporal learning and conflict adaptation contrébtat the list-level PC
effect. The currently published results are ambiguao this respect.
Context-L evel Proportion Congruent

Yet another variant of the PC procedure usesriffecontexts to alter proportion
congruency. For instance, Crump, Gong, and Millikgp06) presented colour word distracters
that were followed by colour block targets thategmed at one of two locations (above or below
fixation). Colour blocks were high PC with the wantien presented at one location (e.g., above)
and low PC when presented at the other locatian, (eelow). Words were thus not contingent
on the response in the task as a whole, but P€rddfat the two context locations. The
congruency effect was larger at the high PC locatedative to the low PC location. A similar
experiment was presented by Bugg, Jacoby, and(2608), in which display font was used as
the context cue for colour-word Stroop stimuli. $amto Crump and colleagues, a larger
congruency effect was found for the high PC fotdtree to the low PC font. In both types of
experiment the word was not directly predictiveha response, which might suggest a role for
conflict adaptation does exist after all.

Contingency learning. It could be argued that context-level PC experitmielo not
really rule out contingency learning. While a sendistracter (e.g., word) might not be predictive
of the response on its own, the two distractingatigions together are. For instance, BLUE and
the above location predictdue response, whereas BLUE and the below locationigiraded

response. Thus, compound-cue contingency learsiaglefinite possibility. Indeed, work on
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occasion setting indicates that this sort of conmgecue learning does in fact occur in many
learning environments (for a review, see Hollar2B3). In the context of Crump and colleagues
(2006), for instance, the location serves as aasion setter determining what the word predicts.
However, this multiple-cue account has yet to Iséetkin a non-conflict variant of these PC
paradigms.

Another limitation on the occasion setting or nplét cue account of context-level PC
effects is that it cannot explain recent findingsGyrump and Milliken (2009). In these
experiments, the location-specific PC of sarostext items was manipulated, whereas the
location-specific PC of otheransfer items was not. The context items made it suchdhat
location (e.g., above) was high PC, whereas ther dtication (below) was low PC. The transfer
items were contingency-unbiased, however. Deshisefact, transfer items produced a PC effect
(viz., a larger congruency effect at the high retato low PC location). The contingency
account is unable to explain such a finding. Tiseilte therefore seem to support the notion that
context-level conflict adaptation can occur undeshsa scenario.

Temporal learning. However, there are several things to note abositvigny particular
version of the Stroop task. In a sense, list-l@veportion congruency is being manipulated at
the context (location) level, rather than at thecklor subject level. In other words, one location
is a high list-level PC task and the other is a listvlevel PC task. Thus, if (hon-conflict)
learning processes are sensitive to context, ther e caveats of the list-level PC task equally
apply to the context-specific version. For instaribe temporal learning bias for the above (high
PC) location will be for fast responses (thus poddg a large congruency effect), whereas the
temporal learning bias for the below location (IB®) will be for slow responses (thus

producing a relatively smaller congruency effeatf)hough this explanation is post hoc, the only
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assumption that a non-conflict learning accountisde make to explain context-level PC
effects is that learning biases are sensitive texd (something we already know to be true
from other work; e.g., Holland, 1993). All the redtthe findings with context-specific
paradigms directly follow from the learning factdre., contingency and temporal learning)
already discussed in this review. This includesttaesfer effects of Crump and Milliken (2009),
because there is a context-specific temporal legrias. Thus, there are non-conflict
interpretations of PC effects at the item, list] @aontext levels.

A caveat of this context-specific temporal leagnidea, however, is that it assumes that
temporal expectancy is not task-wide, but can adsteary from trial-to-trial depending on
context. This would mean that participants can juragk and forth between a fast rhythm at the
high PC location and a slow rhythm at the low P€tmn. This is certainly plausible, but there
is currently no evidence that this can, in factuclf temporal learning can only occur at the
overall task level, then a temporal learning act@sinnable to explain the transfer effects
observed by Crump and Milliken (2009). If there aceother learning confounds, then conflict
adaptation may be the only viable account that nesn&urther research on this topic will
therefore prove highly diagnostic of the explangfmower of the learning account.

Summary

The literature on proportion congruent effectsléarly mixed. The analysis presented
here suggests that an account based exclusivégaamnng and memory processes is at least a
viable competitor to the more popular conflict addipn theory. However, the collective results
are ambiguous. Some results suggest that ISPQsffeght be explainable exclusively by
contingency learning confounds, but this has noeganchallenged. Tentative work on temporal

learning suggests that list- and context-levelatffenay also be explainable by non-conflict
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processes. Especially with regard to context-leffelcts, however, this view is still highly
speculative.
Gratton

A second method used to study possible confliaptation effects is the Gratton effect.
The Gratton (or sequential congruency) effect ésdhservation that congruency effects are
larger following a congruent relative to an incamgnt trial (Gratton, Coles, & Donchin, 1992).
The conflict adaptation account of the Gratton atffe similar to the conflict adaptation account
of PC effects. Specifically, it is argued that atien to the word is decreased following a
conflicting incongruent trial. Thus, congruencyeetfs are reduced following a conflict trial.
Following a congruent trial, however, attentioritie word is relatively higher, thus leading to a
greater impact of the word on performance.

There are several versions of the conflict adaptatccount as it relates to the Gratton
effect. Gratton and colleagues (1992) initiallypweed an expectancy account, whereby an
expectation that the congruency of the previowad will be the same as the congruency of the
current trial leads to an increase in conflict adapn following an incongruent trial and a
decrease following a congruent trial.

The conflict monitoring model provides a slighdlijfferent interpretation. In addition to
PC effects, the conflict monitoring model of Botizih and colleagues (2001; see also, Verguts &
Notebaert, 2008) has successfully simulated thét@raffect. The model accomplishes this
because the level of conflict experienced on thetmerently encountered trial has the largest
effect on behaviour on the following trial. Thusan incongruent trial was just experienced, the
conflict monitor will have processed this high legéconflict and the conflict adaptation signal

will thus be increased during the following trihe word will resultantly have less of an impact
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on colour identification and the congruency eff@idt be reduced. In contrast, if the previous
trial was congruent the conflict adaptation signiéll be weaker. Thus, the word will have a
larger effect on the following trial and the congmay effect will be increased.

A slight variant of the conflict monitoring modslthe adaptation by binding account of
Verguts and Notebaert (2009; see also, Verguts &baert, 2008). According to this account,
experiencing conflict leads to a strengtheningeafting processes. Among other things,
connections between target stimuli and task dernaitd are strengthened when conflict is
experienced. Thus, on the following trial the tdsknand unit will have a stronger effect on the
input units, thus reducing interference from thetrdicting word. The expectancy, conflict
monitoring, and adaptation by binding accounts psepslightly different mechanisms for
instantiating conflict adaptation, but have in coomthe claim that attention to the distracter is
weakened relative to the target following a cotiflig incongruent trial.

Binding. Similar to list-, item-, and context-level PC effg, alternative interpretations
have also been forwarded for the Gratton effectstvtotably, Mayr, Awh, and Laurey (2003;
see also Hommel, Proctor, & Vu, 2004) pointed ®ftct that different types of feature
repetitions are present in each of the four cdlth® Gratton design. For instancesomplete
repetition occurs when both the word and the colour of tleipus trial are repeated on the
current trial. Such trials are responded to extigmagidly. Critically, complete repetitions are
only possible for congruent trials followed by angouent trial (congruent-congruent; e.g.,
BLUEye followed by BLUR,,¢) and incongruent-incongruent trials (e.g., BLidEollowed by
BLUE.q). Such complete repetitions are not possible dmigecuent-incongruent or incongruent-
congruent trials. When Mayr and colleagues analgsdylcomplete alter nation trials, where

both the word and the colour change (e.g., BleWiBllowed by GREENkiow), the Gratton effect
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was eliminated. Subsequent work has confirmedrédrmabving these stimulus binding biases
substantially reduces the Gratton effect, but aiBgant remaining effect is often observed (e.g.,
Akcay & Hazeltine, 2007, 2011; Clayson & Larson120Funes, Lupiafiez, & Humphreys,
2010; Van Gaal, Lamme, & Ridderinkhof, 2010; Vexman, Notebaert, Liefooghe, &
Vandierendonck, 2006). Thus, binding plays a siteeadde, but is clearly not the whole story
(see Egner, 2007 for a review). A role for confadiaptation could therefore still exist.

An alternative way of controlling for feature réjtiens is to use multiple stimuli from a
category. For instance, Egner, Ely, and Grinba®d @2see also, Egner, 2011; Egner, Etkin,
Gale, & Hirsch, 2008; Egner & Hirsch, 2005; Etkitgner, Peraza, Kandel, & Hirsch, 2006)
gave participants a two-choice gender task in wthely had to decide whether a facial picture
was male or female. The distracting word “male*female” was presented overtop of the
picture, thus creating congruent trials (i.e., whiempicture and word were the same gender) and
incongruent trials (i.e., when the picture and wwete different genders). Different faces were
always presented from one trial to the next ancc#se (i.e., upper- or lowercase) of the word
always varied, thus meaning that the exact stimodver repeated from one trial to the next.
This was argued to get around the problem of featejetitions.

Arguably, however, this approach is even more lerobtic than the standard approach.
Each response is linked with a category of stimWithin each category, female faces match
each other and male faces match each other. Thhtre are specific faciédatures that define
a female versus male face. Thus, even at the bssial feature level there are shared features
within gender categories. These features repeat whegruency repeats and alternate when
congruency changes. The same can be said for wgrsus lowercase words of the same

identity (i.e., upper- and lowercase versions efgame words share many specific visual
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features in common). As a result of this, 50% ofgraent-congruent and incongruent-
incongruent trials are complete repetitions. Theaming 50% of congruent-congruent trials are
complete alternations. Complete alternations atgassible for any of the three other
conditions. In short, this two-choice procedure gsafeature repetition biasasbstantially

worse. Egner and Hirsch (2005) do, however, provide ardrast comparing incongruent-
incongruent trials that are either a complete igpetor a complete “switch” (i.e., where the
word and picture match the picture and word, retspeg, of the previous trial) and no
advantage was found for complete repetitions. d@b&s provide some evidence against the
notion that category-level learning might not haeeurred. However, this did not represent a
complete test across all trial types and categevelllearning such as this has been observed in
various learning preparations (e.g. Goschke & B&@@®7; Schmidt & De Houwer, 2012b).
Thus, although results with this version of the t@rmaparadigm do provide some support for the
notion the conflict adaptation occurs, these resstibuld probably be interpreted with caution.
As will be discussed in the following section, tessults are also inconsistent with work that
more convincingly controls for feature repetitioleding credence to the suggestion that this
procedure may not be bias-free as intended.

Another approach to assessing stimulus repetitioiounds was presented by Notebaert
and Verguts (2007). Instead of deleting all tre¥sept complete alternations, they coded for
each repetition type (e.g., word repetition, colapetition, etc.) and calculated a regression.
Using this approach, a Gratton effect was founstitbbe present independent of the stimulus
repetition regressors. The regression approactot#gbdert and Verguts is questionable,
however, as it implicitly assumes that the varityyes of feature repetitions (word-word,

colour-colour, etc.) are additively related to eatier and to congruency. This is probably not
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the case and is impossible to adequately contra@ganost of the potential interrelationships are
inherently confounded with one another. IndeedeNagrt and Verguts point to this problem
themselves in the concluding section of their pamer state that the significant Gratton effect
they found “should probably not be interpretedhesultimate proof for conflict adaptation” (p.
1259). Research currently ongoing in our lab comdithe magnitude of these problems, showing
that this regression approach misses systemai@nar due to feature repetitions (Schmidt &

De Schryver, 2012). As a result, the measure dflicoadaptation in the Notebaert and Verguts
regression is still confounded with feature repmtibiases.

Arguably, deleting all data other than alternatigals (Mayr et al., 2003) is still the
superior method. One may like to argue that ttsslts in conflict adaptation being assessed
with only one type of transition (viz., completéemhations), but this is irrelevant: if conflict
adaptation is a real process, then it should happeghese complete alternations just like any
other trial. Still, stimulus repetitions do not ¢éxip the entire Gratton effect, suggesting a
possible role for conflict adaptation.

Contingency lear ning. Although stimulus repetitions cannot explain thérerGratton
effect, recent work by Schmidt and De Houwer (2Qddipted to further confounds in the
Gratton paradigm. The most important of these aamfis are contingency biases. In past
experiments that attempted to control for stimddungling biases, distracters were generally
presented more often than expected by chanceimcitregruent colour. The most typical
procedure, for instance, is to have an equal numberngruent and incongruent trials. Because
the task must be at least four-choice in orderetaltle to delete all types of stimulus repetitions,
50% congruent is well above chance. Said diffeyemibrds end up being predictive of their

congruent response (e.g., BLUE is predictive bliug response because it is presented in blue
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most often). Even in non-conflict tasks, any sudddprtive word-response relationships will be
rapidly learned by participants (e.g., Schmidtlgt2907; Schmidt & De Houwer, 2012a, 2012b,
2012c; Schmidt, De Houwer, & Besner, 2010). Witbhsoontingency biases in the task,
congruent trials arkigh contingency (predictive of the correct response) and incongfrtréals
arelow contingency (not predictive).

It is known that the contingency effect (low —thigontingency trials) is larger following
a high contingency (in this case, also congrueial) than following a low contingency (in this
case, also incongruent) trial (Schmidt et al., 200Were are several possible reasons for why
this might occur. Perhaps the most likely explamats in terms of temporal learning. Following
a fast response (e.g., on a high contingency peficipants are prepared for another quick
response. This provides a benefit if the followingl is also fast (high contingency) and/or a
cost if the following trial is slow (low contingept Thus, the contingency effect is increased
following a high contingency trial. The exact oppess true following a slow (e.g., low
contingency) trial. Another slow response is expecthus conferring a benefit to a slow (low
contingency) trial and/or a cost to a fast (hightoency) trial. Thus, the contingency effect is
decreased following a low contingency trial. Otagplanations are also possible (see Schmidt &
De Houwer, 2011 for more on this issue), but thepa@nt is that an interaction between
contingency on the current and previous trials dmesir and contingency biases can therefore
produce a Gratton effect on their own. Conflict@d#ion does not, therefore, have to be
assumed. Indeed, by presenting distracters eqofédlg with all targets and also controlling for
feature repetition confounds, Schmidt and De Hou®e1l1) eliminated the Gratton effect in
both Stroop and Eriksen flanker.

Subsequent work by Mordkoff (2012) lends furthesdence to the suggestion of
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Schmidt and De Houwer (2011) that contingency pkaisy role in Gratton effects. Mordkoff
directly demonstrated that the Gratton effect 8irmaon task was present after stimulus repetition
trims in a contingency-biased task, but not pregeatcontingency-unbiased task. This
demonstrates quite clearly that contingency biddesstimulus repetition biases, must be
controlled for in Gratton experiments if one metmstudy conflict adaptation. All distracters
must be presented equally often with all targetherexperiment is inherently confounded.

Unfortunately, almost all instances in which feattepetitions were controlled for,
contingencies were not (e.g., Akcay & Hazeltinel PO This is because the most effective way
of trimming out feature repetitions is to use &ta#th four or greater choices and most
experimenters have favoured a 50:50 congruent:grc@mt ratio. While this ratio maximizes the
even spread of observations over cells in the Guatesign, a contingency bias is introduced
(i.e., 50% congruent responses is way above chiarecéur-choice task). Two-choice tasks are
generally contingency-unbiased, but there are smmeerns for the methods used to account for
feature repetition biases, as discussed above itagimpossible to have a complete alternation
for each of the four cells of a Gratton design watthy two alternatives).

Expectancy. Expectancy may also play a role in the Grattoncefiés already
mentioned, the account initially proposed for thattn effect by Gratton and colleagues (1992)
was that participants have an expectancy that cengy will repeat from one trial to the next.
Specifically, following a congruent trial participid expect another congruent trial. This leads
participants to allow attention to the word, reisgjtin increased interference. Following an
incongruent trial, participants will expect anotiresongruent trial. This leads participants to
focus attention on the target (i.e., conflict adéiph), resulting in reduced interference. Notd tha

this is still a conflict adaptation account, onlyeathat relies on expectation rather than conflict
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monitoring or Hebbian learning. Thus, these sdrexpectancies would be consistent with the
conflict adaptation account.

That said, expectancies might take a differenthfand conflict adaptation might not be
necessary. A related account was presented by 8thmid De Houwer (2011), in which they
argue that the memory encoding processes requinéagda congruent versus incongruent trial
are slightly different. For instance, there are pratential responses to encode for an incongruent
trial, but only one for a congruent tri&lhen information is available for encoding also changes
Thus, the cognitive system has to reconfigure 8iighhen congruency changes in order to
encode information that does not match the encoimgplate of the previous trial. This leads to
a reconfiguration or congruency switch cost, sintitaa task switch cost. When congruency
repeats, there is an encoding benefit for encottieaggame sort of information. These benefits
and costs will produce a Gratton effect. Followangongruent trial, congruent trials will have a
benefit and incongruent trials will have a costigtincreasing the congruency effect. Following
an incongruent trial, the reverse is true. A simalecount could be forwarded based on temporal
learning alone. When congruency repeats, the temhpgpectancy based on the previous trial
matches the current trial, thus providing a ben®#fhen congruency switches, the temporal
expectancy is violated, thus incurring a cost.

Note that this encoding account is similar toekpectancy account of Gratton and
colleagues, only that congruency is incidental:gzaency determines expectancies, but
participants do not adapt attention in responsmtidilict (i.e., conflict adaptation). Schmidt and
De Houwer (2011) found some evidence for this gbexpectancy-based effect in the Gratton.
They separated the type of errors to be expectedeébgonflict adaptation account (word reading

errors) from those expected by general encodints ¢candom key press errors). There was
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evidence for an increase in random key press eiotosving a change in congruency
(consistent with the encoding account), but no @vi@ for decreases in word reading errors
following a conflicting incongruent trial (inconsent with the conflict adaptation account). Not
only did these results fail to show any evidencectinflict adaptation, but they point to yet
another task confound. As a caveat, this was dodgived in the errors of one experiment.
Controlling for contingencies and feature repetisiovas sufficient to eliminate the effect in
response times and the response times and errarotfer experiment. Thus, this sort of
expectancy account can only be regarded as tegitasupported. Also unfortunate, controlling
for expectancy-based effect such as these can pr@remore challenging than other confounds.
For instance, the method of Schmidt and De Houwdr works for errors. Future research is
therefore needed in order to better partial ouhstomfounds when attempting to measure
conflict adaptation.
Higher-Order Sequence Learning

Also interesting is work on higher-order sequeleeening. For instance, Durston and
colleagues (2003) observed an increase in incongraaction times the greater the number of
recently preceding congruent trials. RelatedlyySta and Larson (2011) observed a decrease in
response times for congruent trials the longest#twience of congruent trials. A similar trend
was also observed for incongruent trials, with erélase in reaction times the longer the run of
incongruent trials. Such findings can be interpieteterms of conflict adaptation. The more
congruent trials there are, the more participaglison the distracting word, thus speeding
congruent trials, but making for a larger costdaudden incongruent trial. With a string of
incongruent trials, attention is gradually focuseare on the target colour, thus reducing the

interfering effects of the incongruent distracters.
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Such results are not, however, inconsistent viaghléarning view of Gratton effects. As a
participant’s temporal expectancy speeds up théybwibetter at congruent trials and worse at
incongruent trials. As a participant’s expectanoys down they will be better at incongruent
trials and worse at congruent trails. Like manyeottesults, the learning view here replicates the
predictions of conflict adaptation theory becaulsthe similarities between the two accounts. In
both cases, the argument is that participants tléar behaviour to adapt to what they previously
experienced. The only difference is that conflitaptation theory proposes that participants
adapt to experienced conflict, whereas the leariegy says that participants adapt to time-on-
task. This is exactly what makes disentangling locirddaptation from learning and memory
biases so challenging.

Summary

The preceding analysis suggests that Grattontsffitce PC effects, may be driven
exclusively by learning and memory processesul,tthen conflict adaptation is not what drives
the Gratton effect. It is additionally worth highttiting that stimulus binding and contingency
learning effects could be regarded as two by-prtsdoicthe same memory mechanisms. The
difference is merely that stimulus binding effe@present transitory connections between
stimuli and responses in memory, whereas contingkaening effects represent memory biases
accumulated across several bound episodes. A tgganid memory account may well prove to
be a potent alternative account for Gratton effddtavever, it should be stressed that, like the
work on PC effects, evidence against conflict aaliamt theory is still sparse and in many cases
speculative.

Neur oscience

Related to conflict adaptation is the notiorcoriflict monitoring. Botvinick and
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colleagues (2001) propose that in order to adapondlict the cognitive system has a conflict
monitoring device to measure how much conflictegig experienced. This monitoring device
can then signal attentional adaptation. Neuroing&search has purported to link conflict
monitoring to the anterior cingulated cortex (ACGE dorsolateral prefrontal cortext (DLPFC).
For instance, Kerns, Cohen, MacDonald, Cho, Sterger Carter (2004) found that the Gratton
effect correlates with ACC activation. Similarlylais and Bunge (2010) found that ACC
activation was correlated with the ISPC effect.gktgularly impressive paper was presented by
Sheth and colleagues (2012) in which individualroas in the ACC were found to correlate
with the level of conflict of items on the currdriall and items on the previous trial. Following
specific lesions to this area the Gratton effect elaminated. This was interpreted as evidence
that these ACC neurons are responsible for recgraiial keeping track of conflict.

In neuroimaging work with the PC paradigm, Wilkzekiel, and Morton (2012) further
showed that areas such as the ACC and DLPFC (iticutb the anterior insula and inferior
parietal cortex) are sensitive to moment-to-mone&ainges in conflict. That is, rather than being
sensitive to the PC of the task as a whole (ewge,td a stable task set), these areas were sensitiv
the amount of recently experienced conflict. Tharkwised a size congruity paradigm, in which
participants identified the numerically larger witdigits while ignoring the physical size of the
digits (incongruent trials being when the numefickrger stimulus is the physically smaller
stimulus). This work also allows for contingencgrieing, however, as physical size is predictive
of the correct response. For instance, in the Riglcondition the response corresponding to the
physically larger stimulus is likely correct (i.eecause the physically larger stimulus is likely
also the numerically larger). This will benefit gvaent trials and impair incongruent trials. In

the low PC condition the reverse is true: the ptatsr smaller stimulus is likely to be the
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numerically largest. Resultantly, moment-to-monwranges in conflict also incidentally
correspond to moment-to-moment changes in contmgstnength.

Although the linking of brain areas to conflict mtwring and adaptation can be regarded
as speculative, such work purports to add extrdecree to the conflict monitoring and
adaptation account by suggesting a physiologicsisifar the account. However, If these brain-
behaviour correlations are meaningful (a point kol | will return to shortly), then such
correlations could be measuring the very memorgdsidhat non-conflict adaptation accounts
propose drive the proportion congruent and Gratemadigms that are used for this brain
research. Indeed, such areas have already beexd liakearning and memory processes (e.g.,
see a review by Cabeza & Nyberg, 1997). For ingtathe Kerns and colleagues (2004)
experiment controlled for binding biases, but wasfounded with contingencies. Thus, the
correlation between the Gratton effect and ACCvatibn can just as easily be interpreted as
evidence that contingency learning occurs in th€&€CAther than conflict adaptation. Similarly,
the individual neuron recording and lesion studieSheth and colleagues (2012) could be
interpreted as evidence that these nodes encodenigioral information, something which is
directly confounded with conflict (i.e., congruenals are responded to quickly, whereas
incongruent trials are responded to slowly).

The larger problem, however, is that there isarde doubt that correlations between
these paradigms and activation in the ACC and DLBFEOMeaningful. Grinband, Savitskaya,
Wager, Teichert, Ferrera, and Hirsch (2011) obsktlat activation in the ACC (which is
highly correlated with the DLPFC) seems to be whadlated to time-on-task, not conflict
adaptation. In other words, activation in the AG€adily increases from the moment of stimulus

onset until a response is made. Independent obnsgptimes, it is not sensitive to congruency.
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This dependence on time-on-task was even obsemvadbisk where no conflict was present, no
distracters were present, and there was not etanget to identify. Participants simply pressed a
single key when a stimulus disappeared off theescréhe length of the stimulus presentation
was correlated with ACC activation. Although thgsonly preliminary work, these results
strongly suggest that activation in the ACC iddithore than an alternative (and very expensive)
measure of reaction times. Thus, any effect obskeirveehaviour (e.g., contingency learning,
Gratton, PC) will correlate with ACC activation.titie, then such brain data adds little to the
debate that we did not already know from simpldrady@ural measures. Moreover, the fact that
the ACC correlates with time-on-task is consisteitlh a temporal learning account. In other
words, given that the ACC seems to be responsitentporal information it may play a key role
in the development of temporal expectancies. Tngbral learning account of the ACC is even
consistent with the finding of a time-on-task ctaten during their task that had no distracters,
conflict, or stimulus identification.

Other research with EEG has also been forwardee@sl evidence for conflict
adaptation. For instance, West and Alain (2000a¢&® West & Alain, 1999) found that N450
negativity over the fronto-central region (arguede caused by the ACC; e.g., MacDonald,
Cohen, Stenger, & Carter, 2000) was reduced invePIG task relative to a high PC task. They
suggested that this indicates increased concelavellsuppression when conflict is expected in
the low PC task. The authors also found that a teoiparietal slow potential (SP) was reduced
in the low PC task, which they argue indicates geateptual level colour processing requires
stronger activation in order surpass the inhibitiothe conceptual system. If West and Alain are
correct in their interpretation of these EEG patsethen this would provide clear support for

conflict adaptation theory. Of course, the usuakeés with neuroimaging work still apply.
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Correlating a behavioural effect with brain activas may hint at a mechanistic interpretation of
said brain regions, but alternative interpretatiaresalways possible. As already mentioned in
the discussion of the fMRI work, it could insteaglthe case, for instance, that frontal activations
such as the N450 index temporal expectancy, witleaker activation in the low PC task
indicating a slower expectancy.

Larson, Kaufman, and Perlstein (2009b) found W80 negativity was more negative
for incongruent trials relative to congruent trjdsit failed to find a sequential effect. That is,
there was no decrease in the N450 following anrigogent relative to a congruent trial.
However, the conflict S®as modified by previous congruency. There is someaesh to
indicate, however, that the SP may actually betdugne-on-task rather than conflict (West,
Jakubek, Wymbs, Perry, & Moore, 2005). This expeniralso had a strong contingency bias
(70% congruent in a three choice task) and onlyrotiad for two types of feature repetitions.
As already discussed, such confounds make it maadehto know whether learning or conflict
factors are responsible for any brain activationseoved. Furthermore, Larson, Kaufman, and
Perlstein (2009a; see also, Larson, Farrer, & @iay2011) found that the SP was reduced in
participants with traumatic brain injuries relatieecontrol participants, despite showing no
signs of behavioural changes in the size of theét@raffect. The SP thus seems to be
dissociable from the behavioural Gratton effededestingly, the authors interpreted the
impaired SP as evidence for a reduction in confldaptation, which seems odd given the lack
of an effect in behaviour.

Summary
There is a rich literature of EEG, fMRI, and les&tudies linking various brain regions,

such as the ACC and DLPFC, to conflict monitoring adaptation processes. As highlighted in
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this section, however, there are many interpratatiproblems with such data. First,
neuroimaging work with healthy participants is irdrly correlational. It is therefore difficult to
know whether the areas that are most active dwenigin tasks are really performing the
hypothesized processes or whether such activaiffamrehces are more incidental (e.g., a
response to time-on-task). Even with lesion stydidarther issue is that we currently do not
know whether impaired behavioural effects are duenpairment of conflict adaptation or to
impairment of the learning and memory confoundsgmein the paradigms used. Brain research
in support of conflict adaptation is neverthelessipelling and more work is therefore required
to see whether the learning and memory accouniges\a better explanation. It is important,
however, to highlight the fact that neuroimagingkvean only be regarded as speculative.
Behavioural data should still probably be reliedhoost strongly when selecting between
competing accounts.
Future Directions

Conflict adaptation theory is highly popular ingodtive psychology and this is not
without reason. It has high explanatory power for@ad range of behavioural and brain data. Of
course, it is alternatively possible that the firgli conflict adaptation theory purports to explain
are driven by other factors, such as learning aechany biases. This review presented some
results that tentatively suggest that the alteveatiew may be correct, in addition to some
newer ideas that can be regarded as plausible hhaiggly speculative. In this sense, it is not
entirely clear whether conflict adaptation is aeadhat we can abandon or one that still retains
explanatory power for part of the effects undedgtu

If conflict adaptation is real (whether list-,nte, or context-wide), then there is still a

benefit to the literature to exploring the hypotilekat it is not. De Houwer (2011; see also De
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Houwer, 2007) discusses the functional-cognitivewfor psychological research. He argues
that a strictly cognitive approach (i.e., treatbehavioural results as proxies for mental
processes) can impair theorizing by restrictinggbssible interpretations of results. As De
Houwer (2011) puts it: “Merely entertaining theadat a mental construct is a necessary cause
of a behavioral effect could encourage researdbdggore evidence that questions this idea” (p.
203). In the functional approach, behavioural ressate defined simply in terms of changes in
the environment. For instance, the PC effect isdefihed as a change in the congruency effect
due to conflict adaptation, but a change in respainse differences due to manipulations of the
proportion of congruent trials. The functional-caiye approach combines the two, determining
the environmental conditions in which an effeabliserved (functional) and building mental
interpretations to fit with this knowledge (cogué).

As applied to the current discussion, by considgtine results of a paradigm (e.g.,
Gratton) as a behavioural effect and not assunmagdonflict adaptation is the correct mental
mechanism responsible for it discovery of alter@tnfluences on the data become possible.
For instance, if one does not assume that the Efe€t is driven by item-specific conflict
adaptation, then one can hypothesize about otbkiinfluences (e.g., contingencies) that could
explain the critical ISPC interaction between cargicy and item-specific proportion
congruency. Even if a conflict adaptation effechagns on top of that alternative (contingency)
effect, we have still learned something new abduwtvand how participants learn. For this
reason alone, assessing data with the eye of iggpoanflict adaptation as the default mental
explanation of the data can be a powerful appré@asirengthening the literature.

That being said, in the current state of theditgre it is certainly incorrect to say that

there is sufficient evidence to abandon conflic@édtion theory as a potential explanation.
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Future research is still needed to determine howlhnexplanatory power a non-conflict account
really has. This is particularly true for tempdesrning research. While there is some evidence
that temporal learning might play a role in prodhgcihe list-level PC effect, it still remains to be
determined how much of this effect can be explalmetemporal learning. Future work might
aim to find a way to directly dissociate tempoedrhning biases from list-level PC. If this could
be achieved, then it would allow us to assess venétiere is a portion of the list-level PC effect
thatcannot be explained by temporal learning. If so, thes thould lend credence to the conflict
adaptation account for list-level effects (thoughcourse, further biases are still possible).

Of even more interest, context-level PC effectsfoamore scrutiny. This manuscript
presented the idea that temporal learning miglttdogext dependent. In other words, contextual
cues (e.g., location) may serve as occasion seétteliffering temporal expectancies. This would
be an interesting finding if it could be demongdhtbut currently this idea is entirely
speculative. It might, for instance, alternative/the case that temporal learning biases can only
occur at a task-wide level and not shift rapidlyesponse to contextual cues. Further research
on these possibilities is therefore welcome. Iripalar, future research might aim to introduce a
contextual manipulation to the (non-conflict) castrparadigm of Schmidt (2012b) or the word
frequency paradigm of Kinoshita and Lupker (20@®). instance, if one location is associated
with mostly easy (high contrast) items and the olbeation is associated with mostly hard (low
contrast) items, then will the contrast effectérgér at the former location relative to the I&ter

Similarly, future research on transfer effectsldqarove useful. There is some evidence
that temporal learning might contribute to listéé¥C effects, but it still remains to be
demonstrated that these temporal expectancies dacti carryover from frequency-biased

context items to frequency-unbiased transfer itdhwich a finding cannot be observed, then
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this would put a large hole in the claim that catdevel PC effects are solely due to temporal
learning.

The role of contingencies in ISPC effects alsadsewore attention in future research. So
far, the evidence has been mixed. The new dissaciptocedure of Schmidt (in press) provides
tentative support for the notion that contingeneiesthe only active variable that we need to
consider, but this support comes from only one erpnt. Future work might therefore aim to
apply variants of this dissociation procedure wider range of experimental preparations to
determine how much explanatory power the contingewcount has. Evidence for conflict
adaptation may still remain in all or some of thany experimental preparations in one or more
of the various conflict paradigms.

Concluding Remarks

The overarching goal of this review was to hightithe difficulties faced by conflict
adaptation accounts. As can be seen, evidence &gainst conflict adaptation effects in conflict
paradigms such as the Stroop is ambiguous. Seesdts are particularly damaging for the
conflict adaptation account (e.g., Grinband et26111; Schmidt, in press; Schmidt & De
Houwer, 2011), but other results provide difficestifor the null hypothesis (e.g., Crump &
Milliken, 2009). Implicit learning processes exarnpowerful impact on performance (Schmidt,
2012a). Thus, by manipulating proportions and setigledependencies in PC and Gratton
paradigms the potential for learning is introdudat know that participants leasamething, of
course, but whether they can learn anything abwouiict is an open question. The most
rigorous attempts to control for confounds oftamalate the original effect. Thus, if conflict
adaptation is real, then it might be quite subtié eontext-dependent. Whether or not conflict

adaptation is observable and at what levels itozaoir (e.g., list, item, context, sequential, etc.)



QUESTIONING CONFLICT ADAPTATION 37

are still very important questions for the literatthat still lack definitive answers. In some
versions of a given paradigm evidence for confitaptation seems strong, whereas in others
this is less the case. There are caveats with eygsoach, so the summed results from the
literature do not tell a clear story. At minimurhis hoped that this review demonstrates that an
account that does not appeal to the notion of argtlaptation is still very viable.

The alternative account for PC and Gratton effectsultifaceted, but revolves around
one central idea. Encoding of previously encouultérials (e.g., into episodic memory) will lead
to incidental response biases during subsequeigvat The most recently encoded trials will
have a powerful effect in producing sequential ntations, such as feature binding effects
(Hommel, 1998), negative priming (Rothermund, Weatd& De Houwer, 2005), and the
Gratton effect. Averaging over several trials proekicontingency learning biases and temporal
learning biases, which help to explain basic casity learning effects, mixing costs, a portion
of the Gratton effect, and PC effects at the itisst),and context levels. In other words, all the
evidence for conflict adaptation can quite condeliy®e explained away by simple memory
encoding and retrieval processes. The appeararamnfiict adaptation could therefore be an
illusion. Some of the evidence for this null (i;@on-conflict adaptation) account is based on
strong experimental support and some on novellpmsexplanations provided in this review.
Clearly the evidence does not unequivocally supgitiner view and further research is definitely
called for. However, the hope is that this revieag demonstrated that an account based purely
on learning and memory biases is a viable alteredt an account which additionally assumes
the presence of conflict monitoring and adaptagimcesses.

One might conceivably object that conflict adaiptais not much different than the

learning account presented here, because cordiigitation involves learning as well. However,
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it is important to note some differences. The nontact account only assumes that participants
learn aboutvhen andwhat to respond. The conflict adaptation account aoid#ily assumes that
participants are able to learn about the amounboflict they are experiencing (conflict
monitoring) and are able to flexibly adjust attentin response to the amount of conflict
experienced (conflict adaptation). These two preessre not assumed by the non-conflict
account and are the processes that | wish to guestithis review. A more parsimonious
account that excludes conflict monitoring and ad@ph mechanisms may be sufficient. Of
course, a simpler account is not necessarily thecbaccount.

If conflict adaptation is assumed to be real, haveconfounds such as those discussed
in the current review cannot be ignored. It is mesegficient to simply reference work
suggesting that conflict adaptation exists aftérdontrols. If the goal is to assess conflict
adaptation independent of known task confounds ithis always necessary to control for every
identified confound in every experiment. This sltbsgéem obvious, but it is not common
practice. For instance, although it has been shbatcontrolling for feature repetitions sizeably
reduces the Gratton effect (e.g., Mayr et al., 20i&se biases are not always controlled for.
Independent of one’s theoretical bent regardindalger question of whether or not conflict

adaptation is observable, such confounds must allwayattended to.
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