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ABSTRACT   

A mobile mapping system (MMS) is the answer of the geoinformation community to the exponentially growing demand 
for various geospatial data with increasingly higher accuracies and captured by multiple sensors. As the mobile mapping 
technology is pushed to explore its use for various applications on water, rail, or road, the need emerges to have an 
external sensor calibration procedure which is portable, fast and easy to perform. This way, sensors can be mounted and 
demounted depending on the application requirements without the need for time consuming calibration procedures. A 
new methodology is presented to provide a high quality external calibration of cameras which is automatic, robust and 
fool proof. 

The MMS uses an Applanix POSLV420, which is a tightly coupled GPS/INS positioning system. The cameras used are 
Point Grey color video cameras synchronized with the GPS/INS system. The method uses a portable, standard ranging 
pole which needs to be positioned on a known ground control point. For calibration a well studied absolute orientation 
problem needs to be solved. Here, a mutual information based image registration technique is studied for automatic 
alignment of the ranging pole. Finally, a few benchmarking tests are done under various lighting conditions which 
proves the methodology’s robustness, by showing high absolute stereo measurement accuracies of a few centimeters.   

Keywords: Mobile mapping, extrinsic calibration, external calibration, automation, image registration, mutual 
information 

1. INTRODUCTION  
In recent years, mobile mapping systems (MMS) have evolved to a point where they can claim their position as one of 
the standard methods for the acquisition of survey grade geospatial data. The speed and the multimodal character of the 
data acquisition process have made it an attractive alternative to the classical surveying techniques. Equipped with high 
dynamic range cameras, 3D laser scanners, tightly coupled GPS/INS systems and other sensors, the platform is capable 
of taking a multimodal snapshot of its immediate surroundings in a glance. As each sensor’s performance improves with 
time, the technology is pushed to explore its use in various new application fields on water, rail, road, and even more 
difficult environments such as tunnels and urban canyons. 

When exploring new applications using a mobile platform, the problem has to be studied in relation to the wide variety 
of available sensors. Modern MMS systems consist of an all-digital platform combining the complementary 
characteristics of different sensors.  It generates highly redundant sensor data which is exploited by the customized data 
fusion algorithms with near real-time capabilities[2]. It gives the end-user more and more feedback about completeness 
and quality assurance. 

However, the quality of the extracted data highly depends on the quality of the calibration of the sensors. Two sets of 
parameters can be identified for each sensor, intrinsic and extrinsic. Both parameters’ sets can be estimated separately 
and have already been studied extensively. The intrinsic parameters describe the characteristics inherent to the sensor 
itself. For cameras, the more practical methods are described in [3] and [4] which are used as a basis for the camera 
calibration toolbox in Matlab. Here, the intrinsic calibration is performed based on this toolbox and the parameters are 
considered known before extrinsic calibration. The intrinsic parameters do not change in relation to time as long as the 
lens/camera combination doesn’t change.  



 
 

 
 

The focus of this paper is on extrinsic camera calibration which calculates the relative rotation and translation between 
different sensor coordinate systems. They have to be calibrated and integrated with the whole sensor system. The method 
used for extrinsic calibration of video cameras is often poorly documented[5]. Also in many experiments, extrinsic 
calibration parameters are treated as already known through pre-calibration, while few details can be found on how this 
is done. However, it is common knowledge that the process of extrinsic calibration is labor intensive. For this reason, 
off-the-shelf platforms such as [6] [7][8] try to eliminate the calibration step for the end user by providing an all in one 
sensor package which can be mounted on a mobile platform. By doing so, they also eliminate the flexibility of a sensor 
configuration by preventing sensor adaptations customized for more specialized surveying and computer vision tasks, 
such as road inspection, surveys on rails, offshore operations,  infrared heat inspection, visual odometry etc. 

To fix these problems we present an extrinsic camera calibration methodology which is automatic, robust, portable and 
easy to perform. This way, extrinsic calibration can be performed without time consuming procedures. There is no need 
for a target site, as presented in [9][10]. Only a one dimensional model such as a standard ranging pole is needed. It can 
easily be up to 4m in length and is still practical and portable compared to the checkerboards used in [11]. The procedure 
can be performed by a non-expert and be used as a standard check for quality assurance, both reducing the operational 
cost. Moreover, when used for quality assurance, the methodology is more reliable than online calibration algorithms as 
these sometimes prove to be unpredictable [12], i.e. their performance depends on the surrounding characteristics of the 
scene, e.g. rural or urban. 

2. CALIBRATION METHODOLOGY 
The methodology consists of  four  phases. The first phase is a small survey around the ranging pole. The pole has to be 
viewed from different viewing angles and different distances. In a second phase the computer vision algorithm will 
search for good images useful for calibration. Third, in the selected images, a registration will be performed by which the 
reference model will be fitted to the image with sub pixel accuracy. Based on these registrations it is possible in the final 
phase to calibrate the camera without interference of an operator. 
 
2.1 The mobile platform 

The platform used here is the MMS constructed by Grontmij Belgium NV. The main advantage of this platform is the 
flexibility for its use in a wide range of applications. The navigation sensor is an Applanix POSLV420 tightly coupled 
GPS/INS system. The INS makes it possible to maintain the positional accuracy during GPS outages due to low satellite 
visibility, occurring in urban canyons, tunnels, etc.  
 

 
Figure 1. The mobile platform from Grontmij Belgium NV mounted on car, boat and train 

 
The platform can handle up to 6 synchronized cameras and 4 laser scanners, a ground penetrating radar, an infrared 
scanner, a multibeam, and various other types of sensors. Here, we focus on the automatic calibration of the CCD sensor. 
The cameras can be oriented conform the application requirements. For the experiments, 2 MP Scorpion Pt Grey color 
cameras are mounted. Lenses with focal length of 4.8 mm and 6.4 mm are used.  
 
2.2 Sensor model and calibration 

Using a camera’s pinhole model, the projection from the 3D space to the image plane can be described by: ݏ	 = 	ݏ  ௐ  orࡼ࢚ۧ|ࡾۦ =        (1)ࡼ



 
 

 
 

Where Pw(Xw,Yw,Zw,1) are the coordinates of a 3D point in the world coordinate space W, p are the coordinates of the 
projection point in pixels, s is a scale factor. A is called a camera matrix, or a matrix of intrinsic parameters, and ࢚ۧ|ࡾۦ 
denotes a matrix gathering the extrinsic parameters (rotation and translation) of the camera. In (1), p is not the actual 
observed image point since virtually all imaging devices introduce a certain amount of nonlinear distortions. Among the 
nonlinear distortions, radial distortion is present and increasing along the radial direction from the center of distortion. It 
has been recognized to be the most severe. In this paper it is assumed that the intrinsic parameter set of the camera is 
known by an off-line calibration process such as the camera calibration algorithm presented in [10]. The intrinsic 
parameters define the projection from a point in the camera frame to the pixel coordinates in the image plane. 

The transformation from world coordinate frame to the camera frame is defined by the following equations: ࡼூேௌ = .ௐଶூேௌࡾ ௪ࡼ ࡼ ௐଶூேௌ     (2)࢚	+ = .ூேௌଶࡾ ூேௌࡼ ூேௌଶࡾ ூேௌଶ     (3)࢚	+ = .(ߙ)ଵࡾ .(ߚ)ଶࡾ  (4)     (ߛ)ଷࡾ

ூேௌଶ࢚ = ݐ௫ݐ௬ݐ௭൩,       (5) 

 ௪are the coordinates of the same point in respectively the camera frame, the GPS/INS frame and theࡼ ூேௌ andࡼ ,ࡼ
world frame. Each rotation is defined by 3 parameters as shown in (4), and each translation is defined by three 
parameters as shown in (5). ࡾௐଶூேௌ is the rotation from world frame to GPS/INS frame. This rotation is known by the 
system. Also translation ࢚ௐଶூேௌ is known. Thus, the position and orientation of the camera frame is defined by the six 
remaining parameters (tx,ty,tz,α,β,γ) of translation ࢚ூேௌଶand rotation ࡾூேௌଶ. These parameters can be estimated using 
3D-2D correspondences.  For this, a set of object points, their corresponding image projections, the camera matrix and 
the distortion parameters of the camera are required[15]. 

2.3 Data collection 

The procedure to collect data for calibration has to be easy to perform and practical. Therefore, a standard ranging pole is 
used as a reference. The pole is set up and vertically leveled at a known ground control point. With the mobile platform a 
small survey around the pole is performed. This results in a set of georeferenced images in which the pole is visible from 
different viewing angles and at different distances from the camera. The ranging pole can be seen as a one dimensional 
sequence of colored segments in the image as is shown in Figure 2. Each transition in color of the ranging pole can be 
used as a reference point of which the world coordinates are known. The automatic frame selection will try to detect the 
colored segments as a first estimate of where the ranging pole can be found in the image before the registration technique 
is used for segment extraction with sub pixel accuracy. 

   
Figure 2. One dimensional reference model 

 

2.4 Automatic frame selection 

The process of selecting the right frame is important for two main reasons. First, the calculation of the calibration 
parameters is sensitive to outliers. False positives should be prevented even if that limits the fraction of true positives. On 
the other hand, frames need to be collected from different viewing angles to the ranging pole. This way, a bias is 
prevented on the wide baseline stereo measures after calibration. The process of frame selection is presented in Figure 3. 
Each frame is first undistorted using the intrinsic calibration parameter set of the camera. This way the distortion of 
straight lines projected in the image plane such as the reference model will be corrected. 

In the next phase, the interesting features of the reference model (i.e. color and shape) are used to search for its 
projection in the image. Using samples of different appearances of the pole, a color region in the HSV color space is 
created, focusing on the orange color segment in this case. The conversion to the HSV color space is performed because 
it allows us to model the color region of interest as a 2D polygon in the HS plane, dropping the value component of the 
color coordinate.   



 
 

 
 

A second filter is the ridge detection filter. Lines in an image can be seen as narrow valleys or ridges in the intensity 
surface if one views the image as a terrain model. To determine pixels belonging to the pole, one can use several 
approaches like the ‘facet model’ based approach [13] or Steger’s method [14]. In our work, the range pole detection is 
performed using a differential ridge detector based on Steger’s method. This method describes the scale-space analysis 
of a bar-shaped intensity profile, which can be a pole like object, by convolving the image with a Gaussian or one of its 
derivatives.  The main characteristic of a ridge pixel is a large eigenvalue λ1 of the Hessian matrix, with corresponding 
eigenvector perpendicular to the road direction. 

 
Figure 3. The frame selection process 

 
In order to calculate the eigenvalues in a certain pixel, the image I is convolved with the second derivatives of a Gaussian 
Gxx, Gxy, Gyy.  The convolution kernels have dimension (2w+1) by (2w+1), w denoting half the kernel size.  These 
convolutions give rise to smoothed and differentiated images.  We will refer to the values of a pixel in these images with 
Rxx, Rxy and Ryy respectively.  The eigenvalues and eigenvectors can now easily be calculated using the Hessian H for 
each pixel: 
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If we focus our attention on vertical ridges, only the second partial derivative Rxx (i.e. the raw image convolved with Gxx) 
is important for determining the ridge saliency: 
 

0≈≈ xyyy RR xxR≈⇒ 1λ  , 
 

wherein λ+ is the largest eigenvalue of the Hessian.  If, for a certain pixel, this eigenvalue is higher than a certain 
threshold, there is a great possibility a ridge is detected.  Of course, determining the best threshold is crucial for good 
detection of the ranging pole and is calculated here based on the distance to the camera.  In Figure 4 a result of this 
process is given. 
 
The two masks are combined to extract visual cues. This extraction based on color and ridge information is prone to 
noise. Therefore, each segment in the combined mask is analyzed. Based on some characteristics the segment is kept or 
eliminated from the mask. The criteria used here are:  linearity, size and second color at beginning and ending of each 
segment. In this case, segments which are big linear blobs of orange, starting and ending with black pixels, are selected 
as possible parts of the ranging pole. It is clear that the starting and ending image coordinates of the segments do not 
correspond to a perfect segmentation of the segments of the ranging pole. Because of illumination effects, chromatic 
aberration and jpeg compression, the extraction of these visual cues will only be used as a first estimate to initialize the 
model registration. 
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Frames TP FP TN FN 

(a) 205 27 2 175 1 
(b) 71 20 9 40 2 

(c) 141 14 2 118 7 

 
Table 1 Results of the frame selection procedure for three calibration surveys 

 

Three surveys were analyzed. Survey A was performed in the best circumstances, i.e. good lighting conditions and no 
disturbing background objects. This results in a low FP and FN value. Survey B was performed in a more interfering 
environment, i.e. various orange objects in the background. This results in more false positives. Survey C was performed 
in less environment light which results in more false negatives.  

All frames which were considered positive in the frame selection procedure, are now used in the registration process. 
The registration should be robust against mistakes in the segment detection process. Also, it has to be able to determine 
which segment of the ranging pole was detected when only one segment was found. With the ranging pole used here, this 
means two registration trials have to be made when only one segment was found. When two segments were found, only 
one registration is performed. 

To obtain this, we use several decision steps during registration: 

1. First of all, if the registration gives a part of the ranging pole as being outside the image, then the entire 
registration is rejected. Even though the registration might be correct, we need the ranging pole to be 
completely visible for the later calibration. 

2. After this we put a simple threshold on the mutual information value. When its value at the optimal φ is too 
low, then we will classify the registration as incorrect. The threshold should not be too strict, so as not to give 
too many false negatives. 

3. Finally we put a threshold on the mean squared error between the model pole and the image, to remove the 
remaining false positives. Here we can also use the information that over a sequence of images the camera tilt 
will be approximately constant, meaning the φ will be constant. Images where φ is too far from the average are 
also discarded. 

We have tested our registration evaluation method on a set of 109 registration results. Manually annotated ground truth 
gives us 29 correct segmentations, and 80 incorrect segmentations. Of the 109 registrations, 25 lie partly outside the 
image, so we discard these based on the first evaluation criterion. The remaining 84 are thresholded based on their 
mutual information and mean squared error values. This is shown in Figure 7. When we choose thresholds of 0.4 for the 
MI and 8000 for the MSE we get 1 remaining false positive and 5 false negatives. Stricter thresholds result in no 
remaining false positives. 

4. CONCLUSION 
In this paper, a new methodology was presented to automate the extrinsic calibration process of a 2 MP Scorpion Pt Grey 
color camera mounted on a high accuracy mobile mapping system. The methodology proves to be easy to perform and 
robust. To achieve this, a set of georeferenced images was collected in which a standard ranging pole is visible. Using a 
color and shape based method, a set of images is automatically selected from the calibration survey. Using the location 
of the reference object, i.e. the ranging pole, and its projected image coordinates in the image, the extrinsic camera 
parameters can be calculated. The mutual information based registration procedure is used to extract the image 
coordinates at subpixel level and is able to identify the false positives from the frame selection procedure. The results 
show that the automated procedure can achieve the same calibration quality compared to a manual calibration, even 
when jpeg compression, chromatic aberrations and less than ideal lighting conditions are present. 
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