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Abstract

Background: The identification of relevant biological features in large and complex datasets is an
important step towards gaining insight in the processes underlying the data. Other advantages of
feature selection include the ability of the classification system to attain good or even better
solutions using a restricted subset of features, and a faster classification. Thus, robust methods for
fast feature selection are of key importance in extracting knowledge from complex biological data.

Results: In this paper we present a novel method for feature subset selection applied to splice site
prediction, based on estimation of distribution algorithms, a more general framework of genetic
algorithms. From the estimated distribution of the algorithm, a feature ranking is derived.
Afterwards this ranking is used to iteratively discard features. We apply this technique to the
problem of splice site prediction, and show how it can be used to gain insight into the underlying
biological process of splicing.

Conclusion: We show that this technique proves to be more robust than the traditional use of
estimation of distribution algorithms for feature selection: instead of returning a single best subset
of features (as they normally do) this method provides a dynamical view of the feature selection
process, like the traditional sequential wrapper methods. However, the method is faster than the
traditional techniques, and scales better to datasets described by a large number of features.

Background

The DNA sequences of most genes code for messenger
RNA (mRNA) that is, in turn, encoding proteins. Whereas
in prokaryotes the mRNA is a mere copy of a fragment of
the DNA, in eukaryotes the RNA copy of DNA (primary
transcript or pre-mRNA) contains non-coding segments
(introns) which should be precisely spliced out to pro-
duce the mRNA. The border sides of such introns are

referred to as splice sites. The splice site in the upstream
part of the intron is called the donor site, the downstream
site is termed the acceptor site.

During the last years, large datasets containing the
sequences of several eukaryotic genomes became availa-
ble. Such datasets allow us to use supervised machine
learning techniques to automate the process of splice site
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prediction. The identification of these sites constitutes the
major subtask in gene prediction and is of key importance
in determining the exact structure of genes in genomic
sequences. An extensive overview of splice site recognition
can be found in [1], while a more general overview and a
comparison of gene and splice site prediction is discussed
in [2] and [3]. More recent work on splice site prediction
for the human genome include methods base on maxi-
mum entropy modelling [4] and support vector machines

[5].

To increase the probability of including relevant informa-
tion, machine learning methods are typically provided
with many features describing the data. In most cases
however, not all of these features will be relevant to the
classification task, often decreasing the classification per-
formance of the learning algorithm. Therefore, there is a
need to incorporate techniques that search for a "mini-
mal" set of features with "best" classification perform-
ance. These techniques are often referred to as feature
subset selection (FSS) or dimensionality reduction
techniques.

Genetic algorithms (GA) have been applied successfully
to the identification of relevant feature subsets in small
scale (less than 100 features) domains [6-8]. During the
last decade estimation of distribution algorithms (EDA)
emerged as a new form of evolutionary computation [9-
12]. In previous work [13], the use of EDAs for selecting a
constrained subset of features was shown to yield a con-
siderable speed-up in time with respect to the traditional
wrapper methods for feature selection.

In this paper we elaborate further on these ideas and dem-
onstrate how an EDA can be used to provide a dynamical
view of the feature selection process. This offers new pos-
sibilities for identifying how much and which features are
minimally needed before classification performance dras-
tically goes down, and provides more insight into the bio-
logical problem of splicing. This is demonstrated by the
detection of a new, biologically motivated feature, that we
refer to as AG-scanning.

Methods

Splice site datasets

We constructed a dataset of splice sites for Arabidopsis thal-
iana. This was done as follows. We obtained mRNAs from
the public EMBL database and aligned them to the BAC
sequences that were used during the assembly of the Ara-
bidopsis chromosomes. Afterwards the dataset was
cleaned, by removing redundant genes, which resulted in
a dataset of 1495 genes. From these genes, only the
introns with canonical splice sites (GT for donor and AG
for acceptor) were retained and used as positive instances.
Negative instances were defined as GT or AG dinucle-
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otides in the interval between 300 nucleotides upstream
of the donor of the first intron and 300 nucleotides down-
stream of the acceptor of the last intron in that gene and
that are not annotated as a splice site. More details on the
construction of the datasets can be found in [13] and [14].

Feature extraction

Splice site prediction can be divided into two subtasks:
prediction of donor sites and prediction of acceptor sites.
Each of these subtasks can be formally stated as a two-
class classification task: {donor site, non-donor site} and
{acceptor site, non-acceptor site}. The features describing
the positive and negative instances were extracted from a
local context around the splice site. In our experiments we
used a window of 50 nucleotide positions to the left
(upstream of the splice site) and 50 positions to the right
(downstream of the splice site). Features were then
extracted from this local context, resulting in three data-
sets with growing complexity.

Dataset 1 is the most simple dataset, containing only posi-
tion-dependent nucleotide information. This results in a
dataset described by 100 (50 to the left, 50 to the right)
features. These features were converted into a binary for-
mat using a sparse vector encoding, yielding 400 binary
features.

Dataset 2 adds to these position-dependent features also a
number of position-independent features, representing
the occurrence of trimers (words of length three) in the
flanking sequence. An example of such a feature is the
occurrence of the word "ATC" in the upstream part of the
splice site. This yields another 128 binary features, sum-
ming up to 528 binary features for the second dataset
version.

Dataset 3 adds another layer of position-dependent infor-
mation: the position-dependent dimers. This results in an
additional set of 1568 features (49 x 16 x 2), summing up
to 2096 features for the third dataset. It should be noted
that adding position-dependent dimers already captures
dependencies between adjacent nucleotides at the feature
level. This allows us to still use linear classification mod-
els, yet take into account nucleotide dependencies.
Another advantage of incorporating the dependencies at
the feature level, is the ease to visualise and interpret fea-
ture dependencies using feature selection, as will be
shown further. Note that these features only model
dependencies between pairs of adjacent bases, but not
between non-neighbouring bases.

For each of the three datasets, different training and test
sets were compiled. This was done as follows. Each dataset
was split into a train and a test set, each containing 3000
positive and 18,000 negative instances. This class
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Schematic overview of the EDA algorithm. The EDA
starts by generating an initial population PO. Then, an itera-
tive procedure runs until the termination criteria are met.

imbalance was chosen, because it is a more realistic view
of real sequences, where the number of pseudo sites also
outnumbers the amount of real sites. This process of split-
ting was replicated five times, resulting in five pairs of
training and test sets, allowing us to perform a 10-fold
cross-validation (5 x 2). The results described further are
all averaged over these 10 folds.

Estimation of Distribution Algorithms

Standard GAs have been criticized in the literature for a
number of aspects: the large number of parameters that
have to be tuned, the difficult prediction of the move-
ments of the populations in the search space and the fact
that there is no mechanism for capturing the relations
among the variables of the problem [10,11]. EDAs try to
overcome these difficulties by providing a more statistical
analysis of the selected individuals, thereby explicitly
modelling the relationships among the variables. Instead
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of using the traditional crossover and mutation operators
as in GAs, the further exploration of the search space is
guided by the probabilistic modelling of promising solu-
tions. The main scheme of the EDA approach is shown in
Figure 1. In a first step, the initial population is generated.
From this population a subset of promising individuals is
selected. This is done by calculating an evaluation meas-
ure (often called the fitness) for each individual and after-
wards selecting a number of individuals (mostly the best
half of the population). In the case of feature selection,
each individual is a binary feature vector, each bit repre-
senting the presence (1) or absence (0) of a particular fea-
ture. The evaluation can then be calculated as the
classification performance of a machine learning method
when using only the features having a 1 in the binary vec-
tor. This will be discussed in more detail in the following
sections.

An iterative procedure repeating steps 2, 3 and 4 (see Fig-
ure 1) is then carried out until a termination criterion is
met. Such a criterion can either be quantitative, like a fixed
number of iterations, or qualitative, like a lower limit on
the evaluation measure that has to be reached. In each
iteration, a number of individuals is selected from the
population and from these a probability distribution of
the encoded variables is estimated. Afterwards, the esti-
mated probability distribution is used to generate the next
population. This is done by sampling the probability dis-
tribution, i.e. generating individuals according to this
distribution.

The actual estimation of the underlying probability distri-
bution represents the core of the EDA paradigm, and can
be considered an optimization problem on its own.
Depending on the domain (discrete or continuous), dif-
ferent estimation algorithms with varying complexity
(modelling univariate, bivariate or multivariate depend-
encies) were designed [10]. In the most complex case of
multivariate dependencies, Bayesian Networks are fre-
quently used. A greedy search algorithm is then used to
find a suitable (and often constrained) network that is
likely to generate the selected individuals.

The use of EDAs for feature subset selection was pioneered
in [12] and the use of EDAs for FSS in large scale domains
was reported to yield good results [10,13].

The Univariate Marginal Distribution Algorithm

As an example of an EDA, we will consider here the Uni-
variate Marginal Distribution Algorithm (UMDA, [15]).
The UMDA is a simple estimation algorithm, based on the
assumption that all variables are independent. For each
iteration | the probability model p,(x) that is induced from
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a selected number of individuals (step 3 in Figure 1) is

n n
estimated as py(x) = |_| pi(x;) = |_| p(x; | Dlel)
i=1 i=1

Here each p;(x;) (the relative frequency) is estimated from
the selected set (Se) of individuals of the previous genera-

tion Dls_el . A new individual is then generated by sampling
a value from the distribution p,(x;) for each variable x;.

It has to be pointed out that the EDA-UMDA approach is
very similar to the compact GA [16] or to a GA with uni-
form crossover. Although these algorithms assume inde-
pendence between variables, it has been shown that they
are fast and robust for feature selection [17,10].

Classification methods

Two classification methods were used in our experiments:
the Naive Bayes classifier and the Support Vector
Machine. These methods are known to perform well in
high dimensional spaces. They are supervised classifica-
tion methods that induce a decision function from the
instances in a training set that can then be used to classify
a new instance. The Support Vector Machine (SVM,
[18,19]) is a data-driven method for solving two-class
classification tasks. In our experiments we used a linear
SVM. The Naive Bayes method (NBM, [20]) follows the
Bayes optimal decision rule, combining it with the
assumption that the probability of the features given the
class is the product of the probabilities of the individual
features. It is known that the NBM can achieve considera-
bly better results when FSS is applied [21], yet also the
SVM can benefit from feature selection, although it
already performs an implicit feature weighting based on
the maximisation of the margin [22].

Feature subset selection methods

Techniques for FSS are traditionally divided into two
classes: filter approaches and wrapper approaches [23]. In
the case of filter methods a feature relevance score is cal-
culated, and low-scoring features are removed, providing
a mechanism that is independent of the classification
method to be used. In the wrapper approach various sub-
sets of features are generated and evaluated, typically
using greedy (iterative forward or backward methods) or
heuristic search methods (GA, EDA). This approach is
used with a specific classification algorithm, as the out-
come of the evaluation is used during the search. Addi-
tionally one can distinguish a third class of FSS methods
where the feature selection mechanism is built into the
model [22].

In general, the use of wrapper methods is preferred, as this
approach is better able to deal with datasets where many
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correlations between features exist. On the other hand,
wrapper techniques are computationally very demanding,
because for each feature subset a classification model has
to be trained and evaluated. The technique we describe
here is an EDA-based heuristic wrapper approach, that
scales better to larger feature sets than the traditional
wrapper methods, as will be shown further in this paper.
Traditionally, FSS techniques based on GAs or EDAs use
the single best subset of features as the result of the search.
Here we elaborate further on these ideas and show how
the EDA can be used to derive a more dynamic view of the
feature selection process.

Feature ranking using EDA-UMDA

The most common usage of GAs/EDAs in feature selection
is to search for a subset of features, representing the "best"
solution, i.e. one that maximises the classification per-
formance of the classification model on the training
(using cross-validation) or holdout set. This is done by
evolving a population, where at the end of the iterative
process the best scoring individual is regarded as "the
solution”.

It should be noted that such a single best subset of features
provides a rather static view of the whole elimination
process. When using FSS to gain more insight in the
underlying processes, the human expert does not know
the context of the specific subset. Questions about how
much and which features can still be eliminated before
the classification performance drastically drops down
remain unanswered using a static analysis, although these
would provide interesting information.

Feature ranking is a first step towards a dynamical analysis
of the feature elimination process. The result of a feature
ranking is an ordering of the features, sorted from the least
relevant to the most relevant. Starting from the full/empty
feature set, features can then be removed/added and the
classification performance for each subset can be calcu-
lated, providing a dynamic view.

A solution to the traditional, static approach lies in the
fact that the outcome of an EDA should not be restricted
to the single best individual from the population, yet the
distribution estimated from the population can be used as
a whole to yield better generality than a single solution.
To derive a feature ranking from a probability distribu-
tion, some sort of importance or relevance score for each
feature needs to be calculated. Evidently, a feature i having

a higher value for p (xll) can be considered more impor-

tant than a feature j with a lower value for p (x}) .The gen-

eralized probabilities pl(xll) can thus be considered as
feature relevance scores, and a list of features sorted by
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these probabilities returns a feature ranking. The general
algorithm to calculate such a ranking (EDA-R) consists of
the steps presented below.

Algorithm EDA-R
1. Select S individuals from the final population Dy,

S.
2. Construct the probability model P from Dﬁ']nal ,j=1..
S, using an EDA (UMDA, BMDA, BOA/EBNA)

3. For each variable (feature) X, calculate the probability

p(xi)

4. Sort the features X; ,..., X, by their probabilities p(x,l)

5. List the array of sorted features

The most important step in this algorithm is the extraction

of the probabilities p;(x}) from the model. For models
with univariate dependencies like the UMDA, the extrac-
tion of these probabilities is trivial, as they can be directly
inferred from the model. For higher order EDAs the prob-

abilities p;(x}) need to be calculated in a forward man-
ner, as they may involve conditional probabilities.

The feature ranking can then be used afterwards to itera-
tively discard features. It should be noted that this ranking
is specific to the classification model that was used during
the search. The number of classification models that have
to be trained can be easily calculated. For an EDA with a
population size P, running for I iterations, the number of
model evaluations is P(I+1).

Other techniques

We compared EDA-based feature ranking to two other
selection strategies. The first of these is a traditional
sequential wrapper approach, known as sequential back-
ward elimination (SBE). SBE starts with the full feature set
and iteratively discards features. At iteration I the feature
set consists of n; features and n; models have to be trained,
leaving out each feature once in each model. At iteration
I+1 the feature set for the model with the best predictive
performance is then chosen as the new feature subset. For
a feature set of size n the number of classification models
to be trained and evaluated when a complete view of the

n(n+1)
2

selection process is required is . One could also

use a sequential forward selection procedure, but in gen-
eral correlated features are better discovered using a back-
ward approach.
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The second method is an advanced filter method,
described by Koller and Sahami [24], further referred to as
KS. This filter method is based on Markov blankets, being
able to discover feature interactions, a property that does
not apply for all filter methods. During the first step a cor-
relation matrix is calculated, requiring O(n2(m + log n))
operations, m being the number of instances in the train-
ing set. During the second step, the actual feature selection
is done. The parameter k in the algorithm represents a
small, fixed number of conditioning features, typically set
to 0,1 or 2. For this parameter in the algorithm we used
the value 1 in all our experiments, requiring an additional
O(2n2m) operations for a complete view of the selection
process.

Selection criterion

The determination of the classification performance for a
specific subset of features greatly influences the feature
selection mechanism. In our experiments we used the F-
measure as a measure of classification performance,
because it is better able to deal with imbalanced datasets
than the traditional accuracy measure [25].

_ 2 xprecision X recall . _ TP _ TP
F=—"—————— where precision = and recall =
precision + recall TP + FN
TP and TN represent the number of true positives and true
negatives, FP and FN the number of false positives/nega-
tives.

Implementation

The methods for feature selection were all implemented
in C++, using the SVM/is"t implementation for SVMs [26].
Both SBE and EDA are suitable candidates for parallelliza-
tion, providing a linear gain in speed of the selection proc-
ess. For parallellization, we made use of the MPI libraries,
available at [27]. All experiments ran on a cluster of 5
dual-processor (1.2 Ghz) Linux machines running Red-
Hat Linux 7.2. The source code is available from the
authors upon request.

Results and discussion

All results were averaged using 10-fold cross-validation.
Using the EDA-approach, the internal evaluation of a fea-
ture subset was calculated on a 5-fold cross-validation of
the training set. For the different datasets, the C-parameter
of the SVM was tuned on the full feature set: C = 0.05 for
datasets 1 and 2, C = 0.005 for dataset 3. These values were
determined experimentally using a cross-validation proce-
dure. For the EDA-approach, the population size was
tuned to 500 individuals, and the number of iterations
was set to 20. At each iteration in the EDA, the probability
model was estimated using the best half of the
distribution. For the largest dataset (2096 features) the
SBE approach turned out to be infeasible, due to the large
number of models that needs to be evaluated.
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Comparison of feature selection techniques. For each of the three datasets, the different feature selection techniques
are compared with NBM used as a classifier. The x-axis denotes the number of features that has been eliminated so far, while

the y-axis shows the classification performance (F-measure).

Figure 2 compares the results for the three feature selec-
tion methods on the three datasets when NBM is used as
classifier. At the x-axis the number of features eliminated
so far is represented, while the y-axis measures the classi-
fication performance (F-measure). Several conclusions
can be drawn from these results. A general observation is
that many features can be eliminated before the classifica-
tion performance drastically goes down. This illustrates
the fact that the datasets contain many irrelevant or corre-
lated features, as removing these features does not harm
the classification performance. Furthermore it can be
noted that better results can be obtained using the more
complex datasets (adding position-independent trimers
and position-dependent dimers), proving the usefulness
of including such kind of features. A second observation
is that the wrapper methods (EDA-R and SBE) consist-
ently perform better than the filter method (KS), and that
EDA-R achieves better results than SBE.

In addition to the comparison of classification perform-
ance, an important aspect to consider is the running time.
In this respect KS, being a filter approach, is the fastest
algorithm for the datasets we used. To compare EDA-R
and SBE, the formulas given earlier can be used to calcu-
late the number of model evaluations that is needed. For
the datasets containing 528 features, an SBE approach
eliminating one feature at the time requires 139,656
model evaluations, while the EDA-R method needs only
10,500 model evaluations, a reduction by approximately
one order of magnitude. For the largest dataset (2096 fea-
tures) the EDA-R method achieves good results, and
needed only 10,500 model evaluations, while the SBE
approach would need 2,197,656 model evaluations, a
reduction by more than two orders of magnitude.

Clearly, the EDA-R method scales better to datasets with
many features. Another advantage of EDA-R is the fact that
the number of model evaluations needed is not directly
dependent on the number of features. It is only indirectly
dependent through the classification algorithm that is
used in the EDA-process.

As both NBM and SVM scale well in the number of fea-
tures used, the use of EDA-R with these models provides
advantages over SBE and KS, both being quadratic in the
number of features. As a consequence, the use of SBE and
KS will turn out to be infeasible as the number of features
gets larger, while the use of EDA-R will still produce
results.

As we already mentioned in the introduction, a key advan-
tage of applying FSS methods is the extraction of knowl-
edge from complex datasets. Using the different datasets
mentioned earlier, we now discuss the advantages of the
EDA-R approach to gain more insight into the classifica-
tion of acceptor and donor splice sites.

Acceptor prediction

An important advantage of the EDA-R method, compared
to the sequential backward wrapper and the filter method,
is the fact that the relative frequencies of the features in the
final distribution can be used as an importance measure,
or feature weight. As a result, several gradations of the
importance of features can be distinguished and visual-
ised, which cannot be done using only a feature ranking.

To visualise the results of the EDA-R feature selection
method, the feature weights can be color coded using a so-
called heat map. On a heat map, the interval [0,1] is
mapped to a color gradient changing from blue (0), over
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Figure 3

Visualization of EDA-R feature weights for acceptor prediction. For each of the three datasets, the color coded fea-
ture weights as a result of the EDA-R feature selection in combination with a linear SVM are shown. (A) The simplest dataset
(only position dependent nucleotides, 400 binary features). (B) The extended (position dependent nucleotides + position invar-
iant 3-mers, 528 binary features). (C) The most complex dataset (also including position dependent dinucleotides, 2096 binary

features).

green (0.5) to red (1). The results of such a color coding
of the features for acceptor prediction are shown in Figure
3. In this figure, the features for dataset 1 (400 features,
Figure 3A), dataset 2 (528 features, Figure 3B) and dataset
3 (2096 features, Figure 3C) are shown when EDA-R is
combined with the linear SVM. Figure 3A represents the
dataset containing only position-dependent nucleotides.
For each of the four nucleotides (shown as four rows),
each column represents a position in the local context of
the acceptor site (the upstream part is shown on the left
and the downstream part is shown on the right). Figure 3B
shows the features of the second dataset, containing also
the position invariant trimers. For each part of the context
(upstream, downstream), the trimers are grouped accord-
ing to their composition: the first four columns represent
trimers with a bias to the respective nucleotides A, T, C
and G. The last two columns represent the remaining
trimers. In Figure 3C, the position-dependent dimers are

included, where each row again represents a specific
dimer. The color gradients for each of the three datasets
clearly reveal some insightful patterns.

For example, the bases flanking the acceptor site turn out
to be of key importance in distinguishing true sites from
pseudo sites. These features represent the consensus
around the acceptor site. Also note the importance of the
dimer features in the immediate neighbourhood of the
splice site, capturing local dependencies.

The existence of a poly-pyrimidine (nucleotides C and T)
stretch in the upstream part (about 20 nucleotides) of the
acceptor also appears to be a strong feature. Further, it can
be noticed that in this pyrimidine stretch, the nucleotide
T is of higher importance than the C. This fits with the
current knowledge on spliceosomal splicing first docu-
mented in yeast and mammals [28]. Even if T-rich

Page 7 of 11

(page number not for citation purposes)



BMC Bioinformatics 2004, 5

http://www.biomedcentral.com/1471-2105/5/64

35
— True acceptors |
30 — Pseudo acceptors
5 /\
c 25
‘” |
>
(o
o 20
; i
— 15 / \
10 —e—— NN —— \
\/\/\/\/\/\/\\/\\‘/\/\/\/\Mﬁ\
5
O\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
49 46 43 40 37 34 31 28 25 22 19 16 13 10 7 4 1
Position upstream of acceptor

Figure 4

TG percentage upstream of the acceptor site. For both real and pseudo acceptor sites, the percentage of TG dinucle-
otides is shown as a function of the position upstream of the site. The closer to the acceptor, the more abundant this dinucle-

otide is in real acceptor sites.

sequences are reported to be spread all over the introns in
plants [29], our observation indicates that poly-pyrimi-
dine tracts do play a specific role in acceptor recognition
in plants as well. Another feature related to the poly-pyri-
midine tract is the importance of TG-dinucleotides
upstream of the acceptor (Figure 3C). A position-fre-
quency plot of this dinucleotide is shown in Figure 4,
from which we can conclude that the TG is more abun-
dant in true acceptors.

The fact that the acceptor site is a boundary between a
non-coding region (intron) and a coding region (exon) is
also reflected in the features that are selected. A three-base
periodicity in the features, especially for the bases G, T and
C, can be observed downstream of the acceptor site, as
expected for coding regions. Furthermore, some position
invariant features are of great importance, shown by the
fact that the periodic pattern becomes less apparent if
position invariant features are considered. This illustrates
the importance of the position invariant features in cap-
turing codon bias.

AG-scanning feature

In the largest data set (Figure 3C), the dinucleotide "AG"
appears as a very strong feature in the region up to about
25 positions upstream of the acceptor site. Naturally, in
the local context of true acceptors, this dinucleotide
should not appear in this region, because it is known that

the acceptor site is usually the first "AG" following the
branch point [30]. Selection against AG dinucleotides in
the upstream part of true acceptors is shown in Figure 5,
where the positional frequencies of the dinucleotide AG is
compared for the true and pseudo acceptors. The
prominence of this feature in this region points to the fact
that in Arabidopsis the branch point should be at least
about 25 positions upstream of the acceptor site, which
fits with the + 30 nt distance of branch points to acceptors,
previously reported for plants [29].

Donor prediction

A similar analysis was done for donor sites. The results for
the most complex dataset (2096 features) are shown in
Figure 6. Analogous to acceptor prediction, the strongest
features are the ones that represent the consensus
sequence around the donor site, both for the position
dependent nucleotides and dinucleotides. Also in this
case, some of the position invariant features are highly rel-
evant for classification, for example the T-rich trimers TTA
and TTT in the downstream part of the context, capturing
the T-richness of introns in Arabidopsis.

Another pattern that can be clearly observed is the impor-
tance of G immediately downstream of the donor site. A
position-frequency plot of the G-percentage in the down-
stream part of the donor site is shown in Figure 7. From
this figure we can learn that the nucleotide G is signifi-
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Visualization of EDA-R feature weights for donor prediction. For the most complex of the three datasets (2096 binary
features), the color coded feature weights, resulting from the combination of EDA-R with a linear SVM, are shown. The inter-

pretation is similar to Figure 3.

cantly under-represented in the case of real donor sites,
compared to pseudo sites, except at position +3, where a

G is over-represented as part of the consensus sequence.

Conclusions

The results discussed in this paper show that feature sub-
set selection using EDA-based ranking provides a robust
framework for feature selection in splice site prediction.
We presented a method that is easy to implement, can be
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G percentage downstream of the donor site. For both real and pseudo donor sites, the percentage of G nucleotides is
shown as a function of the position downstream of the site. The closer to the donor, the less G is tolerated. The only excep-
tion occurs at position +3, where a G is clearly over-represented, as part of the donor consensus sequence.

easily parallellized, and is scalable to larger feature sets.
This was obtained at no expense of efficiency. The method
can be used for any other optimisation problem where the
feature set is sufficiently large, like gene selection in
microarray datasets.

An important advantage of our method (EDA-R) is the
derivation of feature weights, which is shown to be useful
to extract knowledge from complex data. The most prom-
inent example of this was the detection of a new,
biologically motivated feature for acceptor prediction,
which we termed AG-scanning. Because the knowledge on
splicing mechanisms in plants is still limited [29], new
findings such as discussed here could both lead to
advances in gene prediction and to biologically relevant
insights in the mechanisms behind transcription.

Future research on splice site prediction will focus on
larger feature sets, including additional information such
as structural information to achieve better results. Other
future directions we would like to explore are the combi-
nation of EDAs with other classification systems, and the
development of more complex features that capture other
nucleotide dependencies at the feature level.
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