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Abstract

Most automatic speech recognition systems employ Hidden Markov Models with Gaussian mixture emission distributions to model the acoustics. There have been several attempts however to challenge this approach, e.g. by introducing a neural network (NN) as an alternative acoustic model. Although the performance of these so-called hybrid systems is actually quite good, their training is often problematic and time consuming. By using a reservoir – this is a recurrent NN with only the output weights being trainable – we can overcome this disadvantage and yet obtain good accuracy. In this paper, we propose the first reservoir-based connected digit recognition system, and we demonstrate good performance on the Aurora-2 testbed. Since RC is still sub-optimal, and further improvements are possible.

Index Terms: speech recognition, reservoir computing, digits

1. Introduction

Although Hidden Markov Models (HMM) have proven their strong ability to model the speech acoustics for automatic speech recognition (ASR), they have regularly been challenged by alternative methods. Many of them try to alleviate the state-dependency hypothesis underlying the HMM paradigm. One such a suggestion is to model the dynamics and contextual dependencies in speech by means of a Recurrent Neural Network (RNN) [1]. It has been shown that RNN-based systems can indeed attain a good performance, but error back-propagation through time is a rather complex, critical and time consuming task. One of the alternative methods is the so-called spectral radius (SR) defined as the largest eigenvalue (in absolute terms) of the recurrent weight matrix, controls the dynamics of the system. Each output node computes a linear function of the reservoir state, and the parameters of that function form the weights of the output connections. They are trained to achieve that a particular output node is high for observations of a particular class (e.g. phoneme or digit) and low for observations of any other class. Since the output node is linear, the output connection weights are obtained by linear regression. Since the output nodes ‘read’ the created system. The paper ends with some conclusions and ideas for future work.

2. Reservoir Computing

A simple RC system (see Figure 1) consists of a reservoir and a read-out layer. The reservoir consists of nonlinear neurons with randomly fixed weights on the input and recurrent connections. Only the weights to the output nodes are being trained.

Figure 1: A basic RC system consists of a reservoir and a read-out layer. The reservoir consists of nonlinear neurons with randomly fixed weights on the input and recurrent connections. Only the weights to the output nodes are being trained.
The computed and desired output vectors are $XW$ and $D$, while $I$ is the unity matrix and $N_t$, the number of training examples. The term $\tau$ is the regularization term.

To extend the integration of information over time, one can substitute the memoryless reservoir neurons by Leaky Integrating reservoir neurons (LIN) [3]. Equation (1) then changes to

$$x_{t+1} = (1 - \lambda) x_t + \lambda f_{res}(W_{in} u_t + W_{res} x_t)$$

(5)

with $0 \leq \lambda \leq 1$. The parameter $\lambda$ (leak rate) encodes an integration time constant $\tau$ (in frames) via $\lambda = 1 - e^{-1/\tau}$.

3. Proposed method

In this section we describe how we constructed an RC-based recognizer of isolated and connected digits.

Originally, we adopted the approach of [5] in which there is a single read-out for each digit and for silence. However, like in HMM systems and like in [6], we generalized this approach to the case where each digit is modeled as a sequence of sub-word states, and each state is characterized by a read-out (see Figure 2). During operation, the likelihood of being in the state is determined by the read-out associated with that state.

The system proposed here can be viewed as a hybrid HMM system. In the first stage, a dynamic system (the reservoir) converts the input feature vector sequence into a sequence of vectors in a high-dimensional inner space (the reservoir state space). In the second stage, emission probabilities at a certain time (frame) are computed as a linear combination of the inner space variables at that time. The fundamental difference between the proposed system and a traditional hybrid system is that the mapping of the input features onto the inner space is traditionally trained whereas here it is completely random. We hope that the theoretical basis of SVMs – namely that an arbitrary binary classification in a well chosen (trained) high-dimensional inner space can be performed nearly optimally by means of a hyperplane – will also apply to the randomly created inner space.

In the subsequent sections we describe (1) the input feature sets we have used, (2) the reservoir weight generation scheme we have adopted, (3) the stochastic framework we have conceived for decoding the speech, and (4) the training procedure we have conceived for learning the read-out weights from non-segmented isolated and connected digit utterances.

3.1. Input features

As in most state-of-the-art recognizers, we also worked with the standard Mel Frequency Cepstral Coefficient (MFCC) setup, delivering 13 static ($c_{1...13}$) and logE), 13 velocity and 13 acceleration features. In theory, the reservoir should be capable of modeling the short-term dynamics of the speech, and therefore would not need the non-static features. This is indeed confirmed experimentally to a large extent, but nevertheless we stick to the traditional 39 inputs because of two reasons: (1) since the input weights of the reservoir are fixed, more inputs do not raise the number of trainable parameters, and (2) adding the dynamic features does consistently offer a small benefit.

Put weights of the reservoir are fixed, more inputs do not raise the number of trainable parameters, and (2) adding the dynamic features does consistently offer a small benefit.

3.2. Reservoir weight generation

The recurrent weights of the reservoir are randomly drawn from a zero-mean Gaussian distribution with variance $V$. That variance is a control parameter that can be used to change the spectral radius (SR) of the reservoir. The SR is defined as the largest absolute eigenvalue of the recurrent weight matrix and is proportional to $\sqrt{V}$. The SR is known to determine the dynamical excitability of the reservoir [2, 3].

Traditionally, the input weights are randomly drawn from a uniform distribution between $-\text{ISF}$ and $+\text{ISF}$. The so-called input scaling factor (ISF) controls the relative importance of the inputs in the activation of the reservoir neurons. In [7] we refined this strategy by dividing the feature set in six sub-groups according to the dimensions (static, velocity, acceleration) and (MFCC, log-energy), and by using a separate input scaling factor for each sub-group. Here we adhere to this strategy. Note that traditional Gaussian mixture modeling does not require any input scaling at all since it is encoded in the variances of the individual mixtures. However, the sensitivity of a RC system to the choice of the input scaling seems to become marginal once the reservoir is big enough, as will be the case in our system.

3.3. A probabilistic framework

The construction of a probabilistic framework first of all involves the creation of a finite state automaton which represents what is spoken (during training) or what can be spoken (during recognition). It also takes into account the topologies of the acoustic models one wants to use for the digits and the silence. Figure 2 for instance shows the automaton that is used during recognition. The aim is to find the joint probability of observing the input sequence $U$ along the state sequence $Q$ through the automaton. The requested probability is computed as

$$P(Q,U) = \prod_{t=1}^{T} P(q_t|q_{t-1}) P(u_t|q_t)$$

and $P(u_t|q_t)$ must be derived from the read-out vector $y_t$.

Figure 2: During recognition, the utterance model is a parallel loop of 11 digits and a silence, and each digit is modeled by a sequence of 5 states. On the left, the read-out layer is depicted and the arrows indicate the mapping of read-outs to states.

Suppose that the regression minimizes the mean squared error between the read-out vector $y_t$ and the desired output vector $d_t$, and that all elements of $d_t$ are $-1$, except the one corresponding to the desired state which is equal to $+1$. In that case, one can...
follow the derivations in [9] to show that under favorable condi-
tions the rescaled read-out node $y_{t,q} = 0.5 + 0.5g_{t,q}$ will ap-
proximate the posterior probability vector $P(q|u_t)$, with $q$ be-
ing any state of the automaton. In order to ensure that the proba-
bilities are positive, we actually introduce the rescaled read-outs as
\[
y_{t,q} = \max\left(y_{t,q} + \frac{1}{2}, \delta\right) \quad 0 < \delta \ll 1
\] (7)
and we compute the requested likelihood as
\[
P(u_t|q) = \frac{P(q_t|u_t)}{P(q_t)} \quad P(u_t) = \frac{y_{t,q}}{P(q_t)} P(u_t)
\] (8)
The prior probability $P(q_t)$ is obtained as the mean of $P(q_t|u_t)$
over all training frames. 

Obviously, the probabilities $P(u_t)$ in (8) can be ignored during
the probability maximization process as they are not a function of $Q$.

3.4. Training the system

The training procedure is organized in two phases. First we train
a relatively small reservoir on the basis of isolated digit ut-
erances. Then we train a larger system on the basis of all
utterances, connected as well as isolated digits.

In the first phase, only isolated digit utterances are used be-
cause for these utterances it is possible to generate target labels of
sufficient quality to determine the readout weights of a first
reservoir. In order to obtain these targets, we first perform an
energy-based segmentation of each utterance into silence-digit-
silence and then presume a linear state progression inside the
digit. In successive Viterbi iterations, new target labels are de-

erived from the most likely state sequences that were produced
using the actual reservoir, and the read-out weights are retrained
on the basis of these labels. The processed is continued for a cou-
ple of times (the number of iterations is not very critical since
this is only the first phase of the training).

In the second phase, we also include connected digit ut-
erances. These utterances are modeled as sequences of digits in-
terleaved with optional silences, and surrounded by obligatory
silences. Since we have much more utterances now, we can train
a much larger reservoir. To start the training of that reservoir,
we use the small reservoir emerging from phase 1 to derive ini-
tial target labels from a Viterbi alignment of the utterances with
their models. From then on, the read-out weights are refined in a
number of successive Viterbi iterations, each time using the
latest reservoir as the acoustical model. The training is contin-
ued until saturation of the word error rate (WER) measured on
a validation set is observed.

3.5. Recognition

During recognition, the model of Figure 2 is used as the ut-
erance model. In order to control the trade-off between digit
deletion and insertion errors, a word penalty $P_d$ is assigned to
the transition from the end state (bottom) to the start (top) state.
The value of that penalty will be determined by means of recog-
nition experiments on a validation set.

4. Experimental evaluation

All experiments are conducted on the Aurora-2 database [10].
This database contains clean and noisy utterances, sampled at
8 kHz and filtered with a G712/MIRS characteristic. There are
8440 clean training samples, 2412 of which contain only one
digit. We have tested our systems on the clean test data (4004
utterances, 13159 digits) as well as on the noisy test sets A-C.
The latter sets were created by artificially adding noise to the
clean test data at Signal-to-Noise Ratios (SNR) between 20 and
-5dB (see [10]). The vocabulary consists of the digits 0 to 9 and
the letter ‘o’ (a substitute for ‘zero’).

During system development, only the clean data are used, and
the input features are the 39 MFCCs. The training set is di-
vided in a learning set (about 2/3 of the train data) and a val-
idation set (the remaining 1/3 of the train data). The split was
made such that there is no speaker overlap between the two sets.
The topological parameters (e.g. the reservoir size) and the con-


control parameters (e.g. how to scale the inputs) are optimized by
performing experiments with different parameter values, and by
selecting the parameter value which minimizes the word error rate
(WER) obtained on the validation set.

Once all the control parameters are set, the final system is
trained by repeating the training on the full training set. Since
we have no validation set anymore in this stage, we just apply
the number of iterations that we usually needed during the de-
velopment phase. That actually means 4 iterations during phase
1 of the training and 5 more during phase 2.

4.1. Setting the control parameters

Following our previous work on phoneme recognition [7] we
worked with only 50 recurrent connections per reservoir node.

As we experienced before that the regularization constant and
the safety parameter are not that critical if the reservoir size
is large, we did not try to optimize them. They were fixed to
$\epsilon = 0.001$ and $\delta = 0.002$ respectively, values that also work
well for phoneme recognition. For the input scaling we also
applied the same factors that we used for phoneme recognition.

The only parameters that were optimized for the digit
recognition task are the spectral radius and the leak rate of the
reservoir neurons. We did this because these parameters de-

termine the dynamic behavior of the reservoir, and because the
time scales of the phonemes and the digits are different. The
optimization was performed with an isolated digit recognition
system with a reservoir of 1000 nodes and a digit model with 3
states. We found a rather broad area in the (SR, $\lambda$) plane where
the results remain pretty stable, and we finally selected $SR = 0.8$
and $\lambda = 0.35$ for all future experiments.

4.2. Setting the topological parameters

We performed three experiments to investigate two topological
parameters: the reservoir size (number of reservoir nodes) and


the number of states per digit (the same for all digits). We stick
to the same number of states per digit because the reference
HMM systems we want our system to compare with, also adopt
this strategy. It would thus be unfair to optimize the number of
states for each individual digit in our system. Recall that our
silence model is always a single-state model.

Table 1 summarizes the most important results. In all ex-
periments, the inter-digit transition probability was altered until
a good balance between deletions and insertions was attained.
The first experiment shows that the WER decreases with the
reservoir size, but it starts to saturate as soon as the number of
trainable parameters is larger than 100K. The second experi-
ment reveals that doubling the number of states per digit from 5
to 10 is less effective than doubling the size of the reservoir
(compare the improvements in I and II). On the other hand, the
third experiment shows that a two-state system performs
slightly worse than a five-state system with a comparable num-


Table 1: Validation results for systems with different reservoir sizes and number of states per digit.

<table>
<thead>
<tr>
<th>Exp</th>
<th>nodes</th>
<th>states per digit</th>
<th>trainable params</th>
<th>WER in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>500</td>
<td>5</td>
<td>27500</td>
<td>2.71</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>5</td>
<td>55000</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>5</td>
<td>110000</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>5</td>
<td>220000</td>
<td>1.21</td>
</tr>
<tr>
<td>II</td>
<td>500</td>
<td>5</td>
<td>27500</td>
<td>2.71</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>10</td>
<td>55000</td>
<td>2.33</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>5</td>
<td>110000</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>10</td>
<td>220000</td>
<td>1.27</td>
</tr>
<tr>
<td>III</td>
<td>4000</td>
<td>2</td>
<td>920000</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>5</td>
<td>220000</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Figure 3: Recognition results (WER) as a function of SNR for the reference (HMM) and the reservoir system (RC). For test A, also results obtained with Missing Data Techniques (MDT) and Exemplar-Based Feature Enhancement (EB-FE) are shown.

ber of trainable parameters. The performance seems to saturate at five states per digit. The fact that we need less states than an HMM system (best results for 10 states) supports the claim that the reservoir does model dynamical properties of the speech.

5. Results on the noisy test sets

Once the optimal control parameters were fixed, including the inter-word penalty, we trained a new system with 4000 reservoir nodes and 5 states per digit. This time we used all the available clean training data and we worked with the MSVA input features. Figure 3 shows the average results (test sets A - C) of our system (RC) as a function of the SNR, as well as those of the reference HMM system described in [8]. The figures are taken directly from [8]. Apparently, the reservoir system competes well with the reference system, and for low SNRs it even yields a small benefit.

For test set A, more results are being published in the literature. That is why we also compared our system on this test set with two HMM systems recently described by Gemmeke [11]: one system in which a Missing Data Technique (MDT), namely imputation, is employed, and another in which Exemplar-based Feature Enhancement (EB-FE) is applied on the MFCC parameters. These figures confirm that our conceptually simple system achieves the same noise-robustness as these much more complex approaches.

6. Conclusion and future work

We have shown that Reservoir Computing, a fairly recent paradigm developed in machine learning, can be applied to create a good continuous digit recognizer. In combination with noise-robust features, the system competes favorably with a traditional HMM system, even if the latter is combined with complex noise suppression techniques such as Missing Data Imputation and Exemplar-based Feature Enhancement.

Since we have thus far only spent limited time on the development of our system, we may be able to further improve it soon. We could e.g. investigate stacked reservoir architectures like the ones we applied in our phoneme recognition work, or big reservoirs in combination with multiple read-out vectors. These read-out vectors would be defined in different sub-spaces of the reservoir state space, and read-outs from different vectors could be allowed to compete with each other.
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