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ABSTRACT

Be there a traditional mobile user wanting to canne a remote multimedia server. In order to altbem to enjoy
the same user experience remotely (play, integatit, store and share capabilities) as in a tiaukti fixed LAN
environment, several dead-locks are to be dedit \{df) a heavy and heterogeneous content shouteétethrough a
bandwidth constrained network; (2) the displayedtent should be of good quality; (3) user intdmacshould be
processed in real-time and (4) the complexity ef pinactical solution should not exceed the featofdbe mobile
client in terms of CPU, memory and battery. Thesprd paper takes this challenge and presentsyadjpdirational
MPEG-4 BIiFS solution.

Key words: remote viewer, multimedia, mobile thin clientsEB.

1. INTRODUCTION

A thin client can be considered as a device feaguanly displaying capabilities (and very few -ifya computing
capabilities). Such a device can work only withincléent-server configuration and intrinsically esjit the
underlying remote viewer. In its largest acceptatamremote viewer regroups all the software meishamaking it
possible for the content computed on the servéetdisplayed on the client and for the user intevacaptured on
the client to be processed by the server.

In practice, traditional remote viewers are repnésg as a three component solutitime server processing the
heterogeneous multimedia content (text, graphiosge, video, 3D, ...}the network transferring the content, and
client displaying the content, Figure 1. On one handsteer is in charge of computation of all the hegeneous
graphical content generated by its active appboati it collects their graphical output, conveitsnto binary
compressed format and transmits it to the cliemt.tii® other hand the client is in charge of coitectll the user
inputs (keystrokes, mouse click/move, ...) and trah#mem back to the server.
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Figure 1 A remote display software solution.

Nowadays, in order to develop remote display sohgifor fixed wired environments, several sountitetogies are
available: X [1], NX [2], pTHINc [3], VNC [4] to metion but a few. However, significant differencesse when
considering the ways in which a remote viewer may implemented in mobile environment: heavy and
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heterogeneous content should be sent through avidthdconstrained network, the displayed conteousthbe with
a good quality, user interaction should be proatgseeal-time and the complexity of the practisalution should
not exceed the features of the mobile client imseof CPU, memory and battery. Moreover, each piatesolution
is practically restricted by its genericitie. the possibility of its deployment irrespective thie thin terminal
particularities.

Within the existing solutions it is practically iragsible to jointly meet all the requirements forhit® (wireless) thin
client scenarios. In order to bridge this gap, ghesent paper follows a different approach: it destiates that the
MPEG-4 BiFS scene technology can alone providalidhe needs of a remote mobile thin viewer.

2. STATE OF THE ART

One of the important challenges for creating a tenwviewer architecture is to decide at which leieetapture the
graphics generated by the applications runninghenserver. Depending on the level at which the ljcagb content
is captured, different kinds of information are italale for further processinge@. encoding of the content). To
encode the display updates, existing remote dispbdgtions typically use low-level graphic instriocts or video
codecs. The first approach is adopted by conveati@mote display architectures. For instance ) XCKenApp [5]

and MicroSoft Remote Desktop Services [6] applyraletary drawing commands and images, whereas Virtua

Network Computing (VNC) updates the display byiridj rectangular screen areas with bitmaps. Thesdduel
graphic instructions are the most efficient wayreémotely display applications that only update alsimortion of
the display and have a slow refresh rate, suclifae @pplications. In turn, video codecs are moowavenient when
the graphics exhibit a high level of detail andgaparts of the display are frequently updateds Epproach is
mainly used for multimedia applications and rem®Berendering, such as virtual 3D environments orr3&dical
imaging applications [7, 8, 9].

The encoding format is however only optimized fapecific subset of applications. Using the inappede format
to compress application graphics leads to high waittl requirements and degraded visual experiemgebecause
static displays are encoded as video frames orulsectext characters are encoded by lossy image ressipn
techniques [10]. To support a wider range of agiimis with a single remote display framework, ligtapproaches
have been presented that integrate multiple engofinmats. For example, Citrix Speedscreen Accgtara
forwards video streams in their original formattibe client, while the other parts of the displag atill encoded
through the Citrix proprietary protocol. This apach is only possible for video streams for whick #ppropriate
video codec is installed at the thin client. SimijlaTan et al. [11] divide the display in low- ah@yh-motion regions
that are encoded respectively by means of VNC drmgpwiimitives and MPEG-4 AVC (a.k.a. H.264) [124/nes.
These hybrid techniques provide no adequate saltti@ompress the complex scenes of contemporaticapons,
comprising objects with highly diverse graphic @weristics, such as text, images, widgets and dddataudio
and video. A better approach is to encode eackcbimjdividually, with its own optimal encoding foah However,
this requires that the client is provided with tyepropriate information on the different objectacts as their
position and encoding format, in addition to thadsy encoded objects themselves. In this respeetMPEG-4
BiFS description language standard [13] has alr@adyed its potential [14].

3. MPEG-4BiFSvs. IMAGES

Moving Picture Experts Group (MPEG) introduced WEEG 4 standard (ISO/IEC 14496 - Coding of audiusl
objects) as a collection of representation and cesgion methods, for dealing with video, audiopfres and text
coding formats. Under this framework, MPEG 4 ddfimededicated description language, called Binaryniat for
Scene (BIiFS) which is able to describe the heter®ges content of the scene, to manage the sceeet dighavior
(e.g. object spin) and to ensure the timing of dmtkl updates (e.g. user input/interactivity).
The novelty of BiFS not only refers to the scenseddigtion but also to the scene compression. Ticaditly, the
heterogeneous visual content was represented lpessice frames composing a single video to be eadnt
compressed by some known codecs (such as MPEG}2{MBPEG 4 AVC). BiFS follows a completely differe
approach: it allows each object to be encoded itstbwn optimal coding scheme (video is coded dew; text as
text, and graphics as graphics).
The MPEG-4 BiFS standard itself offers several nae@ms for handling images on the scene. They sually
considered a texture |for a given scene objectaaadiescribed bymageTexture, Pixel Texture and CacheTexture.
Depending on how the images would be used for iagaine complex heterogeneous scene, the usage tifiee
image texture is as follows:
¢ ImageTexture: This node is used when the image is introducdtddscene by using URL (link) to an existing
image (being it located on the server or the cliaice). Note that the existence of an imagedilequired.




¢ PixelTexture: This node has the power of describing the imagehe scene as a string of R G B pixels. It
means that it can represent all the images in aawnpressed manner; the image file existence is not
required.

« CacheTexture: This node is meant to use compressed images [jpeg) on the scene. For each and every
image a cached file might be created on the ddueickurther re-usage of the image content if anci@sded.
Depending on the usage of this node, the imagefitence is not required but it may be considered

In our previous work [14], we already proved theemtial benefits from using BiFS technologies irmear to
implement a multimedia remote viewer. The presaudysreconsiders the initial architecture and inweoon it in
order to: (1) reduce the downlink bandwidth constiompby advanced image management, (2) make poovigir
heterogeneous scene transmission and (3) ensiut@meaiser-event processing.

4. ARCHITECTURAL FRAMEWORK

An original mobile thin client remote display arddture accommodating the MPEG-4 BIiFS technologg an
devoted to the X Window System was synopticallysprged in [14], and progressively extended with tveav
components: BiFS tree manager and User Event mandiihis extended framework provides an optimizatio
towards the thin client requirements and compl#tesemote viewer solution, Figure 2.
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Figure 2. MPEG-4 based architectural frameworkafanobile thin client remote display.

Server components:

The XClient, the XServer & the XProtocol: The XServer, XClient and theXProtocol are part of the X Window
System, where th&Client is a generator of all the graphical primitives dex for further processing. They
correspond to a traditional application, i.e. tleg kept unchanged in the present study. X@eaphic Listener
listens to the content generated by X@ient and further passed to tbéarser which parses the XProtocol, and
analyses the structure of the content. The BiFS/eer maps a function to each X request that cosvbe X
graphical content into MPEG-4 BIiFS and then TheSB#treamer is used for real-time streaming of threverted
contend to the mobile thin client using RTP/RTSP.

The User Event handling is a new component for receiving and handlinghef tiser interaction (key pressed, mouse
moved/clicked, ...) sent from the mobile client deviowards the server. After receiving the interacthe server is
updated.

The BIiFS tree manager as a new component intarémesfvork is located between the BiFS converterthadBiFS
streamer. This component has the ability to mareigef the BiFS converted heterogeneous contentcdireating
one complex MPEG-4 BiFS scene. It is not only resjide for building the hierarchy of the scene tiag is also in
charge of controlling how the content will be madailable to the client, enhancing the user expegéy reducing
the network traffic and keeping the visual quality.order to reduce the traffic, lossy and losslemspression of
image content has been considered. The completkflaxorfor how images are managed by this compongnt
described in Figure 3.

Client component:
The MPEG-4 inter active player renders the heterogeneous MPEG-4 content andreaphe user.

Networ k components:
The network ensures the traffic from the server to the thirerdl (downlink), and vice-versa (uplink). In our
framework RTP/RTSP was considered.




The X Application generator as a part of the X Wind
System, represents the application running on ¢inees
generating the heterogeneous content needed fitvefur
processing (about 95% are images). After the cortas
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Figure 3. Flow chart of the BiFS tree manager.

5. EXPERIMENTAL VALIDATION

The experiments were successively conducted sm asgess the four main properties of the MPEG-4otem
display: the visual quality of the displayed conté®ection 5.1), the bandwidth consumption (Seck@®), the user
inter-action efficiency (Section 5.3), and the cantgtional complexity required of the thin cliene@ion 5.4).

5.1. Visual quality

We focus on objectively assessing the visual qguadit elaborated use cases, concerning differenesypf
elementary content (such as www browsing and tixing), illustrated in Figure 4, 5 and Table 1,2.

Two types of measures have been considered, Talflg pixel difference based measures (PSNigak signal to
noise ratio, AAD - absolute average difference, and IF -image fidelity) and (2) correlation based measures (CQ -
correlation quality, SC -structural content, and NCG normalized cross correlation).

In order to see which image compression can copeviith each of our use cases, for this experimentonsidered
three image compression mechanisms: (1) png, €2) With 75% of quality and (3) jpeg with 90% of {tya

In the www browsing scenario we considered theofeihg actions: (1) open Epiphany application withogle
mobile as web page, (2) type “wikipedia mobile” drilenter and wait for the new page to be loag@dclick on
the “wikipedia” link and load the new web page, {#)e chocolate and hit enter and wait for the pege to load,
(5) click on “taste” link and wait for the pageltad, (6) open the “www.debian.com” link and wéietpage to load,
(7) open the link “http://farm1l.static.flickr.con@@27776718_90cf12451c.jpg” and wait the page tdloThe
experimental results are illustrated in Figure dbl€ 1 represents the averaged values by congidéméncontent of
each step compared with its original. Note thainaStep 7 the original and the converted imagesvidentical in
the png case, the corresponding PSNR would beitefemd it was not take into account when computimg
average.

In the text editing scenario using the gEdit aglan, we considered typing the first paragrapimfrihie Plato’s
Republica. The visual quality results are illusthin Figure 5 and detailed in Table 2.
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Figure 4. The browser application (Epiphany) rurttmmserver (left) converted into BiFS content digblayed on
the thin client (right).
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Figure 5. The text editor application (gEdit) rumthe server (left) converted into BiFS conterd displayed on the
thin client (right).

Table 1. Visual quality evaluation for X11 to MPEG- Table 2. Visual quality evaluation for X11 to MPEG-
BiFS conversion by averaging the converted content BIiFS conversion by averaging the converted content

when using Epiphany. when using gEdit.
BiFS-PNG | BiFS-JPEG90 | BiFS-JPEG75 BiFS-PNG | BiFS-JPEG90 | BiFS-JPEG75
PSNR 35.17 25.92 24.77 PSNR L 17.86 17.54
SC 1002 1019 1022 SC 1000 1037 1051
AAD 0.002 0.017 0.021 AAD 0.000 0.088 0.100
IF 0.998 0.994 0.993 IF 1.000 0.981 0.979
Ncc 0.997 0.988 0.986 NCC 1.000 0.972 0.965
CQ 0.914 0.905 0.903 CQ 0.924 0.898 0.891

When analyzing the results in Tables 1 and 2, séwenclusions can be drawn. As expected, theuigsal quality

is obtained when using the PNG compression. Whenctintent is preponderantly composed by images (www
browsing), the objective measures lead to quitedgaadues for even jpeg compression. This is notctee when
considering applications with heavy graphics (tditing). However, for such a content, low valuesthe quality
metrics (e.g. PSNR = 17.86dB) do not necessary ni@anquality for the visual content (see the exanpi
Figure 5).

5.2. Bandwidth consumption
5.2.1. Downlink




The experiments were focused on evaluating theveialtid required for www browsing or text editing.

In this respect, 6 types of solutions for the repreation of content for remote display are coneidtethe basic
VNC (RAW), the optimized VNC (HEXTILE), the standaBiFS using raw images, the standard BiFS usieg jp
image compression and the standard BiFS technaletng png image compression. All the MPEG-4 expernits
are provided in two different settings: first, aslzaversion which does not consider the image negughence, no
alternative way 3.b in the flowchart in Figure 3)dathen with this mechanism is implemented by usingASH
mechanism.

In order to investigate the case of web browsitg Epiphany browser was used by 5 users, each ahwh
performing the following actions: (1) open the Bmpy browser and load the Wikipedia mobile pagég,tyfe
“chocolate”, hit enter and wait for the page tolé&d, (3) click “bitter” link and wait for the pade load, (4) click
browser’s back button and wait for the page to Jq&jl click “Mexico” link and wait for the page toe load, (6)
click browser’'s back button and wait for the pageldad. The averaged (over the 5 users) valueheftdtal
bandwidth consumption are plotted in Figure 6.

The text editing experiment was carried out consigethe gEdit application and 5 users, each oftihdxecuting
the following actions: (1) open the gEdit, (2) klion the menu “File->filel.txt” open the first fildile with saved
first page of Plato’s Republica), (3) select thstfparagraph, (4) click on the menu “Edit->Cop{B) click on the
menu “File->file2.txt” (an empty file), (6) clickrothe menu “Edit->Paste”, (7) click on the menulértSave”, (8)
click on the menu “File->Close”, (9) click on theemu “File->Close”. The averaged (over the 5 useat)es of the
total bandwidth consumption are plotted in Figure 7
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By analyzing Figure 6 and Figure 7, we can easilyctude that by using the HASH method for imagesage, we
reduce the network traffic by about 50% of the beidth required by each of the proposed solutiorsteNhat VNC
is a solution where this HASH method can not beliagpA particular behaviour concerning image coesgion
should also be noted: the images generated by theséypes of applications are better compressedhbypng
mechanism than by jpeg mechanisms. This is a coeseg of both their size and of their content.

5.2.2. Uplink
The illustrations in this section consider only feever side interaction.

Figure 8 exemplifies the interactivity loop for aykstroke: when the user strikes a key the corretipg ASCII
code is generated at the scene level. This codirigarded to the XServer, as an AJAX HTTP request.
Consequently, the X Application is updated anddbeesponding information is parsed, convertedraMBREG-4
scene update, streamed to the player and finadiplalyed. This network roundtrip time is less th@ma2 (in the
considered WiFi setup).
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Figure 8. The client-server-client interactivityjm

Although very efficient from the interactivity tim@oint of view, the current MPEG-4 players are yett optimized
in terms of uplink bandwidth consumption: beyond #vent information per se, additional protocobinfation is
required for the opening and closure of the conaeand for acknowledgements, etc. The example eljoressing
the A key) generates 564 bytes of traffic, Tabldugt to stress the point, the sentence “The duiewn fox jumps
over the lazy dog” would require 24252 bytes. Tams situation is encountered for a mouse clicke(tiat mouse
button pressing and releasing generates two differeguests). Such a situation can be eliminatedidigg the
ServerCommand though this is not yet supportedibyrost intensively used BiFS players.

Table 3. The size of the traffic generated throtighback channel by elementary user events.

Uplink (bytes) Downlink (bytes)
M ouse click (down click only) 581 299
Keyboard press 564 299

Note that the values reported in Table 3 were nredsfor the BiFS based remote display. HoweveBi&S and
LASeR have similar interaction mechanisms, they b&&nconsidered as representative for both of the tw
technologies.

5.3. CPU consumption

The amount of processor power needed to run theo@stayer in order to render the converted graplticatent is
assessed. The Asus MyPal A639 (Intel Xscale processs MHz, 1GB of ROM) is considered as the motiie
client.

The measurements presented in Table 4 correspahe taitialization phase of two above mentionegliaations:
Epiphany and gEdit. Figure 9 is devoted to the titependency of the maximum CPU consumption whewsing
the www, according to the steps described in Sedia.

By individually running the two applications (Epigy, gEdit) the maximum CPU consumption can be oreds

However, in order to obtain values independent wepect to the other processes running on the sgstem, each
experiment was run 5 times and the correspondiegage values are presented in Table 4. Thesegehdtv that
even for simple office-like applications (gEdithet HEXTILE VNC requires as much as 85% of the cbaisd

CPU, i.e. double the BiFS requirements.

A quite similar behavior can be noticed in Figure/Bich is devoted to a comparison between the maxdiPU
consumption required in order to update the thiantlcontent when browsing the www: the averageSBifain is
this time around 20%. These results can be exgddny the extensive image rendering process retjbiyd/NC.

Table 4. The average maximal CPU consumption (in %)

BiFS-OPTIMIZED | VNC-HEXTILE

Epiphany 35% 77 %
gEdit 41 % 85 %




VNC-HEXT|LE|

|

1 2 3 4 5 6 7 8 9

Figure 9. The average maximum CPU consumption {invBéle browsing, as a function of time indexedthg
browsing steps).

6. CONCLUSION

By reconsidering the PoC presented in a previoudystthe present paper presents the first fullyctiomal
multimedia oriented remote viewer. It is based o ¢onversion of the native X content into MPEGiE®Bfor use
by a BiFS tree manager allowing basic image trassiom control. The remote viewer has been valid#diesligh
www browsing (Epiphany) and text editing (gEdit)p&ipation. The quality of the visual content wageatively
assessed by using both, pixel difference and @iioel based measures. The evaluation of the dokbimdwidth
consumption brought to light an overall gain of 98#th respect to the traditional VNC RAW and of abd0%
with respect to optimized VNC HEXTILE.

Further work will be performed towards optimizirtgst remote viewer framework so as to be able tosuitte the
constrains of collaborative and distributed medagglication data, cf. the ITEA2 European proje@DUSA.
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