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Abstract—We propose an innovative parametric macromodel- problem. The propagation of voltage along a multiconductor
ing technique for lossy and dispersive multiconductor transmis- transmission line is described by a second order differential
sion lines (MTLs) that can be used for interconnect modeling. equations which is found to be a self-adjoint problem [28].
It is based on a recently developed method for the analysis of - , .
lossy and dispersive MTLs extended by using the Multivariate As a consquence, the corresponding Green's f.unct|on- can
Orthonormal Vector Fitting (MOVF) technique to build para- D€ expanded in a series form of orthonormal basis functions
metric macromodels in a rational form. They take into account which is well suited for poles and residues identification and,
design parameters, such as geometrical layout or substrate thys, for time-domain macromodeling purposes. The major ad-
features, in addition to frequency. The presented technique is yantage of such an approach over existing techniques consists
suited to generate state-space models and synthesize equivalent . . \ - .
circuits, which can be easily embedded into conventional SPICE- ,Of the ra“?”a' natgre of the.dyad|c Green; function which
like solvers. Parametric macromodels allow to perform design IS appropriate for time-domain macromodeling. Furthermore,
space exploration, design optimization, and sensitivity analysis the use of orthonormal basis functions to expand the solution
efficiently. Numerical examples validate the proposed approach allows to compute the poles and residues of the system
in both frequency and time domain. independently for each mode, and this reduce the complexity

Index Terms—Interconnects, parametric macromodeling, ra- of the system identification significantly.

tional approximation, transient analysis. Parametric macromodels are important for design space
exploration, design optimization, and sensitivity analysis. For
|. INTRODUCTION example, once the fabrication technology is decided, an opti-

The increasing demand for performance of integrated C[Eization step is required at the early design stages to select

cuits (ICs) pushes operation to higher signal bandwidths, wh elgeorr?e';]ngalh anddmg;e;:al ffeatu(;es of th; lstruc_ture, SL.JCh

rapid advances in manufacturing capabilities have significanfly. engtd, elglt and Wi t 0 .CCI)(;]. UCtﬁrS’ 1€ ectric lpem_nt—

reduced the feature size and density of these devices. In ortddpy and metal conductivity, yie ling the _optlmym e_ectn-
performance, often under stringent signal integrity and

to assist microwave designers, accurate modeling of previougw

neglected second order effects, such as crosstalk, reflectﬁ)ﬁﬁrom%ﬁ]neﬁc codmp_a t|b|||ty_ gpnstralnts. Tq make eﬁ'(gelr.' t
delay and coupling, becomes increasingly important duri easible these design actvities, parametric macromodeling

circuit and system simulations. The accurate prediction chniques that ta_ke into account design_paramett_ars in add?tion
these interconnects effects is fundamental for a Succes{ﬁﬂfrequency (or time) are needed. Their realization by using
f

design and involves the solution of large systems of equatiq electromagnetic simulations on the entire parameter space

which are often prohibitively CPU expensive to solve [1]- [2]'.S oft_en computatior_1ally expensive. Some techniques for para-
tric macromodeling of MTLs were proposed in the frame-

Various levels of design hierarchy, such as on-chip, packagiﬁ%k ¢ model ord ducti 201- 1301, R | h
and printed circuit boards, require an accurate and efficiefpr« ©of model order re uction [29]- [30]. ece_nt y, another
macromodeling of interconnects effects. Over the years, m ametr|;a_t|on scheme based on th? generalized method of
macromodeling technigues have been developed [3]- [26]. ¢ aracterlstlcs. (MoC) was pr(_asented n [31]. We develo_ped a
More recently, a spectral approach has been presented G pargrtr:etr:lc macr?modlgll_ng tﬁchnlqu_e, plrese_:ntgddln_thls
the analysis of lossy and dispersive multiconductor transmf$2Per: wit t € aim of realizing the previously cited design
sion lines [27]. It is based on the computation of the closegctivities efficiently, reducing the computational resources

form dyadic Green’s function of the 1-D wave propagatioﬁequ'red by extensive electromagnetic ;lmulatlons. It is based
on the spectral approach presented in [27] for lossy and
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space representation and an equivalent SPICE circuit by usIng[27] it has been found that the dyadic Green’s function

standard realization [33] and circuit synthesis techniques [34}., (z, 2/, s) for the multiconductor transmission line problem
This paper is structured as follows. First, an overviewan be written as:

of the spectral approach for MTLs and MOVF technique

is given in Sections Il and Ill. Then, Section IV explains Gy(z,7,s) Zq&n 1p,, (2)n(2), (6)

how both the methods are coupled to build a parametric n=0

representation of a MTL system, presenting different possiljghere

flavors. Finally, some numerical examples are presented in , -1

Sections V, validating the proposed technique. bn(s) = [72(5) 4 (”7”) U] ’ (7a)

Il. SPECTRALMODELING OF MULTICONDUCTOR Y (2) = cos (ﬂz) 7 (7b)
TRANSMISSIONLINES ¢

Multiconductor transmission lines are described by thd Ao = /1/¢, A, = \/2/¢, n = 1,--- ,00, U is the

following set of partial differential equations, known as Teleunitary dyadic. Finally, the spectral representation of e
grapher’s equations, which, at the generic abscissa the impedance matrix is generated as:

Laplace domain, read [35]: { V (0, s) } B { Zu Zi } . { 0,5) }
d Vs | | Za Z /,
UV (25) = ~[Byals) + sLyu (]I (2.9 Gl L Zmd LY fo
_ n,11 n,12
d = Zpu(s)I(z5) (1a) -3 [ g o ] . [ o) } . ®)
@I(z, $) = —[Gpui(8) + sCpu(8)|V (2, 5) + Is(z, s) where
=Y ,u(s)V(z,8) + Is(z,s). (1b) Zii = Zop
whereR,,i(s), Lpui(s), Cpui(s) and Gy, (s) are frequency- =1, nrn2 17t )
dependent per-unit-length parameter matrices and are non- = Y [’7 (s) + (7) U] A Zpu(s), (9)
negative definite symmetric matrices of ordér NV + 1 being n=0
the number of the conductors [35], [36l5(z, s) represents ~ Z12 = Z21
a per-unit-length current source located at abscissahich, =T, ni -t .
since we assume that currents are injected into the system only = > [7 (s) + (7) U] AL Zpu(s) (-1)".
at abscissas = 0, z = /, is given by n=0 (9b)
Is(z,s) = To(s)d(2) + Le(s)d(z — £) (2)

It is composed of an infinite number of mod&s,. The poles
VectorsV (z,s) andI (z, s) represent the voltage and currenof (9) are those of the Green’s function (6) which can be
vectors depending on Laplace variablend positionz along calculated as in [27]. A rational form can be obtained for (9) by

the line. computing the corresponding residues by standard techniques
Some trivial manipulations of (1) leads to [37]. The series form of the dyadic Green’s function is very
e general; it assumes that the multiconductor transmission line
@V (2,8) =V (5)V (2,8) = —Zpui(s)Is (2,5) (3) supports the quasi-TEM mode and is uniform alongfeis.

No hypothesis has been done regarding the nature of the per-
where v%(s) = Z,u(s)Y pu(s). Since the port currents ynit-length longitudinal impedancé,.,(s) and transversal
are treated as per-unit-length sources, homogeneous bOUﬂ(é\@FMlttancerul( ) matrix and, as a consequence, on the
conditions of the Neumann type can be adopted for the voltaggpagation constani?(s). Thus, the proposed model can be

satisfying (3) used for transmission lines with either frequency-independent
d d or frequency-dependent per-unit-length parameters [27]. This
@V(zv 8) =0 = @V(zv 5)|z=e =0 (4) means that skin-effect and dielectric polarization losses can be

rr;:_r:lsily modeled and incorporated in transient analysis once the

The differential system of equations (3) with boundary co - .
ditions problem (4) can be regarded as a Sturm-LiouvilFéequency'dependem per-unit-length parameters are available.

problem with boundary conditions of the Neumann type.
The general solution for the voltage at abscissaf the  !ll. M ULTIVARIATE ORTHONORMAL VECTORFITTING
multiconductor transmission line due to the port currents is TECHNIQUE
obtained in [27] and briefly reported here for completeness: This section presents an overview of MOVF technique
that permits to build parametric macromodels, taking into
account other design parameters, such as geometrical layout
(2,5) / Gy (2,2, 8) (= Zpu(s)Is(7, 5)) d’ or substrate features, in addition to frequency. For ease of
notation, MOVF algorithm is only described for bivariate
= Gy(2,0,5) (= Zpu(s)1(0,5)) + systems. Of coursg, the full mLi/Itivariate formulation can
+ Gy (2,4,5) (= Zpu(s)I(L;s)). (®)  be derived in a similar way. It proposes to represent the
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parametric macromodel as the ratio of a bivariate numerattinear combination ob,(s,a) and¢,,1(s, a) is formed as
and denominator follows

N(s,g) Z;f:o Z«‘J/:o CpuPp(5)pu(9) Dp(s,a) = (s+ap) '+ (s+aps1)”" (12)
F(s,g) = = 10 P\ P p+
(5,9) D(s,g) Zf:o 21‘1/:0 5pv¢p(3)90v(9) 10

bpt1(s, a) :j(3+ap)_1 _j<5+ap+l)_1 (13)
wheres is the complex frequency variable apds a real de- ) . . . )
sign variable. The maximum order of the corresponding bagi@ improve the numerical .stablhty. of the modeling algorithm,
functionse, (s) andep, (g) is denoted byP andV’ respectively. & set of orthonormal basis functions can be used, as shown
Based on a set of data samplé&, g)x, H(s g)k}K the N [41]. The orthonormal basis functions can improve the
9 B ) k=1"

algorithm pursues the identification of the model coeﬁicienféond't'on'r?g of the ;ygtem equations and are less sensitive
to the choice of the initial poles.

cpy aNdé,, of numerator and denominator in (10). A linear ap-= ' .
proximation to this nonlinear optimization problem is obtained 2) Parameter-dependent basis functionshe parameter-

by using an iterative procedure explained in the next sectidfgPendent basis functions, (g, b) are also chosen in partial
In this work the MOVF technique is applied to matrices anfiaction form as a function ofig, hence in rational form.
it is assumed that the different matrix entries share the sare® Starting poles op. (g, 11) and ¢,+1(g,b) are chosen as
poles, so the same denominatb(s, g). In (10) the number complex pairsh, 1 = —(b,)* which have small real parts of
of coefficientsc,, is equal to(P+1)-(V +1)-M whereM is OPPOSite sign £a,, a,), and their imaginary parts, linearly
the maximum number of functions fitted with common pole§Paced over the parameter range of interest, such that

in the same least-squares matrix. The number of coefficients —by = —aty + B, —bys1 = aw + jBo (14)
épy 1s equal to(P + 1) - (V + 1), the denominator term is
the same for all the functions fitted using common poles. {ap} =0.01 {5,} (15)

Increasing the number of ports and poles required for t
fitting, the memory requirement to obtain the model by MOV
can be high, for this reason the authors advise to use the f[{St -
two parametric macromodeling strategies described in Secti ﬁé] ) 3 ] 3

i i iti 0o(9:0) = (jg+b,)7" = (jg— (b.))™"  (16)
IV.A. and IV.B, which exploit the modal decomposition to v\Y v v
reduce the complexity of the modeling process significantly. 0os1(9,0) = j(ig +bo) "L + j(ig — (by)*) L 17)

h
l\Aﬁ‘I”e vo(g) = 1. A linear combination of two fractions is
ggd to ensure that, (¢, b) andyp,11(g, b) are real functions

A Iteratlv-e Al-gorltr.lm ) ) C. Additional weighting function

In the first iteration step of the algorithm & 0), Levi's An additional least iahting functi be added
cost function [38] is minimized to obtain an initial guess o{ tﬂ a ||onat eas -squarezvxflg |Ing lf(ﬂc ion ;:]an tﬁ a Ie
the coefficients. In successive iteration steps=( 1,..,7), 0 the parametric macromodeling aigorithm, when the ele-

the Sanathanan-Koerner (SK) cost function is minimized Bﬁfuents to fit have a high dynamic range. It improves the relative

which uses the inverse of the previously estimated denomi Leuracy where the elements to fit are small in their dynamic
tor range [42] and is chosen equal to the inverse of the element

(D(tq)(&g)k)q _ w(t)(s’g)k (11) magnitude:

W, (8, 9)k = |(Hi(s,9)) ™| (18)
as an explicit weight factor to the least-squares equations. A ) )
relaxed non-triviality constraint is added as an additional rof@" ¢ = 1,..., M. The RMS-error is chosen to characterize
in the system matrix [32], to avoid the trivial null solution and"® model accuracy. It is weighted if the previous weighting
improve the convergence of the algorithm. Each equation flgiction is used during the modeling process.

split in its real and imaginary parts, to ensure that the model K
~(t) '

coefficientSc;()?, ¢po are real. Scaling each column to unity  pare — 1 ‘R» 5.0 — Hi(s .‘2 19
length [40] is suitable to improve the numerical accuracy of MK ;; (5,9 (5,9 (19)

the results.

B. Choice of basis functions RM Sweighted =

In this section the choice of the basis functions for the 1 2
complex frequency variable and the real design variable  ~ \| 7/ K Z Z ‘wHi(s’g)k (Ri(s’g)k - Hi(s’g)k)‘
is presented. =1h=1 20

1) Frequency-dependent basis functiorBased on a pre- (20)
scribed set of stable poles = {—a,}}_;, a set of partial
fractions ¢,(s,a) is chosen, withgy(s) = 1. These poles
are grouped as complex conjugate pole pairs, and are selectda this section, we extend the spectral MTL modeling
such that they have small negative real parts and the imaginapproach coupling it with MOVF technique, to be able to
parts linearly spaced over the frequency range of interest [4Qknerate MTL parametric representation. Three different para-

In order to make the transfer function coefficients real-valueghetric macromodeling strategies are presented.

M K

IV. PARAMETRIC MACROMODELING STRATEGIES
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A. Parametric macromodeling & ,,,;(s,g) andY ,,,;(s,g)  results, based on the experience of the authors, to be more
The per-unit-length impedance and admittarf€g, (s, g) accurate and simple to accomplish. It only requires to model

andY ,.(s, g) are modeled as functions of the frequency anfff€ Per-unit-length impedance and admittaitg. (s, g) and
other design parameters. The length is not a parameter for thigu(s;9) a@s functions of the frequency and other design

approach. parameters, instead of the entire set of modal impedances. On
the other hand, it is needed to have accurate and physically
~ 7 - M meaningful per-unit-length parameters, otherwise an overfit-
Zpul<svg) — ZPUl(S7g> . .
Dz,..(s,9) ting may appear due to the attempts at accurately modeling not
Pzput ~VZpul physical effects. The possible overfitting present in the models
_ 0" cpu 5) Py X -
= ZZO Z;O ro. 2y 9p(8)0 (9) (21) of the per-unit-length parameters leads to an overfitting of the
Yoo Dm0 Cpv, Zpu Pp(8)Pu(9) Z matrix model, which can be removed using a pole pruning
step to carry a model order reduction out.
Y NYpu (Sv g)
Ypul(svg) =~ Ypul(sag) = ﬁ . . .
Yput (5, 9) C. Parametric macromodeling of impedancg$s, g)
ZIIZ%“Z 5 Cou. Y bp(8) 00 (9) The parametric macromodeling of tt# matrix, composed
T P < Vul - (22)  of the sum of the modeZ,, (s, g), can be another macromod-
Zp:O Zv:O vayypulqsp(s)gav(g) e|ing Strategy.
Once these per-unit-length parametric macromodels are built, ~ Ny(s,9)
given a fixed set of values for the parameters, they can be Z(s,9) ~Z(s,g) = ﬁs’)
reduced to univariate frequency-dependent functions as in [32]. Py Vs z35,9
Since MOVF does not guarantee stability and passivity of the _ 2pZo 2avzo Cpv.zPp(8)0u(9) (24)
parametric macromodel by construction, the stability of the B pro Z;/io Cpw,z0p(5)00(9)
univariate model can be imposed in the reduction step using . ] . B
pole flipping, and, subsequently, passivity can be enforced 1€ Z matrix contains the dynamics of all modes, thus the
a post-processing step by means of standard techniques plexity of this macromodeling process, in other terms
[43] and [44]). he number of poles required for a good model, increase in

After these steps, a univariate rational model is obtain€ég@mparison with the modal macromodeling. Increasing the
for the Z matrix as shown in [27]. At this stage, the length ofumber of.conductors and ports_ as well, this macromodeling
the MTL system is chosen. This rational model is passive affiategy with common poles might need too much memory
stable, if passivity and stability are imposed on the univaria@d it is not possible sometimes to satisfy such requirement.
models of the per-unit-length impedance and admittance [2FPeriments show that this macromodeling strategy is not a
Finally, a state space representation and an equivalent SPE§d option for complex MTLs with a large number of ports.
circuit can be realized for th&Z matrix, by using standard
realization [33] and circuit synthesis techniques [34]. D. Mode selection

_ _ _ The infinite sum in (9) must be truncated in order to
B. Parametric macromodeling of modal impedanégs(s,g) obtain a finite rational representation of the multiconductor

The spectral approach for multiconductor transmission ling@nsmission line. Two different strategies with a bottom-up
allows to decompose the impedance matrix entries in moddiproach are followed and shown in the following algorithms,
impedances which have a rational form as shown in (9P choose the number of modes in the macromodeling process.
They can be modeled by a multivariate representation. In tHi§ey are based on the check of the dominant poles [45] of
approach the length is also seen as a design parameter. the modal impedance&,, evaluated on the minimum, mean
and maximum values of each design parameter range. If for

Z,(5,9) ~ Zn(s,9) = Nz.(5:9) a certain number mode all checks prove that the dominant
- v Dz,(5,9) poles are out of a defined bandwid{l, .. (where¢ > 1),
Dol 2wt Cpv.z, Pp(8)pu(9) the algorithms end and the number of modes is equal-td.

= szn ZVZW, Eov.z. O (8) 00 (9) (3) The algorithms are described for the bivariate case, but the full
v=0 “PV,Ln¥P v

p=0 multivariate formulation is similar.
Once these modal parametric macromodels are built, given

a fixed set of values for the parameters, they are reduced
to univariate frequency-dependent functions. Their sum rep- o ) ]
resents the final rational univariate model of the matdx A Two-conductor transmission line with  frequency-
The stability and passivity for th& matrix model are ensured independent  per-unit-length  parameters and linear
by imposing these system properties on the univariate modigminations

of the modes [27]. Finally, a state space representation andn the first example, a two-conductor transmission line,
an equivalent SPICE circuit can be realized for #ienatrix. shown in Fig. 1, has been considered.

Concerning the first two parametric macromodeling strategi@®e per-unit-length parameters af,,, = 39.78 /m,
the parametric macromodeling of per-unit-length parameteis,; = 0.5269 pH/m, G, = 2.576 mS/m andC,,; =

V. NUMERICAL MODELING
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Input: Parametric macromodel& (s, ), ¥ pui(s, g) Input: Data Z,,i (s, 9i), Y pui (s, 9i)s 9i = {9min, Gmean, 9maz }
Output: Number of modesi,,, oqe s Output: Number of modesi,, odes
Multivariate to Univariate [3_2] CZpui(5,9), Ypu(s,9) — convergence = false:
Zpul (57 gi)r Ypul(37 gi)v gi_{g'minr Imean, gmaz}- check_pole = yes;
E>1, 0< (<1,
convergence = false; n = 0;

check_pole = yes;

E>1, 0<(<Y while convergence = false do

n=0; %Pole check
foreach g; do
while convergence = false do Zy =
%Pole check mode_computation(Z,ui (s, 9:), Y pui (s, gi),n) (eq. 9);
foreach g; do [polesn , residuesn] = model(Zy) (by Vector Fitting);
[poles,,, residuesy,] = ~ foreach pole,, do
poles_residues_mode(Zpyi(s, 9i), Y pui (s, 9i),n) ( foreach residue, do
[27]); if |[Im(polen)| < Ewmax N |residuey| >
foreach pole,, do ¢maz(|residuesy,|) then
foreach residue, do | check_pole = no
if |[Im(polen)| < Ewmax N |residuen,| > end
¢maz(|residuesy|) then end
| check_pole = no end
end if check_pole = no then
end convergence = false;
end n=n+1;
if check_pole = no then check_pole = yes.
convergence = false; else
n=n+1; | convergence = true.
check_pole = yes. end
else
| convergence = true. end
end end
end Nmodes = 1 — 1.
end
Algorithm 2: Mode selection for the second parametric
Mmodes =1 = 1. macromodeling strategy
Algorithm 1: Mode selection for the first parametric macro-
modeling strategy TABLE |
DESIGN PARAMETERS OF THE TWOCONDUCTOR TRANSMISSION LINE
STRUCTURE
RS
Parameter Min Max
Frequency (freq)| 100 Hz | 10 GHz
R Length ¢) 0.01 cm| 0.1 cm
A L

= modesn = {0,1,8}. Next, these macromodels have been
reduced to univariate frequency-dependent functions for the

Fig. 1. Two-conductor transmission line with linear terminations. set of length valued = {1.46,3.08,4.69,6.31,7.92,9.54}

cm. These points have not been used for the generation

of the macromodels. The magnitude and the phase’ef

50.58 pF/m. The length of the line is considered as paramet@fd its univariate model are shown in Figs. 3-4 for modes
in addition to frequency. Their respective ranges fireg € 7 = {0,1,8} and/ = 9.54 cm.

[100 — 10°] Hz and? € [1 — 10] cm. In this example the The macromodel of theZ matrix, composed of the sum
parametric macromodeling & (s, ¢) andY ,,(s,¢) is not of 20 modes, can be built by using the macromodels of
used, because the additional parameter is the length of the |if¢ modal impedances. THRM S,cighiea €ITOr between the
The infinite series in (9) has been truncatedntgoq.s = 20 Macromodel of theZ matrix and its computation from the
using the second algorithm for the selectiom@f,q.. All 20 €xact transmission line theory (TLT) [3] over the reference
modal impedances have been computed over a reference gfid is equal to2 - 10~%. The magnitude of the parametric
of 251 x 40 samples, respectively for frequency and lengttinacromodel ofZ; is shown in Fig. 5. The comparison is
We have useds x 6 samples of the previous grid ar@l also shown in magnitude and phase for 6.31 cm in Figs.
poles for both frequency and length, to model all modes. Tihe’-

maximumRM Syeightea €101 Of the parametric macromodels The results confirm the high accuracy of the parametric
over the reference grid is equal To 10~!!. The magnitude macromodeling strategy in frequency domain. The next step is
of the parametric macromodel ¢f;; is shown in Fig. 2 for to show that the accuracy is kept in time-domain as well. The
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Length [cm]

Fig. 2.

Magnitude of the parametric macromodel of modal impedanéég. 5.
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Fig. 6. Magnitude ofZ;2 (¢ = 6.31 cm).
Fig. 3. Magnitude of the macromodel &, (12) (modesn = {0, 1,8},
¢ = 9.54 cm).
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Fig. 4. Phase of the macromodelf, (o) (modesn = {0,1,8}, £ = 9.54

cm).

line has been excited
amplitude 2 V, rise/fall

2 ns. It has been terminated on a driver and load resistance

equal toRs = Ry = 50 . The port voltages have been

computed using the exact transmission line theory via Inverse
by an impulsive voltage source witfast Fourier transform (IFFT) and a state-space realization of
timest, = 7/ = 500 ps and width the frequency domain macromodel of tlematrix. The time
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domain results are shown in Figs. 8-9 for the set of length w S w S w
values? = {1.46,3.08,4.69,6.31,7.92,9.54} cm.

e [ ] [ ]

1.5

(=9.54 em | _ Macromodel @) h
- - = TLT-IFFT

(=146 cm . . . .
Fig. 10. Cross section of the three coupled microstrips.
0.5r

Voltage [V]

Time [ns] The conductors have widthy = 100 pm and thickness
t = 50 um. The spacingS between the microstrips is con-
&i{-?{-l L%pgtoi?'f%ij %fgﬂl‘e;igg tg;”l‘;iﬁ‘)’ ¢t =50 QandRr =50 gidered as parameter in addition to frequency. The dielectric
ST e e ' is 300 um thick and characterized by a dispersive and lossy
permittivity which has been modeled by the wideband Debye
model [46]. The frequency-dependent per-unit-length param-
eters have been evaluated using a commercial tool [47]. Both
the parametric macromodeling & ,,;(s, S), Y pu(s,.S) and
the modal impedanceg,,(s, S) are applied to this example.
The infinite series in (9) has been truncatedhtg,q.s = 30.
Both the mode selection tests gave the same result. The ranges
of frequency and spacing aygeq € [100 — 15 - 10°] Hz and
S € [200 — 400] pm.

1.2

(=1.46 cm —— Macromodel (Zn)
- - =TLT-IFFT

Voltage [V]

TABLE I
DESIGN PARAMETERS OF THE THREE COUPLED MICROSTRIPS
STRUCTURE

-0.2
0

Time [ns] Parameter Min Max |
Frequency (freq)| 100 Hz | 15 GHz
Fig. 9. Output voltage of the line terminated &y = 50 Q2 andR;, = 50 Q2 Spacing (S) 200 um | 400 pzm
(¢ = {1.46,3.08,4.69,6.31,7.92,9.54} cm).

As clearly seen, a very good agreement is obtained between
the proposed method and the inverse fast Fourier transform,
confirming the very high accuracy of the parametric macro-

modeling strategy in the time-domain as well. ] ) .
First, the parametric macromodeling &,,;(s,S) and

Y ,u(s,S) is treated. The frequency-dependent per-unit-
length parameters have been computed over a reference grid
of 251 x 40 samples, respectively for frequency and spacing.

B. Three coupled microstrips with frequency-dependent peife have utilized30 x 10 samples of the previous grid and

unit-length parameters and linear terminations set the number of poles equal toand 2, respectively for
frequency and spacing, to model these functions. The max-

In the second test, a four-conductor transmission line (lengthum RM Syeighteqs €rror of the per-unit-length parametric

¢ = 15 cm) with frequency-dependent per-unit-length paramesacromodels over the reference grid is equal ta0—>. The

ters has been modeled. It consists of three coplanar microstmpagnitude of the parametric macromodel®f,; (12 is shown

over a ground plane. The cross sections is shown in Fig. 1. Fig. 11.
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10 :
—— Macromodel (Z_ -Y )
106 _ pul  pul
4 - - = Macromodel (Z )
10" } <—Mode 0 n
----- Data
—_— <—Mode 1
=} <——Mode 10
=
a2
c
N
1074 L L
0 5 10 15

Frequency [GHz]

Spacing [um] Frequency [GHZz]

Fig. 11.  Magnitude of the parametric macromodel®yf,; (12)- Fig. 13. Magnitude ofZ,, (1) (modesn = {0, 1, 10}, S = 354 um).

Subsequently, these parametric macromodels have been
reduced to univariate frequency-dependent functions for the 2
set of spacing value$ = {231,272,313,354} pm. These 2r
points have not been used for the generation of the macro- 45
models. Then, the univariate models of the modal impedances
have been computed over this spacing points. Concerning te
parametric macromodeling oZ,,(s,S), all 30 modes have Ag 05
been computed on a grid &0 x 15 samples and these data ,:f of
have been used in the macromodeling process. We have set @6_0_5,
number of poles equal to2 and2. Next, the modal paramet- 5

——Macromodel (Z_ =Y )
pul  pul’|{

- - - Macromodel (Zn)

1
<—Mode 10

ric macromodels have been reduced to univariate frequency- L

dependent functions for the previous set of spacing values. ~1-°F

The maximumRM Sy.eightea €rror of all modal parametric -2r Mode 0

macromodels over the reference grid is equal3to10~5. 0 5 10 15

The magnitude of the parametric macromodel 4§ built Frequency [GHz]

by the second macromodeling strategy is shown in Fig. 12

for modesn = {0,1,10}. The magnitude and phase &f, 914 Phase of, i) (modesn ={0,1,10}, & = 354 pm).

and its respective macromodels are shown in Figs. 13-14 for

modesn = {0,1,10}, S = 354 ym.

impedances, previously obtained. THRM S, cighteqa €IrOr
between the macromodel of th& matrix and its computation
from TLT over the reference grid is equal - 10~* for
both the macromodeling strategies. The magnitudeZof
computed by TLT is shown in Fig. 15. The magnitude and
the phase of the macromodels &f, are compared with the
results obtained from TLT in Figs. 16-17 f&f= 272 um.

107 i  In=0
;"‘Mm\\\“““mw‘ [ In=1
\HWHH‘ il -n:10

I
‘WUWU 1%

0o :
Frequency [GHZz]

10

Fig. 12. Magnitude of the parametric macromodel%f (;5) by the second

strategy (modes = {0,1,10}).

15 400

200
Spacing [um]

The results confirm the high accuracy of the parametric
macromodeling strategies in frequency domain. As in the
previous example, the next step is to show that the accuracy is
kept in time-domain as well. The central line has been excited
by an impulsive voltage source with amplitudeV, rise/fall
times 7, = 7y = 400 ps and width80 ps. The victim lines
have been terminated on the near and far-en&gy; = 50 Q2
andCrg = 1 pF, while the driven line has been terminated on
a driver and load impedance equalRg = 50 Q andCy, =1
pF (see Fig. 18). The port voltages have been computed using
the exact transmission line theory (via-IFFT) and a state-
space realization of the frequency domain macromodel of the

The macromodel of theZ matrix, composed of the sum Z matrix for both the macromodeling strategies. Some time
of 30 modes, can be built by using the models of modalomain results are shown in Figs. 19-20 for the set of spacing
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1z, 1]

10°-
0

Frequency [GHz]

200

Fig. 15. Magnitude ofZ14 (TLT).

Spacing [um]

15

10 ‘ :
—— Macromodel (Z_ -Y )
pul  pul
- = = Macromodel (Zn)
----- TLT
10" 1
=)
3
N
107} ]
loo L L
0 5 10
Frequency [GHZz]
Fig. 16. Magnitude ofZ14 (S = 272 pm).
0 ‘
——Macromodel (Z_ -Y )
pul  pul
-10 - - - Macromodel (Z, ) I
-20F N\ 0T
=}
8 -30t
3
N —40f
@
@
& =501
o
_60,
_70,
-80 . L
0 10 15
Frequency [GHz]
Fig. 17. Phase of14 (S = 272 um).

Line 4
Line 2 5
C
s Line 3 p TFE

Ly
1,
l

Fig. 18. Three coupled microstrips with linear terminations.
1.2 : ‘
—— Macromodel (Z_ -Y )
1t pul pul’||
- - = Macromodel (Zn)
o8 | Y |-= TLT-IFFT H

Voltage [V]

S=354 pym 4
.

0 2 4 6 8 10
Time [ns]

Fig. 19. Output voltages of the driven line terminated ®p = 50 2 and
Cr =1 pF (S = {231,354} um).

0.2 ‘
—— Macromodel (Z_ =Y )
pul  pul
0.15¢ - = = Macromodel (Zn)
o1t M T\ |-= TLT-IFFT
> 0.05
S
8 0
o
> -0.05
-0.1
-0.15
-0.2 : . :
0 5 10 15
Time [ns]
Fig. 20. Output voltages of the victim lines terminated By g = 50 Q2

andCrg =1 pF (S = {231,354} pum).

VI. CONCLUSIONS

Many second order effects, such as delay, coupling and
crosstalk, previously neglected in circuit and system simula-
tions of microwave devices, have become prominent because

valuesS = {231,354} um. The port-voltages results confirmof increased integration levels and signal speeds. Accurate
that the frequency domain high accuracy of the macromodelipgediction of these interconnects effects is fundamental for

strategies is also preserved in time domain simulations.

a successful design and requires solution of large systems
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of equations which are often prohibitively CPU expensiveis] A. Dounavis, X. Li, M. S. Nakhla, R. Achar, “Passive closed-form
Design space exploration, design optimization and sensitivity
analysis are involved in the design framework in addition to

regular simulations. Their realization by using full electromagz7)
netic simulations on the entire parameter space is often com-

putationally expensive. Parametric macromodeling techniq
that take into account design parameters, such as layout and
substrate features, in addition to frequency (or time) are needed

to make efficient these design activities. We have presenﬁg
an innovative parametric macromodeling approach for lossy
and dispersive multiconductor transmission lines. It has been
found capable to generate accurate rational macromodels VYé

respect to physical and geometrical parameters. The use o
the spectral decomposition of the impedance mafixeads

a significant simplification of the identification process. Twé&!!

different macromodeling strategies have been investigated. The
numerical results have validated the proposed technique and

confirmed its accuracy and effectiveness in capturing secdidl
order phenomena which are crucial in the analysis and design
of high-speed multiconductor transmission lines.
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