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Abstract
In automatic recognition of non-native proper names, it is crit-
ical to be able to handle a variety of different pronunciations.
Traditionally, this has been solved by including alternative pro-
nunciation variants in the recognition lexicon at the risk of in-
troducing unwanted confusion between different name entries.
In this paper we propose a pronunciation variant selection crite-
rion that aims to avoid this risk by basing its decisions on scores
which are calculated according to the minimum classification
error (MCE) framework. By comparing the error rate before
and after a lexicon change, the selection criterion chooses only
the candidates that actually decrease the error rate. Selecting
pronunciation candidates in this manner substantially reduces
both the error rate and the required number of variants per name
compared to a probability-based baseline selection method.
Index Terms: speech recognition, proper names, pronunciation
modeling, minimum classification error

1. Introduction
One of the most difficult and complex tasks in speech-based
form-filling applications is posed by proper names. This is
largely related to the fact that a name may be selected from a set
of several thousand names and a considerable number of these
names are likely to be non-native names. The latter are partic-
ularly challenging since they can be pronounced in numerous
ways by the users. An individual speaker’s pronunciation is
likely to be influenced by several sociocultural factors, such as
regional background, gender, education and age [1].

Since the pronunciation of a proper name often deviates
from what conventional pronunciation rules would predict, the
automatic generation of pronunciation variants for these names
is a difficult task. Nevertheless, there exist data-driven schemes
that can generate acceptable pronunciation variants in specific
domains, such as city names or person names, after training
on a modest amount of training examples. An example of
such a scheme is the grapheme-to-phoneme (g2p) phoneme-to-
phoneme (p2p) tandem proposed in [2]. In [3] it is shown that
adding the most likely pronunciation variants to the lexicon in-
creases the recognition accuracy. However, we argue that the
gain could be further increased by introducing better selection
criteria for adding pronunciation variants.

Several previous studies have tried to accomplish this by
optimizing different types of criteria, such as frequency of oc-
currence [4] and acoustic likelihoods [5] of variants in a training
set, among others. Unfortunately, there is no direct relationship
between these selection criteria and the recognition error rate.
Recently however, the authors of [6] proposed to adopt the min-
imum classification error (MCE) criterion for selecting the most

distinctive pronunciation variants.
In this paper we investigate the selection of pronunciation

variants on the basis of a criterion that is directly related to
the actual recognition error. We further argue that every name
should be represented by a set of complementary pronuncia-
tion variants, defined as variants correcting different types of
recognition errors. We therefore propose an iterative approach
in which the lexicon is gradually updated. In every iteration
only the candidate variant causing the largest error rate reduc-
tion is added for each name. To estimate the number of errors
introduced by a particular candidate, MCE scores calculated be-
fore and after the addition of the candidate are compared. The
proposed approach differs from that of [6] because it calculates
the MCE scores on the basis of likelihood scores produced by
the recognizer after decoding a name utterance. Furthermore,
we take previously selected variants into consideration when
selecting new additions to the lexicon, rather than choosing the
variants separately.

2. Pronunciation variant selection by error
minimization

Traditionally, lexical pronunciation variation modeling first
generates a set of candidate variants, each with a probability
score, and then retains the most likely ones among them. How-
ever, this approach does not necessarily lead to the best recog-
nition performance. In this section we introduce an alternative
selection criterion that is directly correlated with the recognition
performance.

Let us consider the variant selection problem as a de-
cision problem. Suppose that the set of names is W =
{W1, W2, . . . , WK}, and that for some name Wk ∈ W we
have a set of training utterances Xk = {Xk1, Xk2, . . . , XkN}
and a set of candidate pronunciation variants Vk =
{Vk1, Vk2, . . . , VkI}. The aim is then to find the variant V ∗

k

that minimizes the risk of introducing recognition errors. If
Lk(Xk; Λc) represents the expected loss of recognition accu-
racy for the training utterances Xk when using a canonical lex-
icon and Lk(Xk; Λki), the corresponding loss when using the
canonical lexicon extended with variant Vki, then

V ∗
k = arg max

Vk

(Lk(Xk; Λc) − Lk(Xk; Λki)) (1)

The expected loss of an arbitrary model Λ is usually obtained
as the accumulation of contributions lk(Xkn;Λ) emerging from
the available training utterancesXkn of nameWk:

Lk(Xk;Λ ) =
NX

n=1

lk(Xkn;Λ) (2)
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Obviously, lk(Xkn;Λ) must be a measure of the chance that
name utterance Xkn is misrecognized by a system using the
lexicon denoted by Λ. To define such a measure, we adopt the
MCE framework [7]. In that framework one departs from a
set of discriminant functions gl(X;Λ) with l = 1, . . . , K . By
definition the recognized class C(Xkn) for utterance Xkn is
correct if the k-th discriminant function is the largest one:

C(Xkn) = Wk if gk(Xkn;Λ ) = max
l

gl(Xkn;Λ) (3)

Most modern speech recognition applications rely on log likeli-
hood scores to make a decision, and consequently, these scores
can act as discriminant functions.

If Jkn is the set of the most likely name hypotheses pro-
posed by the recognizer for utterance Xkn, one can define a
misclassification measure, dk(Xkn;Λ) as

dk(Xkn;Λ ) = −gk(Xkn;Λ ) + log

" PK
j∈Jkn;j #=k egj(Xkn;Λ)

card(Jkn) − 1

#

(4)
This measure compares the log likelihood score of the correct
hypothesis (k) with the log of the average likelihood of the com-
peting hypotheses.

Finally, in order to map the misclassification measure of (4)
to a zero-to-one continuum, the loss function is defined as

lk(Xkn;Λ ) =
1

1 + e−dk(Xkn;Λ)
(5)

If the loss is close to zero, it means that the utterance is likely
to be correctly recognized using lexicon Λ. The larger the mea-
sure is, the larger the risk for an incorrect recognition of the
utterance.

3. Experimental set-up
For our experimental study we worked with name utterances
selected from the Autonomata Spoken Name corpus (ASNC)
[8]. We selected all utterances by native Dutch speakers of 441
unique English names, person names (first name + family name)
as well as geographical names (street names and city names).
Most names were spoken by six speakers either from Flanders
or from the Netherlands, but a couple of names were recorded
in both regions, and yielded twelve instead of six utterances. In
total, we selected 2760 utterances.

Since our method can only select pronunciation variants of
names for which we have training utterances, we can only as-
sess the positive effect of the selected variants on the recogni-
tion of these names if the test set also contains utterances of
these names. The full data set was therefore divided in a test set
comprising one third of the utterances of each unique name and
a training set comprising the remaining utterances. The division
was made in such a way that there was no overlap in speakers
between the two sets.

The recognition engine was the state-of-the-art Nuance Vo-
Con 32001 recognizer, running with a standard monolingual
acoustic model trained on Dutch speech from Flemish and
Dutch speakers. The grammar was a loop of the names included
the lexicon.

3.1. Transcription variants

The ASNC corpus is delivered with two phonetic enrichments:
a typical Dutch pronunciation (TY) of every name appearing in

1http://www.nuance.com/vocon/3200/

the name list, and an auditorily verified (AV) transcription of
each name utterance. The latter transcription is the best na-
tivized transliteration of what a human expert actually heard
when listening to the utterance.

Since we wanted to investigate variant selection methods,
we needed to create a pool of candidate variants from which
we can choose. To that end we first used the Dutch and En-
glish g2p-converters embedded in the Nuance RealSpeak text-
to-speech system2. Then we trained a Dutch and an English
p2p converter [2], departing from the Dutch and the English
g2p transcription respectively, to generate variants which ap-
proached the auditorily verified transcriptions of the available
training utterances. During the variant generation stage, each
p2p converter was allowed to generate up to 10 variants per
name, but only if their probability exceeded a threshold which
was specified as a fraction (we used 0.2) of the probability of
the best variant. If the input g2p transcription was not among
the created variants, it was added a posteriori with a probability
that was equal to the above threshold. This procedure yielded
in total 4531 pronunciation variants (and corresponding proba-
bilities) for the 441 unique names.

4. Experimental results
To set the reference, we have conducted recognition tests with
lexicons comprising the following transcriptions per name: all
auditorily verified transcriptions encountered in the training set
(AV), just the typical transcription (TY), the English and Dutch
g2p transcriptions pooled together to cover the general pronun-
ciation in both languages (DUNENG g2p) and finally the pool
of 4531 transcriptions (DUNENG g2p-p2p) that was created us-
ing the procedure described in the previous section.

Table 1 shows for each lexicon the obtained name error rate
(NER) as well as the size of the lexicon, defined as the total
number of pronunciations it contains. Note that a name is only
considered correct if all of its constituents (words) are correct.

Lexicon Size NER
AV 1331 4.5%
TY 441 6.1%
DUNENG g2p 876 7.0%
DUNENG g2p-p2p 4531 3.7 %

Table 1: Number of pronunciation variants in the lexicon and
Name Error Rate (NER) for four reference lexicons

Adding variants to the canonical lexicon DUNENG g2p re-
duced the NER by almost 50% relative. The variants generated
by the g2p-p2p converter even outperformed the AV transcrip-
tions, which speaks in favour of the g2p-p2p approach.

In the tables given in this section, name error rates deemed
significantly different from the baseline by the Wilcoxon signed
rank test (5% significance level) are marked in bold.

4.1. Baseline selection method

Our baseline method for selecting the variants from the set of
4531 variants was simply to use the variant probabilities gener-
ated by the p2p converters as the selection criterion. The results
obtained with this method are listed in the left columns of Ta-
ble 2 and Table 3 as a function of M , the maximum allowed

2http://www.nuance.com/realspeak/
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number of variants per name. For eachM we also mention the
actual size of the corresponding lexicon.

4.2. Selecting variants with anMCE criterion using a single
recognition pass

A computationally efficient way of identifying the candidate
variants using the MCE framework is the following: recognize
all training utterances Xkn using a grammar loop of all 4531
candidate pronunciation variants in the lexicon, retain for every
utterance the maximally 25 most likely pronunciation hypothe-
ses to form the set Hkn and calculate the MCE score for ev-
ery candidate pronunciation variant Vki occurring inHkn using
equations (4) and (5). Candidate pronunciations of name Wk

not appearing in Hkn are given an MCE score of 1 for that ut-
terance. The total MCE score of a candidate pronunciation Vki

(i = 1, . . . , I) is then defined as the sum of the MCE scores
calculated for each Xkn (n = 1, . . . , N ) (equation (2)). By
taking these MCE scores as the selection criterion, we obtained
the results listed in the right columns of Table 2 (as a func-
tion ofM ). When selecting only one or two variants, the MCE
method outperformed the baseline method, but when selecting
more pronunciations, the situation was reversed. None of these
results however, were deemed statistically significant.

Baseline MCE single-pass
M Size NER Size NER
1 441 8.7% 441 7.5%
2 876 7.1% 876 6.4%
3 1304 6.0% 1304 6.0%
4 1701 5.3% 1701 6.1%
5 2071 5.0% 2071 5.4%
6 2413 4.7% 2413 5.0%
7 2716 4.6% 2716 4.9%
8 2990 4.6% 2990 4.3%
9 3228 4.3% 3228 4.3%

Table 2: Size and NER of the lexicon created with the baseline
and the single-pass MCE variant selection method.

One reason for this somewhat disappointing result is that
two similar pronunciation variants are likely to get similar MCE
scores. If the MCE score is low, then both variants will be
highly ranked for inclusion in the lexicon although they do not
describe complementary pronunciation phenomena.

4.3. Selecting variants with an MCE criterion using M
recognition passes

To overcome this problem, we abandoned the single-pass batch
approach and switched to a multipass iterative approach. Per
iteration, the lexicon emerging from the former iteration was
supplemented with one variant of each name, namely the variant
that most effectively could reduce the NER attainable with this
new lexicon. If no variant could reduce the NER, the lexicon
was not changed and no further attempts to add variants for that
name were made.

In the first iteration, we generated a lexicon comprising the
best variant for each name. To that end we started with an initial
lexicon comprising the English g2p transcription of each name.
Then, the following procedure was performed for every avail-
able candidate pronunciation Vki of nameWk:

1. replace the g2p transcription in the initial lexicon by this
candidate pronunciation,

2. perform a recognition on all the training utterancesXkn

of name Wk using this temporary lexicon (with a word
grammar containing the 441 names) and collect the max-
imally 25 most likely name hypotheses proposed by the
recognizer together with their likelihood scores,

3. calculate the total MCE score of the examined name ac-
cording to equation (2) given a model Λki representing
the English g2p transcription of name Wk in the initial
lexicon being replaced by Vki.

The variant V ∗
k that yielded the lowest total MCE score for

nameWk was finally added to the new lexicon.
The procedure in the subsequent iterations (m = 2, ..., M )

was very similar, but with two differences: (1) the initial lexicon
now meant the lexicon emerging from the previous iteration,
and (2) for investigating variant Vki of nameWk a new lexicon
was created by adding Vki to the initial lexicon. The best candi-
date pronunciation was added if the expected loss was reduced
with respect to that of the initial lexicon. This approach ensured
that candidate pronunciations were only added if they corrected
problems that were left unhandled by the initial lexicon.

The right columns of Table 3 show the results as a function
of M again. The figures reveal that the new approach signif-
icantly outperformed the baseline method for M = 2, 3, 4, 5.
Furthermore, it needed to select no more than 3 pronunciations
per name to attain a performance that was even surpassing that
of an equally large lexicon comprising all the auditorily verified
transcriptions found in the training set (see Table 1).

Iterations Baseline MCE iter
M Size NER Size NER
1 441 8.7% 441 7.1%
2 876 7.1% 876 4.7%
3 1304 6.0% 1249 4.3%
4 1701 5.3% 1488 4.1%
5 2071 5.0% 1625 4.0%
6 2413 4.7% 1700 4.1%
7 2716 4.6% 1767 4.1%
8 2990 4.6% 1840 4.2%
9 3228 4.3% 1840 4.2%

Table 3: Size and NER of the lexicon created with the baseline
and the iterative MCE based variant selection method.

4.4. Testing with a much larger vocabulary

The approach described in the previous section gave a signifi-
cant NER reduction compared to the baseline method, but nev-
ertheless, it could not beat the method of dumping all 4531
available variants in the lexicon (see Table 1). This is most prob-
ably because the vocabulary is too small to expose the increased
lexical confusion caused by the inclusion of too many variants.
Therefore, we repeated the last recognition experiment, but this
time with a vocabulary of 22,441 names: the 441 names appear-
ing in the training and test set and 22k “filler names”.

To obtain new reference performances, we created four new
reference lexicons in the same way as before. But, since there
were no AV and TY transcriptions available for the filler names,
the one (case TY) or the four (case AV) most probable g2p-p2p
transcriptions were used instead. The results in Table 4 confirm
our expectation that the system using all available transcriptions
is no longer the best. It is actually only marginally better than
the canonical lexicon DUNENG g2p.

2284



Lexicon Size NER
AV 88 879 18.8%
TY 22 408 23.5%
DUNENG g2p 44 465 26.2%
DUNENG g2p-p2p 289 258 24.1%

Table 4: Size and NER of the lexicon of the reference lexicons
that ware created for the case of a 22k vocabulary.

We were hoping that by more carefully selecting the set of
variants our iterative method would be able to outperform the
canonical lexicon, and even to compete with the AV lexicon.

Since the proposed variant selection method could only be
applied on names for which training utterances were available,
we conducted experiments in which only the original 441 names
got optimized variants. The filler names were left with theirM
most probable variants according to the Dutch and English p2p
converters. Table 5 shows that the baseline (probability-based)
selection method was again significantly outperformed by the
MCE-based selection method (iterative approach) for all values
of M . Moreover, the performance gain was relatively larger
than in the case of a small vocabulary.

Iterations Baseline MCE iter
M Size NER Size NER
1 22 408 27.8% 22 408 23.3%
2 44 804 24.8% 44 804 19.7%
3 67 142 22.3% 67 085 19.0%
4 89 257 21.5% 89 013 19.8%

Table 5: Size and NER of the lexicon for the baseline and the
iterative MCE method in case of a 22k vocabulary.

The best result (for M = 3) demonstrates that pronunci-
ation variants can be very helpful to improve the recognition
accuracy. There was a relative gain of almost 28% (from 26.2%
to 19%). The best performing lexicon was actually reaching
the same accuracy as the AV lexicon. The data support our hy-
pothesis that the MCE-approach is more resistant to the risk of
increasing the lexical confusability.

5. Conclusions and future work
In this paper we proposed a new pronunciation variation mod-
eling approach that was effective for the recognition of English
proper names spoken by non-native English speakers (Dutch
speakers in this case). In particular, we proposed a pronunci-
ation variant selection criterion based on the Minimum Clas-
sification Error (MCE) framework. The criterion directly took
the recognition process into account by using its log likelihood
scores as discriminant functions. The iterative nature of the pro-
posed approach ensured that only variants actually decreasing
the error rate were included in the final lexicon.

In a small vocabulary test (only 441 names), the iterative
approach significantly outperformed a baseline method which
selected variants generated by a g2p-p2p converter tandem on
the basis of probabilities assigned to these variants by this tan-
dem. For the cases of one and two pronunciation variants per
name, the error rate reductions were 18.4% and 33.8% relative.
In spite of this, there was no gain with respect to a lexicon hold-
ing all pronunciation variants being generated by the g2p-p2p

converter. However, in a control experiment with a much larger
vocabulary (22,441 names), the full lexicon did not cause any
improvement anymore whereas the best lexicon emerging from
the newly proposed selection method yielded an improvement
of about 28% relative over a canonical lexicon of Dutch and
English g2p transcriptions.

One acute problem of the proposed approach is its high
computational load due to the required decodings of all train-
ing utterances of a name for every pronunciation candidate of
that name at every iteration. Therefore, further optimizations of
the method are necessary in order to make it suitable for very
large vocabularies. Another limitation is the inability to select
good pronunciation variants for unseen names. An effort will
therefore be made to formulate the variant selection method in
terms of more generic mechanisms, e.g. the ones modeled by
the p2p converter. Finally, we plan to utilize the pronunciation
variants that were found to yield the lowest error rate to generate
new improved pronunciation variants.
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