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There is a growing interest in understanding the effects of human-machine interaction on moral 
decision-making (Moral-DM) and sense of agency (SoA). Here, we investigated whether the “moral 
behavior” of an AI may affect both moral-DM and SoA in a military population, by using a task in which 
cadets played the role of drone operators on a battlefield. Participants had to decide whether or not 
to initiate an attack based on the presence of enemies and the risk of collateral damage. By combining 
three different types of trials (Moral vs. two No-Morals) in three blocks with three type of intelligent 
system support (No-AI support vs. Aggressive-AI vs. Conservative-AI), we showed that participants’ 
decisions in the morally challenging situations were influenced by the inputs provided by the 
autonomous system. Furthermore, by measuring implicit and explicit agency, we found a significant 
increase in the SoA at the implicit level in the morally challenging situations, and a decrease in the 
explicit responsibility during the interaction with both AIs. These results suggest that the AI behavior 
influences human moral decision-making and alters the sense of agency and responsibility in ethical 
scenarios. These findings have implications for the design of AI-assisted decision-making processes in 
moral contexts.
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In contemporary society, autonomous systems have permeated various aspects of human existence, revolutionizing 
industries, services, and even personal routines. From personal assistance and product recommendations to 
applications in healthcare, transportation, and defence, the spread of autonomous technologies is reshaping 
the landscape of human-machine interaction1–5. As the development and reach of Artificial Intelligence (AI) 
continues to advance, the integration of autonomous systems is leading to a profound examination of the 
dynamics of human-machine interaction. This advancement implies a departure from traditional modes of 
task execution, where humans rely on mechanical machines as tools to achieve goals, towards a future where 
highly autonomous intelligent systems undertake tasks directly. However, beyond efficiency and productivity, 
it is becoming increasingly important to understand the intricate interplay between humans and AI in terms 
of ethical decision-making and the attribution of responsibility, especially in today’s world where AI agents 
are increasingly used as advisors and sometimes even delegates. Studies on Human-AI interaction have 
already attempted to shed light on the complex relationship between humans and machines. The pitfalls of 
this relationship include problems of complacency6, loss of situational awareness7, skill decay and increased 
workload, particularly in environments where automation failures may occur8,9. As human tend to react to AI as 
to human partners sometimes10–12, those problems could be worse.

Research has already shown that the detrimental effects of cooperation with AI seem to correlate with the degree 
of autonomy of these systems13,14, leading, for example, to a reduced number of correct decisions with a higher 
level of autonomy13 and to a decrease in the sense of agency (SoA) and responsibility14. Of particular interest is 
the impact of autonomy on the human SoA, a fundamental aspect of consciousness that is closely linked to moral 
responsibility14–16. SoA, defined as the perception of causing changes in the external world through voluntary 
action17,18, underpins intentional behavior and is associated with moral decision-making19. Recent research on 
this topic utilising the “Temporal Binding” (TB) effect, which refers to the subjective time compression between 
a voluntary action and its outcome20,21, have provided insights into the implicit measurement of agency and have 
shown a decrease in implicit agency with increasing levels of automation14,16. The Temporal Binding (TB) effect 
is a well-known method for implicitly measuring the Sense of Agency (SoA) [see22 for a review]. In classic tasks, 
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participants have to estimate the time in milliseconds that elapsed between a keypress and outcome23 or report 
the timing of the action and the outcome on a Libet clock24. Numerous studies have shown that time appears 
compressed in situations in which the person is active, while time appears stretched in situations in which 
the person is passive [e.g.20–25], suggesting it represents a proxy of the sense of agency. Explicit measurements 
also exist, and are usually obtained through a direct report of how people attribute the consequences of their 
own actions or how in control they feel26, but these measurements are sensitive to social desirability and other 
biases [e.g.27,28]. In the present study, TB is used together with explicit self-reports to capture potentially distinct 
aspects of agency. Explicit measures are thought to rely on higher-level conceptual judgements of agency that 
are influenced by social and contextual cues29. In contrast, temporal binding reflects lower-level, automatic 
processes. Evidence suggests that these two systems operate via separate mechanisms [e.g.30] and that implicit 
and explicit measures of agency may not always align31. Since previous studies have shown a decrease in both 
implicit and explicit SoA during interaction with autonomous systems14,32, here we aimed to explore the effects 
of human-autonomous systems interaction in morally challenging situations, extending the understanding of 
how agency is modulated under such conditions. However, despite the growing body of literature on the impact 
of interaction between human and autonomous systems, there are still gaps in understanding the implications 
for moral decision-making (i.e., decisions implying conflicting moral values) and responsibility, particularly in 
sensitive areas such as the military, health care or human resources management. For a military commander, a 
surgeon, or a responsible for the recruitment and selection of personnel, decisions can imply conflicting personal 
values. While previous research has primarily focused on the programming of ethical behavior of AI, little 
attention has been paid to the influence of human-agent interaction on moral decision-making33–35. Importantly, 
the existing evidence on the impact of autonomous systems on social and moral decision-making is mixed, with 
studies reporting both prosocial and unethical behavior36–38. Furthermore, according to common ethical and 
legal standards, human beings are generally deemed to remain responsible for the decisions they make and the 
actions they take. Therefore, it is crucial to understand the mechanisms behind the decision to accept or reject AI 
input39, and how the AI behavior might influence these processes. This is especially problematic in high-stakes 
situations where decisions affect human lives such as self-driving cars and medical diagnosis39–41.

Given these considerations and the importance of this topic, our study aims to investigate the effects of 
the interaction between humans and autonomous systems on moral decision-making and on the sense of 
agency and responsibility, and in particular how AI behavior might influence people’s decisions. Specifically, 
we employed an experimental setup in which participants act as drone operators on a simulated battlefield. 
During the experiment, participants were confronted with morally challenging situations regarding the launch 
of attacks based on the presence of enemies, civilians, and infrastructure, as well as the risk that allies could also 
be harmed. Participants were exposed to three types of trials representing three types of uncertainty: Moral 
Decision-Making (Moral), Attack (A1), and No Attack (NA) Trials. The autonomy conditions included no 
system assistance (Level 0), an AI assistance with an “aggressive” approach, which suggest to always attack the 
enemy (Level 1) except during NAS trials, and an AI assistance with a “conservative” approach, which suggest 
never attacking the enemy (Level 2) except during AS trials. We thus manipulated the “moral behavior” of the 
machines to test how this influenced the moral decisions of our participants. Agency was measured both at the 
implicit level, using the TB paradigm, and at the explicit level through an assessment of responsibility (using an 
ad-hoc self-report scale)19,42,43.

We also measure performance by using reaction time, and the proportion of trials in which participants 
chose to attack. By manipulating the level of system autonomy and measuring implicit and explicit indicators of 
agency and moral decision-making, we sought to shed light on the complicated dynamics of interaction between 
human and autonomous systems in morally charged contexts.

The aim of our study was to investigate the effects of interaction with AI with different moral behavior on 
the participants’ decision-making and their sense of agency in morally demanding situations. Based on previous 
findings14,16, we hypothesized that agency is lower during interaction with autonomous systems than when 
people make decisions alone, as indicated by a longer time estimation between action and outcome in the first 
case, and that judgement of responsibility is also lower after this interaction. We also hypothesized that the moral 
decision-making would also be affected by the interaction with autonomous systems, with a higher number of 
attacks during the aggressive AI-assisted situations compared to situations without AI or with the support of 
conservative AI44.

As the research questions addressed in our study have received little attention in the literature, we also decided 
to conduct exploratory analyses of psychological factors. In doing so, we wanted to establish a relationship 
between moral decision-making, our measures of implicit and explicit agency and other relevant psychological 
variables, such as personality traits, assessed through self-report questionnaires.

This study seeks to contribute to filling the gap in the existing literature by examining the effects of human-
autonomous system interaction on moral decision-making, SoA, and responsibility. By shedding light on 
the cognitive and behavioral implications of this interaction, we aim to provide useful insights to promote 
responsible and morally conscious use of autonomous technologies in various domains. Our findings have 
significant implications for the development and deployment of autonomous technologies, especially in areas in 
which conflicting fundamental values are at stake.

Method
Participants
Thirty participants took part in the study (Mage = 25.5; SD = 8.2; 6 women, 24 men). One participant was excluded 
due to incomplete data, so the final sample consisted of 29 participants. The sample size was estimated using 
G*Power45, with a small-to-medium size effect f of 0.2, a threshold for significance α set at 0.05, and a power 1-β at 
0.80. Based on these values, the estimated sample size was 28 participants. However, to compensate for potential 
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data losses and exclusions, a total of 30 participants was targeted. To participate in the study, participants had 
to have notions of International Humanitarian Law (IHL), and thus about what is legally allowed and forbidden 
in the conduct of armed conflict. In order to fulfil this criterion, we included third- and fourth-year students 
of the Royal Military Academy (who were trained in IHL) and officers of the Royal Military Academy in the 
study. None of the participants, including the officers, had any previous experience of drone piloting as this 
was not a prerequisite for participation. The participants were recruited with the help of a student officer in the 
course of his Bachelor Thesis. The study was conducted in accordance with the principles of the Declaration 
of Helsinki. Participants were informed about the general purpose and duration of the experiment and about 
their rights as participants in psychological research before giving their consent. Participation was voluntary 
and participants were informed that they could withdraw their participation at any time without justification 
and without consequences. Written and signed informed consent was obtained from each participant after the 
reading of a letter of information, providing general information about the study and prior to the experiment. 
The study was approved by the local ethical committee of the Faculty of Psychology and Educational Sciences of 
Ghent University (2022/047).

Stimuli and procedures
The datasets generated and analysed during the current study are available in the Open Science Framework46. The 
experiment was programmed and presented using MATLAB 2020b and the Psychophysics Toolbox Extension. 
The experiment was conducted on a laptop (screen resolution: 1920*1080 pixels) and responses were recorded 
using an AZERTY keyboard, with the left and right arrow keys used as response keys in the experiment. The 
experiment was conducted in an experimental room in the Department of Life Sciences at the Royal Military 
Academy. Participants were seated on a chair in front of a table with the laptop screen approximately 40 cm 
away from them. They were informed that during the experiment they would assume the role of a drone 
operator fighting in a war scenario. They would defend their country and protect their fellow citizens fighting 
to protect their fellow citizens from a foreign invader, defend the territorial integrity of their country and help 
repel the invaders at their own borders. As part of a drone unit, their task was to consult reports on the areas 
their drone flights over, analyse a static image of the zone and decide whether a target— consisting of enemy, 
infrastructure and/or civilians — should be bombed (or not), being aware of the complexity of the decision based 
on International Humanitarian Law. Each trial of the task consisted, indeed, of an aerial view of an urbanized 
area, with several possible target information. Participants were asked to choose between attacking the enemy or 
deciding not to attack by pressing respectively the left or right arrow key on the keyboard. In addition, they were 
informed through written reports displayed in the right part of the screen (see more detail below and in Fig. 1) 
that both choices (i.e., to attack or not to attack) could result in a range of potential collateral damage (see below 
for more details). Participants underwent training sessions prior to the start of the experiment to ensure they 
fully understood the task and could perform it correctly.

In this study, we used a 3 × 3 within-subject design, with “Uncertainty” and “Autonomy” as independent 
variables. During the experiment, participants were tested on the three different types of trials representing 
three levels of “Uncertainty”: Moral trials, Attack (A) trials, and No Attack (NA) trials. In all trials, a group 
of enemies (represented by a red dot), a group of civilians (represented by an orange dot) and/or the position 
of an infrastructure (represented by a blue dot) were superimposed on the aerial view in different position 
combinations. On the right side of the screen, next to the view, a report informed the participants about the risks 
and values parameters.

To define morally challenging situations, 128 situations with different risks, benefits, and costs combinations 
were presented in a first pre-test phase to a group of 5 expert military officers, who were asked to identify the 
most morally challenging possible scenarios. The situations contained combinations reporting the following 
parameters: (1) the strategic importance of the target (i.e., the military advantage in case of attack or the loss in 
case of non-attack), with either an advantage at the tactical (winning a battle), operational (winning a campaign) 
or strategic (winning the war) level; (2) the potential destruction of civilian objects and infrastructure, expressed 
as risk (0, 25, 50, 75, 100%) and value (low, medium, high value); (3) the potential loss of civilian life or civilian 
injury, expressed as risk (0, 25, 50, 75, 100%) and number (1, 10, 20, 30, 50, 100 + persons); (4) the potential 
loss of allied forces (personnel and material) expressed as risk (0, 25, 50, 75, 100%); and (5) the criticality of 
the consequences in case of collateral damage from the attack or if the target is not hit (tactical, operational, 
strategic). The combinations of the various parameters were meant to create situations of uncertainty, imposing 
moral demands to the decision (having to choose between probable benefits and probable costs, with various 
material and human values at stake). After the first selection, 30 situations were defined as not challenging at all, 
and 55 as the most morally demanding. Among the 30 not morally challenging situations, 15 were situations in 
which it was obvious that an attack was expected (high losses for the enemy, without collateral damages) and 15 
and 15 in which the decision not to attack was obvious (no enemy in sight). We called the first Attack trials, and 
the second type No Attack trials (see Table 1 for an example of each situation).

In a second pre-test phase, the 55 most morally demanding situations were presented to a second group of 
5 different expert military officers who were asked to indicate in which situation they would initiate an attack 
and in which they would not. As a result, for the experiment we selected 15 situations amongst the 55 most 
morally challenging scenarios in which at least one of our second set of five experts chose he/she would attack 
in that situation. We called these situations Moral Decision-Making (Moral) trials. It is important to highlight 
that expert military officers found it quite difficult to make decisions - mostly choosing to avoid the attack, as 
they decide to attack only 20% of the time - which confirms that the scenarios we have designed are indeed 
morally challenging. Furthermore, the participants were not informed about the decision of the expert military 
officers. The experiment consisted of three blocks, with each block containing a certain level of support from an 
intelligent system (Level 0 = No Assistance; Level 1 = Aggressive AI; Level 2 = Conservative AI), which represents 
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the variable “Autonomy”. In Level 0, the participants were not supported by any intelligent system. In Level 1, 
the participants were supported by a simulated AI with an “aggressive” approach, called “HAL 2022”. HAL 2022 
always suggested to attack the enemy, except during NA trials. Finally, in Level 2, participants were supported by 
a simulated AI with a “conservative” approach, called “TAL 2022”. TAL 2022 always suggested to not attack the 
enemy except during A trials. Participants were not informed of the AI’s attitude but were told that they would 
be assisted by two different AIs, both programmed to help the operator make the best decision with respect to 
the International Human Law. In total, each block consisted of 15 Moral trials, 15 A trials, and 15 NA trials.

The experimental setup of this task is shown in Fig. 1: (1) First a loading bar was presented for a delay chosen 
randomly between 1,000 ms and 2,000 ms to signal a new trial to the participants. (2) The aerial view with 
different combinations of blue, red and orange dots was displayed for 15,000 ms or until the participant pressed 
one of the two response buttons. On the right side, the report with the information on risks and benefits and 
a count display was shown. (3) Participants were asked to make their choice by pressing the selected response 
button, and soon after an image showing the outcome of the decision was displayed in the top right corner. There 
were four possible outcomes. In the case where the decision was to launch an attack, two different images could 
be displayed: an image showing a destroyed tank, indicating that the enemy was hit, with no collateral damage or 
consequences for allies/civilians, or an image depicting a destroyed civilian building, indicating that the enemy 
was hit, but with collateral consequences for civilian buildings and/or civilian victims. In the case where the 
decision was to not launch an attack, two different images could be shown: an image showing that there were 
no direct losses for allies associated with the participant’s decision, or an image depicting allies injured by the 
enemy, indicating that the enemy gained an advantage from the decision not to attack. The nature of the outcome 
depended on the type of trial and on the risks for the different parameters. In case of attack, the presentation 
of a destroyed tank (i.e., enemy hit without collateral damages) was selected randomly with a probability based 
on the information reported on the risks of destruction of civilian objects and infrastructure (e.g., 50%) and 
loss of civilian life or civilian injury (e.g., 75%, then 0.875). In case of a non-attack, here the presentation of 
moving troops (i.e., moving enemies without allied losses) was selected randomly with a probability based on 
the information reported on the risk of loss of allied forces (e.g., 25%). (4) Pressing the key was followed by a 
horizontal line below the aerial view and a tone (frequency: 400 Hz) for 200, 500, or 800 ms. (5) Participants 
were asked to indicate the duration of the interval between pressing the key and the tone on a horizontal scale 
from 0 ms to 1000 ms (to collect a TB measurement, panel D). (6) Finally, a horizontal line from − 100 to 100 

Fig. 1. Experiment set-up (schematic representation of the trials). Each trial of the task consisted of an aerial 
visual image of an urbanized area with different combinations of blue, orange, and red dots representing 
civilian, infrastructural and military targets, respectively (displayed for 15,000 ms or until the participant 
made a decision). To help participants make the decision, a report was displayed on the right-hand side with 
information on the risks, costs and benefits of an attack, as well as a timer display. Participants were asked to 
make their choice by pressing the selected response button, and soon after an image was displayed showing 
the outcome of the decision. To collect a Temporal Binding (TB) measurement, a horizontal line under the 
aerial image and an auditory tone were displayed after the responses. To obtain a judgement of responsibility a 
horizontal line (from − 100 to 100) was placed across the TB bar.
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appeared across the TB horizontal bar, and participants were asked to indicate on a scale from − 100 (not at 
all responsible) to 100 (totally responsible) how responsible they felt for the decisions they made (to obtain a 
judgement of responsibility - Responsibility). The trials were separated by an interval of 2,000 ms. The scenarios 
were presented in a random order to minimize potential order effects.

At the end of the experimental session, participants were asked to fill out four questionnaires assessing several 
personality traits. Those questionnaires included (1) the Levenson Self-Report Psychopathy Scale (LSRP)47, 
(2) the Moral Foundation Questionnaire (MFQ)48, (3) the Locus of CONTROL scale47 and (4) the Checklist 
for Trust between People and Automation49. We included these questionnaires to investigate the relationship 
between moral decision-making, agency and personality traits. Previous research has shown that the loss of 
agency can affect the attribution of responsibility, potentially leading to moral disengagement from our actions50. 
Furthermore, the findings of Caspar et al.19,43 suggest that a diminished sense of agency correlates with increased 
antisocial behavior. Therefore, we used the LSRP scale and the MFQ to investigate potential correlations between 
agency, responsibility and psychopathy (measured with LSRP) and foundational domains in moral decision-
making (measured with MFQ). In addition, we used the Locus of Control Scale because, among other individual 
differences, the Locus of Control has been shown to be associated with ethical behavior51,52. It has been shown 
that people with an internal locus of control are more likely to see the connection between their own behavior 
and its consequences. They are therefore more willing to take responsibility for their ethical behavior and act 
according to what they believe to be right53.

As people’s trust in AI has not yet been sufficiently researched despite increasing attention, and as it is crucial 
to investigate it further in order to avoid wrong decisions when accepting or rejecting AI input54, we measured 
people’s trust in AI here using the Trust in Automation Scale. We hypothesized that higher levels of trust would 
lead to greater compliance with AI advice, with negative correlations with response time, sense of agency and 
perceived responsibility.

Measurements and analysis
We used five dependent variables in this study: Decision, Response Time, Agency, and Responsibility. Decision 
(A1) was expressed by the proportion of trials on which participants decided to attack (i.e., A1 choice, in 
percentage). Response Time (RT) was the mean response time (in seconds) on each trial. Agency was measured 
by Temporal Binding (TB, in milliseconds). The TB score was calculated by subtracting each interval (Int) 
estimate given by the subject from the actual response tone interval (either 200, 500 or 800 ms), i.e., IntActual 
- IntEstimate. As (more) agency is associated with the reduction of the interval estimate compared to an actual 

1. Moral decision-making

 Importance of the target: OPERATIONAL

 Risk for civilian objects: 75%

 Value of the civilian objects if they are hit: Medium

 Risk for civilian persons: 50%

 Number of civilian if they are hit: 50

 Risk for military own or allied troops: 75%

 Consequence if military own or allied troops are hit: Operational

2. Attack sure

 Importance of the target: STRATEGIC

 Risk for civilian objects: 0

 Value of the civilian objects if they are hit: Low

 Risk for civilian persons: 0

 Number of civilian if they are hit: 0

 Risk for military own or allied troops: 0

 Consequence if military own or allied troops are hit: Strategic

3. No attack

 Importance of the target: TACTICAL

 Risk for civilian objects: 100%

 Value of the civilian objects if they are hit: High

 Risk for civilian persons: 100%

 Number of civilian if they are hit: 100+

 Risk for military own or allied troops: 100%

 Consequence if military own or allied troops are hit: Strategic

Table 1. Example of moral decision-making, attack and no attack situations. The table contains one example 
each of Moral (1), Attack (2) and No Attack (3) situation. For each of these situations are indicated: the 
importance of the target, the risk of destruction of civilian objects and infrastructure, the risk of loss of life or 
injury to civilians, the potential number of civilians if they are hit, and the criticality of the consequences in 
case of collateral damage from the attack or in the case of a non- attack.
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interval (IntActual > IntEstimate), a higher TB score means higher agency and a lower TB score means lower 
agency. After this computation, these scores were averaged for each Uncertainty by Autonomy condition. A 
measure of Responsibility was obtained soon after the TB measurement, using the self-reported responsibility 
scale described above.

In addition, we examined the changes in TB and Responsibility based on the decision to attack or not 
(dependent variable A1). Lastly, to examine the relationship between the outcome and responsibility ratings, 
we conducted an additional analysis in which we examined how positive and negative outcomes affected 
participants’ subjective sense of responsibility in different conditions. As the moral trials are the most interesting 
for our objectives and the “Attack” and “No-Attack” conditions are considered control trials, we conducted this 
analysis exclusively on the “Moral Decision Making” trials. Analyses were performed using JASP version 0.17.2. 
We performed separate repeated-measures ANOVAs for A1, RT, TB and Responsibility with Uncertainty (Moral, 
A, and NA) trials and Autonomy (Level 0, Level 1, Level 2) as within-subject factors. In addition, Responsibility 
was compared by means of a repeated measures ANOVA with Autonomy as within-subjects factors. For each 
dependent variable, only data of participants within +/- 2.5 SDs were considered [Only one participant for 
two dependent variables (RTs and subjective judgement) in the entire data set was identified as an outlier. The 
outliers were identified and removed before performing the main statistical analyses. However, we also analysed 
the data with these outliers and the results did not change compared to the original analyses, with the exception 
of the responsibility judgement (p = .072)]. Greenhouse-Geisser correction was applied where sphericity was 
violated.

Lastly, we conducted exploratory analyses to examine whether there is a correlation between moral decision-
making, our measures of implicit and explicit agency, and other relevant psychological variables. Correlations 
between the Levenson Self-Report Psychopathy Scale (LSRP), Moral Foundation Questionnaire (MFQ), Locus 
of CONTROL scale, the Checklist for Trust between People and Automation and A1, RT, TB and Responsibility 
were estimated using Pearson’s Correlations. Lastly, we conducted exploratory analyses to test if there is an effect 
on the nature of the outcome received (positive or negative outcome) on the choice made by participants at 
subsequent trial.

The primary focus of our analysis concerned the presence of a main effect of Uncertainty on A1, for which 
we expected a higher percentage of attacks during A trials, and a lower percentage during NA trials, and on 
RT, with expected shorter response time in the not morally challenging trials compared to the Moral trials, as 
evidence of the moral conflict produced by the scenarios. We also predicted that the Moral trials would result in 
an approximate 50% mean attack rate in the No-AI conditions, suggesting that decision- making in these trials 
is likely to be driven by random factors. As the scenarios selected were the most challenging situations in which 
participants had to weigh up competing ethical considerations given the risk to human life and the potential 
consequences, we expected that it would be extremely difficult to take a decision here. Regarding TB, following 
the results of Moretto et al.55 we expected a main effect of Uncertainty with shorter TB, indicating an increase 
of sense of agency, during Moral trials in comparison with the two trials. We also expected a main effect of 
Autonomy on RT, congruent with the main effect of Uncertainty, on TB, with less interval binding, indicating a 
decrease of sense of agency, and on Responsibility, with lower Responsibility with increased level of autonomy in 
line with the conclusions of Berberian et al.14.

The threshold selected for significance was p < .05. Raw data, scripts, and processed data can be found on the 
Open Science Framework.

Results
Analyses on A1
The analysis on A1 (Fig. 2, panel A) revealed a main effect of Uncertainty (F (1.14, 28.65) = 171.13, p < .001, 
ηp2 = 0.87) and post hoc tests showed that all comparisons were significant (all p < .001) with more A1 choices 
during A (mean = 93.20, SE = 1.43) in comparison with NA trials (mean = 2.63, SE = 0.54) and Moral trials 
(mean = 49.11, SE = 3.60). However, although it is close to the significance, the analysis revealed no significant 
effect of Autonomy (F (1.60, 40.07) = 3.10, p = .070, ηp2 = 0.11) on A1. Furthermore, a significant interaction 
(Fig. 2, Panel B) between Uncertainty and Autonomy was found (F (1.88, 47.01) = 7.16, p = .002, ηp2 = 0.22), with 
a simple main effect of Autonomy in Moral trials (p = .03) but not in other Uncertainty conditions (all ps > 0.09).

Analyses on RT
The analysis on RT (Fig. 3) revealed a significant effect of Uncertainty (F (1.86, 50.26) = 32.24, p < .001, ηp2 = 0.54) 
with post hoc tests showing significant longer RT during Moral trials (mean = 5.38, SE = 0.25) than during A 
(mean = 4.17, SE = 0.21) and NA trials (mean = 3.92, SE = 0.19), with all p < .001, but not between A and NA 
(p = .32). Neither significant differences between No Risk and No Enemy trials (p = .96), nor a significant effect 
of Autonomy (p = .97) were found.

Analyses on TB
The analysis on TB (Fig. 4) revealed a significant effect of Uncertainty (F (1.79, 48.27) = 6.78, p = .003, ηp2 = 0.20) 
with post hoc tests showing a significant (p = .002) difference between Moral trials (mean = 290.47, SE = 18.04) 
and NA trials (mean = 252.48, SE = 17.96), but not between Moral trials and A (p = .29, mean = 270.22, SE = 18.39), 
with Bonferroni’s correction. No significant effects of Autonomy were found (p = .63).

Analyses on responsibility
The analysis on Responsibility (Fig. 5) revealed a significant main effect of Autonomy (F (1.81, 48.96) = 5.29, 
p = .01, ηp2 = 0.16). Post hoc tests (Bonferroni’s correction) showed a significant difference between Level 0 
(mean = 119.81, SE = 1.62) and Level 1 (mean = 111.60, SE = 2.32) (p = .02) and between Level 0 and Level 2 
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(mean = 113.23, SE = 2.15)    (p = .01), with larger responsibility rating during Level 0 in both cases, but not 
between Level 1 and Level 2 (p = 1). No significant effects of Uncertainty were found (p = .31).

Analyses of changes in TB and responsibility based on A1 decision
The analysis indicates no significant difference based on the decision for the temporal binding variable (p > .448). 
However, a significant interaction was found between the decision and AI for the Responsibility (F (1.48, 
25.14) = 5.58, p = .02, ηp2 = 0.25), with a significant difference “Aggressive AI” (p = .008). Specifically, participants 
reported a higher sense of responsibility when they chose not to attack compared to when they chose to attack.

Analyses of outcomes and personality scales
The ANOVA for the outcomes showed that the proportion of A1 decisions at trial t was not affected by the type 
of outcome presented at trial t-1, regardless of whether it was positive or negative (all ps > 0.391). In addition, the 
results show that the type of feedback does not affect the level of subjective sense of responsibility (all ps > 0.396). 
The correlation analyses between the personality scales and A1, RT, TB and Responsibility showed that none of 
the analyses or tested correlations were significant at p < .05 (all ps > 0.1).

Discussion
This study investigated the effects of input received from an intelligent autonomous system on moral decision-
making and the sense of agency. Using an ad hoc task in which participants acted as drone operators and had 
to decide whether to initiate an attack or not on a simulated battlefield, this study allowed us to explore the 
effect of AI behavior on the human agent in morally challenging situations. By including different types of trials 
which comprised both moral and non-moral situations, and by involving the support of two different intelligent 
systems (“aggressive” vs. “conservative”), our results showed that in moral situations decisions are guided by the 
autonomous system.

Based on previous findings14,16, we expected both implicit and explicit agency to decrease during interaction 
with autonomous systems. We also expected that moral decision-making would also be affected by the interaction 
with autonomous systems and that the nature of the moral value of the machines would influence participants’ 
moral decisions, with more attacks during the interaction with the “aggressive” AI than with the “conservative” 
AI.

Our results were consistent with our expectations, as a significant interaction was found between trial 
types and autonomy, suggesting that human decision-making in morally challenging situations is influenced 
by the behavior of autonomous systems. Our results show that participants’ moral decisions were significantly 
influenced by the system’s input, confirming that human decisions in morally complex situations can be 
influenced by recommendations from a decision support system. These results are consistent with previous 
findings showing that AI-advisors can significantly influence human moral decision-making35,38,56. They are also 
in line with previous research in the military context [e.g.13,57] and confirm the influence of autonomy on human 
performance and decision-making. In addition, we also found an effect of trial type, as the frequency of attacks 
increased significantly when there was no risk and decreased when the attack was not safe.

An important consideration to take into account is the tendency for humans to rely on external cues, including 
social and environmental information, when faced with uncertainty58,59, especially in complex situations 

Fig. 2. Proportion of A1 action (i.e., percentage of attacks performed). During the Moral Decision-Making 
(Moral) trials there were significantly fewer A1 choices compared to Attack (A) (p < .001); in addition, the 
difference between A and No Attack (NA) was significant (p < .001, panel A). A significant interaction (p < .001) 
between the type of trials (i.e., Uncertainty) and Autonomy was found (panel B), with a simple main effect of 
Autonomy in Moral trials (p < .001). *** p < .001 = significant.
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where external input can provide additional clarity or certainty. In our study, morally challenging trials were 
intentionally designed to elicit high levels of uncertainty, so it is plausible that participants were more receptive to 
external information, including AI recommendations. However, a critical factor in Human-AI interaction is the 
phenomenon of ‘anthropomorphism’ towards intelligent systems60–62, which has been shown to be an important 
determinant of trust in automation63,64. Anthropomorphism describes the human tendency to attribute human 
behaviours and characteristics, such as traits, emotions, motivations and intentions, to non-human entities, 
including computer applications, robots and machines. Given this tendency, we suggest that AI suggestions are 
not perceived as ordinary advice. Instead, this anthropomorphism combined with the phenomenon of trust in 
automation likely increases the weight given to AI recommendations, leading participants to frequently follow 
its advice, as our results show.

With regard to the Response Time (RT), we expected that participants would need more time to make a 
decision in trials with a moral conflict and that interaction with the Artificial Intelligence would shorten the 
participants’ response times. Our results partially confirmed our expectation, as RTs were significantly longer 
in situations that our experts labelled as morally challenging, suggesting that participants need more time to 
make a decision in these situations and potentially suggesting an internal moral conflict. However, no significant 
effects were found in relation to the interaction with the AI. This last result is inconsistent with previous evidence 
from laboratory experiments showing that autonomous systems can help users in recognition tasks [see for 
example44]. Nevertheless, it is important to emphasize that the interaction between trial type and automation 
was close to significance (p = .056), so it is possible that our sample was not large enough to reach significance.

With regard to SoA, in line with previous results55,65, we expected an increase in SoA during the Moral 
trials. Consistent with our expectations, the results showed a significant increase in SoA in these trials with 

Fig. 3. Response time (in seconds). Participants took significantly more time to make a decision when the 
situation was morally challenging (Moral trials) than when it was obvious to attack or not to attack. (all 
p < .001). *** = significant.
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respect to the non-moral trials at the implicit level (i.e., in the TB). Thus, the present findings align well with 
the findings of Moretto and co-workers55 and confirm the hypothesis that agency is experienced differently in 
morally significant contexts than in other contexts. Interestingly, we observed a difference between the morally 
challenging trials and the non-moral trials that did not lead to an attack. However, this difference was not present 
in the trials that resulted in an attack. It is possible that these latter trials, in which an attack even causes harm 
or death to enemies, are perceived as more morally challenging than scenarios in which an attack is avoided.

It is important to highlight that our sample also comprised five trained officers, which could in some ways 
affect this result. Indeed, in a previous study Caspar and colleagues66 investigated the sense of agency using TB in 
both cadets and officers and reported that trained officers showed a stronger sense of agency compared to cadets, 
suggesting that sense of agency may be influenced by rank in the military hierarchy.

Furthermore, as previous studies have reported a decrease in agency during human-machine interactions14,16, 
we expected a decrease in agency at both implicit and explicit levels in the AI-assisted blocks32. Our results 
confirmed our expectation and showed a decrease of agency at the explicit level during the interaction with 
the AI. However, we did not observe a decrease in implicit agency, which contrasts with our expectations and 
previous studies14. However, this discrepancy is not entirely surprising given that, as reported in previous 
studies22,26,29, there is a dissociation between the two levels of measures in SoA. Importantly, our results suggest 
that interacting with an autonomous system in a morally challenging context is likely to lead to different effects 
on the implicit SoA than interacting with such a system in a morally non-challenging context. The differing 
outcomes of our study may be explained by the different setting of Berberian’s study. In Berberian’s study, 
participants engaged in a flight simulation task supported by different levels of automation to solve a non-
morally challenging situation in which they had to select an appropriate command in a flight plan in which a 
conflict occurred due to the presence of another aircraft [see14 for more details]. Therefore, it is possible that 

Fig. 4. Temporal binding (TB). A significant difference in the TB was found between Moral trials and NA 
trials (p = .002), but not between Moral and A trials, indicating an increase in the sense of agency during the 
Moral trials. *** = significant.
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interaction with autonomous systems influences agency in situations that do not pose a moral challenge, as in 
Berberian’s study, compared to situations that require moral decisions, as in the present study. This finding is 
particularly consistent with recent findings on the human tendency to attribute moral responsibility to non-
human agents, which may lead individuals to hold these agents accountable, assign blame, and clear their 
own name67–70. Interestingly, we also found a significant interaction between the decision and the AI for the 
subjective sense of responsibility, with the sense of responsibility being higher when participants chose not 
to follow the “aggressive AI” recommendation. This increased sense of responsibility when not following the 
AI recommendation opens the way for new, future investigations, as it contrasts with the current data in the 
literature on Human-AI interaction and responsibility14,32.

Based on previous findings43, we hypothesized that higher psychopathic traits would lead to more attacks 
in morally challenging situations, and to less sense of agency and responsibility. As the locus of control has 
been shown to be associated with ethical behavior51,52, we also expected that external locus of control would 
positively correlate with increased number of attacks in the morally challenging situations, whereas internal 
locus of control would not lead to changes in moral DM in interactions with intelligent system support. In 
addition, since Dewey and Knoblich30, found that locus of control does not correlate with Temporal Binding, 
we also expected no correlation between locus of control and agency. Furthermore, we investigated possible 
correlations between the number of attacks and the prioritisation of foundational domains in moral decision-
making. Contrary to our expectation, our results showed no correlation between the psychopathic traits, locus 
of control and our variables of interest, suggesting that moral decision and the sense of agency and responsibility 
are not related to personality traits, nor to locus of control.

Moreover, we were interested in measuring the confidence in automation, as we hypothesized that higher 
levels of trust would lead to greater compliance with AI advice. Our results contradict our expectation and show 
no correlation between trust in automation and our variables of interest, suggesting that trust in automation 
does not correlate with moral decision-making, sense of agency and sense of responsibility.

Fig. 5. Assessment of responsibility. A significant difference between Level 0 and Level 1 (p = .02) and between 
Level 0 and Level 2 (p = .01), with larger responsibility rating during Level 0. ** = significant.
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An important limitation of this study relates to the statistical power to analyze the role of individual 
differences in moral decision-making. While our sample size was sufficient to detect within-subject effects, 
analyses exploring between-subjects individual difference measures, such as the personality tests used here, 
were underpowered to detect moderate or small effects. Therefore, as the lack of statistically significant results 
may be due to the limited sample size rather than the actual absence of such effects, these results should be 
interpreted with caution. Future research with larger samples is needed to draw more reliable conclusions about 
the role of individual differences in moral decision-making, especially in contexts where humans interact with 
AI in morally charged situations.

Furthermore, as previous findings66 have shown the influence of hierarchy on the sense of agency, future 
studies should aim to investigate in depth the differences between ranks within the military ranks to better 
understand how hierarchical status modulates cognitive and ethical decision-making mechanisms. Such 
research could provide crucial insights into the specific processes underlying these effects and their implications 
for military operations. We acknowledge that our sample consists primarily of cadets, who cannot be equated 
with fully trained, operational military personnel. However, their inclusion provides a unique perspective as they 
are at an advanced stage of training and are familiar with military decision-making principles. Specifically, all 
participants had received formal training in International Humanitarian Law, a framework directly relevant to 
the moral dilemmas examined in this study.

By focusing on this population, we aimed to explore how individuals with foundational military training 
— who are in the process of transitioning to decision-making roles in real-world military contexts — approach 
ethically and legally complex scenarios. While this sample is not fully representative of experienced military 
decision-makers, it provides important data on the cognitive and ethical processes of individuals being prepared 
to manage such dilemmas in operational settings. These findings lay the groundwork for future research to 
clarify how hierarchical and experiential factors shape decision-making and moral reasoning within military 
populations.

Lastly, in the present study, we aimed to investigate the effects of human-AI interaction on moral decision-
making, sense of agency, and responsibility as separate outcomes. However, this study does not provide a 
fully integrated model of the relationships between these variables. Future research should explore how these 
variables interact within a more integrated framework, as such an approach could provide additional insights 
into the complex dynamics of human-AI interactions in morally challenging contexts. For example, in future 
experiments with a larger sample, it might be important to conduct a mediation analysis to investigate whether 
the sense of agency or sense of responsibility is a causal factor for the number of attacks or whether the sense of 
agency and the proportion of attacks are only influenced by the autonomous system’s recommendations, with no 
direct influence between the two.

Conclusion
Our results suggest that interacting with AI may affect moral decision-making. In moral situations, decisions 
may be guided by the autonomous system’s behavior. This study also suggests that being in a situation of moral 
decision-making increases the sense of agency, which is closely related to moral responsibility, but that interacting 
with an autonomous system does not affect it, at least at implicit level. However, when people are explicitly asked 
about their sense of responsibility, they indicate that they feel less responsible when an intelligent autonomous 
system has helped them make decisions, indicating that what they explicitly report does not correspond to how 
they subjectively experience the situation, which could indicate a self-serving bias50.

The evidence of the negative impact on human decision-making and the evidence of a decrease in the sense 
of responsibility that could result from interaction with autonomous systems could have serious implications 
for the safety of their use in contexts implying moral decision-making. Thus, the behavior of AI systems needs 
to be carefully programmed and people should remain critical with regards to it, especially considering their 
significant impact on moral decision-making. As our study suggests, individuals tend to rely heavily on AI 
recommendations in morally challenging situations. This trust can amplify the impact of AI’s programmed 
behavior on critical decisions. It is therefore important to take ethical considerations into account when 
developing AI systems and to ensure that their behavior promotes responsible and morally sound decision-
making. With the increasing presence of intelligent autonomous systems in our daily lives it is crucial to increase 
research on the influence of autonomous systems on these aspects, as there is currently a lack of research on this 
topic and especially because the decision-making process is well documented in civilian samples, while studies 
on moral decision-making in the military or other life-and-death situations have only recently appeared in the 
literature70 and show a mixed picture of the effects71,72.
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