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Abstract. Very recently, Maurice Chayet and Skip Garibaldi have introduced a class
of commutative non-associative algebras, for each simple linear algebraic group over an
arbitrary field (with some minor restriction on the characteristic). In a previous paper,
we gave an explicit description of these algebras for groups of type G2 and F4 in terms
of the octonion algebras and the Albert algebras, respectively. In this paper, we attempt
a similar approach for type E6.

1. Introduction

In [CG21], Maurice Chayet and Skip Garibaldi define a construction with input any ab-
solutely simple algebraic group G over a field of large enough characteristic, and output a
non-associative algebra A(G) with a homomorphism G → Aut(A(G)). This construction
applies to all absolutely simple algebraic groups, regardless of type and twisted form, and
produces different algebras for different algebraic groups up to isogeny.

This construction was originally used to produce a new 3875-dimensional algebra, the
automorphism group of which is precisely a group of type E8. Moreover, this algebra is
the unique one on the second smallest representation for E8 (the smallest representation
is the adjoint one). Another construction for this algebra in type E8 was found almost
simultaneously by Tom De Medts and Michiel Van Couwenberghe in [DMVC21], where
they prove complementary results about the structure of this algebra in the context of
axial algebras.

This class of algebras is explicitly constructed from the symmetric square of the Lie algebra.
However, it would be interesting to find constructions of these algebras that use other
algebraic structures instead of the adjoint representation. This is hinted at in [CG21,
Proposition 10.5], but other than type A2 in [CG21, Example 10.9], Chayet and Garibaldi
do not investigate this further.

In [?], we provide an answer to this question for the algebras of type G2 and F4, where
the algebras were constructed using the octonions and the Albert algebra respectively.
In this paper, we use the Albert algebra to construct A(E6) for certain forms of E6

(specifically, those of inner type with trivial Tits algebras, i.e. the groups of type E6 we
can associate an Albert algebra with). Moreover, we provide some additional observations
on the automorphism group of such algebras.

The paper follows a similar method of solving the problem as [?]. However, a few additional
complexities arise: as a simply connected group of type E6 has center C3 which acts non-
trivially on the Albert algebra, we will need to cancel out that action on the algebra
A(G). This is solved by looking at the symmetric cube S3W of the Albert algebra. It is

Date: March 11, 2025.
2020 Mathematics Subject Classification. 20F29, 20G41, 17B10, 17D99, 17A36.
Key words and phrases. non-associative algebras, exceptional groups, Lie algebras, Frobenius algebras,

E6.

1



2 JARI DESMET

then a question of finding a map from S3W to σ(A(G)). Afterwards, we need to define
multiplication maps on our model for σ(A(G), which we will do by defining multiplication
maps on S3W that descend nicely onto σ(A(G)).

One of these multiplications is easily defined (see Proposition 4.10), but another linearly
independent one is harder to find. It turns out that we can cleverly use outer automor-
phisms of E6 to produce a new multiplication (see Proposition 4.17). In fact, this last
method allows us to describe all non-commutative multiplication maps as well.

In Section 2 we recall the results of [CG21], and provide the necessary background to
relate groups of type E6 with Albert algebras. Afterwards, in Section 3, we make some
observations about outer automorphisms and how they can be modelled on representation
of simple algebraic groups. Moreover, we prove in the case of E6 that the automorphism
group of an E6-equivariant polynomial on V (ω1+ω6) cannot be much larger than E6 itself.

Section 4 is the largest section of the article: we provide a model for the representation
V (ω1 + ω6) using the Albert algebra, and describe all (commutative) E6-equivariant mul-
tiplications on this model explicitly. Afterwards, in Theorem 4.20, we use these results to
construct a model for A(G) using the Albert algebra.

Lastly, in Section 5, we observe that any commutative algebra defined on the representation
V (ω1 + ω6) has automorphism group G ⋊ C2 where G is the adjoint group of type E6,
and that any non-commutative algebra on V (ω1 + ω6) has automorphism group G, using
results from Sections 3 and 4.

Acknowledgements. The author is supported by the FWO PhD mandate 1172422N.
The author is grateful to his supervisor Tom De Medts, for guiding him through the
process of writing this article.

Assumptions. We use the same restrictions on the characteristic as [CG21], i.e. char k ≥
h + 2 = 14 or 0 with h the Coxeter number of the Dynkin diagram E6. In this case,
the Weyl module of highest weight ω1 + ω6 for E6 is irreducible, as is the Weyl module
of weight 2α̃, where α̃ is the highest root, by [Lü01]. In particular, we can do character
computations for these representations independent of the field k.

2. Preliminaries

2.1. Representation theory of absolutely simple groups and Lie algebras. The
irreducible representations of an absolutely simple split group over a field k are classi-
fied by the dominant weights of the associated root system ([Mil17, Theorem 22.2]). To
any dominant weight λ we can also associate a so-called Weyl module V (λ). Under the
characteristic assumption above, we know the Weyl modules considered below for type E6

are irreducible [Lü01]. We will often identify a representation by its associated dominant
weight using labelling as in [Bou02, Plates I-IX, p.264-290]. As mentioned in [CG21, §7,
p.10-11], for non-split reductive groups there is a unique representation that becomes iso-
morphic to V (λ) when base changing to k̄ if λ is contained in the root lattice and fixed by
the Galois action as in [Tit71, Théorème 3.3]. In the case of type E6, this means we need
the coefficients of ω1 and ω6 to be equal, as well as the coefficients of ω3 and ω5. We will
denote that representation by the same notation. For further discussion on irreducible
representations of simple algebraic groups, see [Jan03].

We will work with the representations of algebraic groups as representations of their Lie
algebras. We will use the same notation V (λ) for the Weyl module when considered as a
Lie algebra representation.
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We will use characters of representations of Lie algebras to compute dimensions of certain
representations ([FH91, Corollary 24.6]) and morphism spaces (the argument for finite
groups is given in [FH91, p.12], but also holds for Lie algebras), as well as decompositions
of symmetric powers ([FH91, Exercise 23.39]).

Remark 2.1. Characters of representations of Lie algebras (in particular the Weyl modules,
over algebraically closed fields) can be computed using Sage [DSJ+20].

2.2. Twisted forms of type E6. An absolutely simple algebraic group is of type E6 if
it becomes isomorphic to an absolutely simple algebraic group of type E6 when the base
field is extended to an algebraic closure. This means that over arbitrary fields, we have a
wider variety of groups of type E6. As will become apparent in the rest of this paper, the
representation theory of non-split simple groups depends on the way the group is twisted.
This phenomenon was studied by Jaqcues Tits in [Tit71]. The concepts of Tits indices
(see [?, Section 2.3]) and Tits algebras (see [?, Section 27]) are essential in this work.

For our purposes, it is relevant to make the distinction between groups of inner type 1E6

and outer type 2E6. The absolutely simple group of type E6 will be called of inner type
when the Galois action (the ∗-action as in [?, Section 2.3]) on the Dynkin diagram is
trivial, and of outer type when it has order 2. It is well known that we can only associate
an Albert algebra to a group of type E6 if it is of type 1E6 and has trivial Tits algebras
(see [?, Theorem 1.4]). As we use the Albert algebra to construct our new model for A(G),
we will have to restrict ourselves to this condition as well.

It remains to be seen if there is a way of extending this model to groups of type 2E6, in a
similar fashion as was done for Brown algebras and Freudenthal triple systems in [?].

2.3. Construction of the algebras. We summarize the construction of the Chayet-
Garibaldi algebras in this short section. For more background, see [CG21, ?].

In their paper, Chayet and Garibaldi constructed an algebra for any absolutely simple
algebraic group over a field of large enough characteristic, and showed the following. The
characteristic condition ensures a counit can be defined, since dimG will be invertible.
Recall that h denotes the Coxeter number of the root system asociated to the simple
linear algebraic group G.

Theorem 2.2 ([CG21]). Let G be an absolutely simple algebraic group over a field k with
char k ≥ h+ 2 or 0, and let g = Lie(G). Define

S: S2 g → End(g)

XY 󰀁→ h∨ adX • adY + 1
2(XK(Y, ) + Y K(X, )),

and

⋄: Im(S)× Im(S) → Im(S)

(S(AB), S(CD)) 󰀁→ h∨

2 (S(A, (adC • adD)B) + S((adC • adD)A,B)

+ S(C, (adA • adB)D) + S((adA • adB)C,D)

+ S([A,C][B,D]) + S([A,D][B,C]))

+1
4(K(A,C)S(BD) +K(A,D)S(BC)

+K(B,C)S(AD) +K(B,D)S(AC)).

Then A(G) := (Im(S), ⋄) is a well-defined simple unital commutative non-associative al-
gebra with counit ε(a) := 1

dim(G) Tr(a).
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If the type of G appears in Table 1, A(G) decomposes as a representation of G into A(G) =
k⊕V (λ), where λ is as in Table 1. The Weyl module V (λ) occurring in this decomposition
is irreducible.

type of G A2 G2 F4 E6 E7 E8

dual Coxeter number h∨ 3 4 9 12 18 30
Coxeter number h 3 6 12 12 18 30
Dominant weight λ ω1 + ω2 2ω1 2ω4 ω1 + ω6 ω6 ω1

Dimension of V (λ) 8 27 324 650 1539 3875

Table 1. The table from [CG21]. The fundamental dominant weights are
labelled using Bourbaki labelling.

In the last section of [CG21], the authors describe an embedding of these algebras into the
endomorphism ring of a natural representation for the groups of type A2, G2, F4, E6 and
E7. It is this embedding that we will use to obtain new descriptions for the algebras in
question.

Proposition 2.3 ([CG21, Proposition 10.5]). If G has type A2, G2, F4, E6 or E7 and
π:G → GL(W ) is the natural irreducible representation of dimension 3, 7, 26, 27 or 56
respectively, then the formula

(2.1) σ(S(XY )) = 6h∨π(X) • π(Y )− 1
2K(X,Y )

defines an injective G-equivariant linear map

σ:A(g) ↩→ End(W ).

Moreover, σ maps the identity idg to the identity idW .

The cases A2, G2, F4 have already been explored previously, see [CG21, Example 10.6] and
[?]. To deal with the case of E6, we will model its 27-dimensional irreducible representation
as the exceptional Albert algebra, the hermitian matrices over the octonion algebra. The
following two subsections will introduce octonion algebras and Albert algebras.

2.4. The octonion algebra. Though octonion algebras can be defined over any char-
acteristic, we restrict ourselves to char k ∕= 2. We will outline some results about these
objects that will be of use later, mainly for computations.

The treatment given in this section is based on [SV00].

Definition 2.4 (Octonion algebra).

(i) An octonion algebra is an 8-dimensional k-algebra A equipped with a nondegenerate
quadratic form N :A → k such that

N(ab) = N(a)N(b),

for all a, b ∈ A. We call N the norm of the composition algebra. We denote its
associated bilinear form by 〈·, ·〉, so 〈x, y〉 = N(x + y) − N(x) − N(y) for any two
octonions x, y ∈ A. We will say two octonions a, b ∈ A are orthogonal and write
a ⊥ b whenever 〈a, b〉 = 0. If N is isotropic, we will call the octonion algebra split.

(ii) Let A be an octonion algebra with identity e. We define the standard involution
·:A → A by

x = 〈x, e〉e− x,

for all x ∈ A. The standard involution is an anti-automorphism of the octonion
algebra.
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It will be convenient to make use of a standard basis to deal with some computations.

Proposition 2.5. Any octonion algebra A over a field k with char k ∕= 2 has an orthogonal
basis of the form e0 = e, e1 = a, e2 = b, e3 = ab, e4 = c, e5 = ac, e6 = bc, e7 = (ab)c, with
N(a)N(b)N(c) ∕= 0.

Proof. See [SV00, Corollary 1.6.3]. □

Remark 2.6. In case k is algebraically closed, we can assume N(a) = N(b) = N(c) = 1,
and we call such a basis a standard basis for the octonions. For a basis of this form, the
multiplication is encoded by the Fano plane (see [?, Figure 1]). We will use this basis in
explicit computations.

It is a well-known fact that up to isomorphism, there is only one octonion algebra over an
algebraically closed field, and only one split one over arbitrary fields.

Proposition 2.7. Any two split octonion algebras over a field k are isomorphic.

Proof. See [SV00, Theorem 1.8.1]. □

2.5. The Albert algebras. We will only consider the Albert algebras over fields k with
char k ∕= 2, 3. In this case, the 27-dimensional representation for type E6 can be con-
structed as matrices over the octonions (at least for some groups of this type, see Proposi-
tion 2.14 and the introduction of Section 4). We give a short overview in this subsection.

We regard the split Albert algebra as the hermitian matrices H3(O), where O denotes the
split octonions over a field k. We write1

11 :=
󰁫
1 0 0
0 0 0
0 0 0

󰁬
,12 :=

󰁫
0 0 0
0 1 0
0 0 0

󰁬
,13 :=

󰁫
0 0 0
0 0 0
0 0 1

󰁬
,

and for octonions a, b, c ∈ O

a(1) :=
󰁫
0 0 0
0 0 a
0 ā 0

󰁬
, b(2) :=

󰁫
0 0 b̄
0 0 0
b 0 0

󰁬
, c(3) :=

󰁫
0 c 0
c̄ 0 0
0 0 0

󰁬
.

A generic element of H3(O) is then of the form
󰀗
α1 c b̄
c̄ α2 a
b ā α3

󰀘
= α111 + α212 + α313 + a(1) + b(2) + c(3),

with α1,α2,α3 ∈ k and a, b, c ∈ O. To keep the notation uniform with the octonion
algebras, e = 11 + 12 + 13 denotes the unit of an Albert algebra.

Definition 2.8.

(i) We define the split Albert algebra to be the hermitian matrices over the split octo-
nions H3(O), equipped with the Jordan product, i.e. for a, b ∈ H3(O):

a · b := ab+ba
2 ,

where the multiplication on the right-hand side is the usual matrix multiplication.
(ii) We define a nondegenerate bilinear form 〈·, ·〉:H3(O)×H3(O) → k by the formula

〈x, y〉 := Tr(xy).

We will sometimes refer to this bilinear form as the trace form.

1The notation was revised slightly compared to [?] to avoid confusing index notation.
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(iii) A not-necessarily split Albert algebra is a k-algebra equipped with a bilinear form
〈·, ·〉A and a trilinear form 〈·, ·, ·〉A such that there exists an isomorphism of algebras
A ⊗k k ∼= H3(O) sending the extension of the bilinear form 〈·, ·〉A to 〈·, ·〉 and the
extension of the trilinear form 〈·, ·, ·〉A to the trilinearisation 〈·, ·, ·〉 of the usual
determinant form det on the 3× 3 matrices over O.

We will omit writing the index A throughout this article.

Remark 2.9. The trilinearisation of the cubic det is divided by a scalar 6, i.e.

〈x, y, z〉 = 1
6(det(x+y+z)−det(x+y)−det(y+z)−det(x+z)+det(x)+det(y)+det(z)),

for all x, y, z ∈ A.

Remark 2.10. We will write both the trace form on the Albert algebra and the bilinear
form on the octonions as 〈·, ·〉. This should not cause any confusion however, as for two

octonions a, b ∈ O and i, j ∈ {1, 2, 3} we have 〈a(i), b(j)〉 = δi,j〈a, b〉 where the 〈·, ·〉 in the
left hand side and right hand side are bilinear forms in different algebras.

We immediately have some routine computations we will use regularly.

Lemma 2.11. Using the notation introduced above, the following equations hold in the
Albert algebra over an algebraically closed field k:

(i) 12i = 1i for i ∈ {1, 2, 3},
(ii) 1i · 1j = 0 for i ∕= j and i, j ∈ {1, 2, 3},
(iii) 1i · a(i) = 0 for i ∈ {1, 2, 3} and a ∈ O,

(iv) 1i · a(j) = 1
2a

(j) for i, j ∈ {1, 2, 3} with i ∕= j and a ∈ O,

(v) a(i) · b(i) = 1
2〈a, b〉(1j + 1k) for {i, j, k} = {1, 2, 3} and a, b ∈ O,

(vi) a(i) · b(j) = 1
2

󰀃
ab
󰀄(k)

for i, j, k a cyclic permutation of 1, 2, 3.

Proof. These are [Sch95, Identities (4.26)-(4.31)]. □

We will also need the so-called cross product, as it has a special relation with respect to
groups of type E6.

Definition 2.12 ([SV00, Equation 5.16]). For x, y ∈ A elements of an Albert algebra, we
define x× y ∈ A to be the unique element such that

3〈x, y, z〉 = 〈x× y, z〉
holds for all z ∈ A.

Lemma 2.13. (i) The stabiliser G of the determinant is a simply connected group of
type E6.

(ii) Taking the transpose ⊤ with respect to the bilinear form 〈·, ·〉 and then inverting is
an order 2 outer automorphism of G.

(iii) For g ∈ G(k) and x, y ∈ A we have xg × yg = (x× y)g
−⊤

.
(iv) We have x× y = xy − 1

2〈x, e〉y −
1
2〈y, e〉x− 1

2〈x, y〉e+
1
2〈x, e〉〈y, e〉e.

Proof. See [SV00, Lemma 5.2.1 and Section 7.3]. □

In fact, we have a converse direction as well. For the definition of Tits algebras, see [?,
Section 27].

Proposition 2.14. Any simply connected group of type 1E6 with trivial Tits algebras
occurs as the stabiliser of the cubic norm of an Albert algebra.

Proof. See [?, Theorem 1.4]. □
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Proposition 2.15. The space of derivations of the cubic form det on the Albert algebra
is given by

Der(det) = spank{La, [La, Lb] | a, b ∈ W such that 〈a, e〉 = 〈b, e〉 = 0}.

Proof. This is [Sch95, Theorem 4.12]. □

Proposition 2.16. Let v+ ∈ W be the maximal weight vector with respect to a certain
choice of maximal torus and Borel subgroup of G. Then v+ × v+ = 0. Moreover, G acts
transitively on the elements v ∈ W with v×v = 0. We call such elements rank 1 elements.

Proof. See for example [?, Subsection 7.10]. □

3. Outer automorphisms on representations of type E6

The Dynkin diagram of E6 has non-trivial symmetries, which sets it apart from the other
exceptional types. This outer automorphism allows for some interesting phenomena to
occur. For example, the split Lie algebra of type E6 has as automorphism group the
Chevalley group of type E6, extended by a C2 symmetry, which corresponds to the C2

symmetry of the Dynkin diagram ∆.

For a representation V , we could ask if there is a linear map V → V that models this
outer automorphism, i.e. an element in GL(V ) such that conjugation induces the outer
automorphism on G. This question was already answered in [?, Proposition 2.2]. The
proposition tells us that the outer automorphisms we can model are precisely those that
fix the highest weight of V .

Proposition 3.1 ([?, Proposition 2.2]). Let G be a simple algebraic group, and V = V (λ)
an irreducible representation on which it acts faithfully. Then the normaliser of G in
GL(V ) is smooth, and can be identified with ((D×G)/Z)⋊Aut(∆,λ), where Aut(∆,λ) is
the automorphism group of the associated Dynkin diagram ∆ that fixes λ, D is the group
diagonal matrices, and Z the center of G.

The following statement can be easily deduced from [?, Proposition 2.2].

Proposition 3.2. An irrep V of a simple algebraic group G of type E6 admits an outer
automorphism if and only if it is self dual.

Proof. Let ρ denote the representation ρ:V → GL(V ). Let φ be an outer automorphism of
G. We can assume it has order 2, since Aut(G) is a split extension of Inn(G) and Out(G)
by [Mil17, Corollary 23.47]. Fix a maximal torus T and Borel subgroup B. Suppose V has
highest weight λ and outer automorphism ϕ of type φ. Then V should be isomorphic to
the irrep with highest weight φ(λ), where φ denotes the action of the outer automorphism
induced on the Dynkin diagram (i.e. the basis of the root system). By [Mil17, p. 471],
the dual representation of V has highest weight −w0(λ), where w0 ∈ W is the unique
element for which w0 which interchanges the positive and negative roots (this exists by
[Mil17, Summary 21.41]). We know precisely in which way w0 acts ([Bou02, Plate (V), item
(XI)]). It is then clear that φ(λ) = −w0(λ), thus V is isomorphic to its dual representation.

Conversely, suppose V is self dual. Define a new action on V by g · v := ρ(φ(g))(v). Then
V with this representation of G is also irreducible, and by the previous paragraph, there
exists an isomorphism ϕ between the two module structures. □
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Corollary 3.3. Let G be a simple algebraic group over an infinite field k, V = V (λ) an
irrep, and f :V ⊗r ⊗ (V ∗)⊗s → k a linear map. Assume G ⊴ Stab(f), and that Stab(f) is
smooth. Then there exists a subgroup H ≤ Aut(∆) such that

Stab(f)/(G · µr−s) ∼= H.

Proof. The stabiliser Stab(f) has to be contained in the normaliser of f , which can be
identified with ((D×G)/Z)⋊Aut(∆,λ). It only remains to observe that scalars preserve
f if and only if they are (r − s)th roots of unity. □
Proposition 3.4. Let V be the 27-dimensional Albert algebra. Then the transpose operator
⊤: End(V ) → End(V ):ϕ 󰀁→ ϕ⊤ with respect to the bilinear form 〈·, ·〉 is an order 2 outer
automorphism on End(V ).

Proof. Let ρ:G → GL(V ) denote the representation. Then the G-action on End(V ) is

given by ϕρ(g) = ρ(g)ϕρ(g)−1. Thus (ϕρ(g))⊤ = ρ(g)−⊤ϕ⊤ρ(g)⊤ = (ϕ⊤)ρ(g)
−⊤

. The result
now follows from Lemma 2.13(ii). □

This means that to find Stab(f) for maps f :V ⊗r ⊗ (V ∗)⊗s → k, where V is a self dual
representation, all we need to do is check that a certain outer automorphism preserves
the map f . This might or might not be the case: we will see examples of both cases in
Section 5.

4. The algebra of type 1E6

Recall that the assumption on the characteristic in this section is char k = 0 or char k > 13.
We will write G for the group of type E6 used to construct the algebra A(G).

We need to assume three things about the group G to make sure we can associate an
Albert algebra to it. First of all, the action of the absolute Galois group needs to fix ω1,
otherwise we cannot speak of the representation V (ω1). This comes down to considering
groups of type 1E6, i.e. the ∗-action [?, Section 2.3] of the absolute Galois group is trivial
on the root lattice of G. Second, the group G has to be simply connected. We can assume
this without loss of generality, by if necessary taking its universal cover as in [Mil17,
Remark 23.60]. The groups of type 1E6 occur as norm forms of Albert algebras precisely
when they have trivial Tits algebras. This is the last assumption we need.

When G is of type 2E6, there is no way of distinguishing between ω1 and ω6, by [Tit71,
Theorème 7.2]. In fact, there is no 27-dimensional irreducible representation, and we
cannot use [CG21, Proposition 10.5]. In these cases, we need to extend to a quadratic
field extension to obtain a group of type 1E6 and possibly extend the base field even
further to make sure the Tits algebra is trivial.

Throughout the rest of this section, we will assume k is algebraically closed, with the
exception of Theorem 4.20.

In this part, W denotes the 27-dimensional G-representation with highest weight ω1, and
V denotes the 650-dimensional representation with highest weight ω1+ω6. In this setting,
the embedding from Proposition 2.3 becomes, using [CG21, Lemma 2.9],

(4.1) σ(S(XY )) = 72X • Y − 2Tr(XY )idW .

In this formula, we do not write the embedding π of the Lie algebra explicitly.

Our model for the algebra is constructed as a subrepresentation of the endomorphism ring
of the Albert algebra, thus we will need to introduce notation for the operators we will
use.
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Definition 4.1. Let x, y, z ∈ W be Albert elements.

(i) We write Lx for the operator Lx:W → W : a 󰀁→ x · a,
(ii) we write xy for the operator xy:W → W : a 󰀁→ 1

2(〈a, x〉y + 〈a, y〉x),
(iii) for i ∈ {1, 2, 3} we define Ii :=

󰁓
x∈B xixi, where B is an orthonormal basis for the

octonions.
(iv) we write xyz for the operator xyz:W → W : a 󰀁→ 〈a, x, y〉z + 〈a, y, z〉x+ 〈a, z, x〉y.

In the following, we will use a specific expression of the identity in terms of these newly
defined operators:

Lemma 4.2. We have the following equality of operators on W :

idW = 3(2111213

+ (e0)
(1)(e0)

(2)(e0)
(3) + (e1)

(1)(e3)
(2)(e2)

(3) + (e2)
(1)(e6)

(2)(e4)
(3) + (e3)

(1)(e5)
(2)(e6)

(3)

+ (e4)
(1)(e1)

(2)(e5)
(3) + (e5)

(1)(e2)
(2)(e7)

(3) + (e6)
(1)(e7)

(2)(e1)
(3) + (e7)

(1)(e4)
(2)(e3)

(3)).

Proof. Note that for any triple {x1, x2, x3} occuring in the sum on the right hand side,
we have xi × xj = 1

2xk for {i, j, k} = {1, 2, 3}. This means the right hand side is equal

to
󰁓

1≤i≤3

󰀓
1i1i +

1
2

󰁓
0≤j≤7(ej)

(i)(ej)
(i)
󰀔
. This is clearly equal to the identity, since

B = {1i, 1√
2
(ej)

(i) | 1 ≤ i ≤ 3, 0 ≤ j ≤ 7} is an orthornormal basis for the Albert

algebra. □

The next lemma is necessary to find the image of LxLy ∈ S2 Lie(G) using Equation (4.1).

Lemma 4.3. For x, y ∈ W traceless Albert elements, we have

Lx • Ly = −1
2Lx·y +

1
2〈e, ·〉x · y + 1

4〈x, y〉idW + 1
2xy +

1
2〈x× y, ·〉e.

Proof. This is [SV00, Equation (5.12)]. □

It turns out we can very easily find the full image of σ using tools from representation
theory.

Proposition 4.4. Recall the notation from Definition 4.1. We have

σ(A(G)) = spank{a1a2a3 | a1, a2, a3 ∈ W}.

Proof. The symmetric cube of W decomposes as a representation in S3W ∼= A(G) ⊕
V (3ω1). The representation V (3ω1) is generated by a maximal weight vector of the form
v+v+v+, where v+ is a maximal weight vector of W . By Proposition 2.16, we have
v+ × v+ = 0. This means that V (3ω1) is in the kernel of the map

π: S3W → End(W ):

a1a2a3 󰀁→ a1a2a3,

since v+v+v+ = v+〈v+ × v+, ·〉 = 0. It is then easy to verify that the image of this map
is precisely σ(A(G)). □

Remark 4.5. Note that the previous proof allows us to identify σ(A(G)) with S3W/V (3ω1),
using the map π(a1a2a3+V (3ω1) = a1a2a3. We will do so frequently in the next subsection.

This identification also tells us we can find a basis for σ(A(G)) consisting of operators of
the form a1a2a3 with a1, a2, a3 ∈ W . We use this fact to simplify the notation in the next
subsection.
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We want to find the product for A(G) in terms of the operators a1a2a3 ∈ End(W ). Thus
we link the product ⋄ on A(G) to the operators in question. To do this, we will use the
explicit form of the Lie algebra of type E6 as derivations of the cubic form on the Albert
algebra given in Proposition 2.15.

Definition 4.6. Let a, b ∈ σ(A(G)). We define the multiplication 󰂏 by a󰂏 b := σ(σ−1(a)⋄
σ−1(b)).

Proposition 4.7. Let a, b ∈ O be octonions such that a ·a = b ·b = 0 and 〈a, b〉 ∕= 0. Then
for i ∈ {1, 2, 3} we have

σ(S(La(i)La(i))) = −108a(i)a(i)e,

and

a(i)a(i)e 󰂏 b(i)b(i)e = 1
216(Ij + Ik)〈a(i), b(i)〉2 + 1

27〈a
(i), b(i)〉a(i)b(i) − 1

324〈a
(i), b(i)〉2idW .

Proof. By Lemma 4.3, we have for x, y ∈ e⊥ traceless Albert elements that Lx • Ly =
−1

2Lx·y +
1
2〈e, ·〉(x · y) + 1

4〈x, y〉idW + 1
2xy +

3
2〈x, y, ·〉e. This means that

σ(S(La(i)La(i))) = 72L2
a(i)

− 2Tr(L2
a(i)

)idW

= 72(12a
(i)a(i) + 3

2〈a
(i), a(i), ·〉e).

Note however that a(i) × a(i) = 0, and a(i) × e = −1
2a

(i), so

σ(S(La(i)La(i))) = 72(−3
2a

(i)a(i)e) = −108a(i)a(i)e.

The same of course holds for b(i). We then compute

(4.2) σ(S(La(i)La(i)) ⋄ S(Lb(i)Lb(i)))

= h∨σ(S([La(i) , [La(i) , Lb(i) ]]Lb(i))) + h∨σ(S([Lb(i) , [Lb(i) , La(i) ]]La(i)))

+ h∨σ(S([La(i) , Lb(i) ][La(i) , Lb(i) ])) +K(La(i) , Lb(i)))S(La(i)Lb(i))).

Note however that Da(i),b(i) = [La(i) , Lb(i) ] is a derivation of the Albert algebra ([Sch95,

Identity (4.6)]), so [La(i) , [La(i) , Lb(i) ]] = −LD
a(i),b(i)

(a(i)), which is equal to −1
2〈a, b〉La(i) .

So Equation (4.2) becomes

(4.3) σ(S(La(i)La(i)) ⋄ S(Lb(i)Lb(i)))

= −1
2h

∨〈a, b〉σ(S(La(i)Lb(i)))− 1
2h

∨〈a, b〉σ(S(La(i)Lb(i)))

+ h∨σ(S([La(i) , Lb(i) ][La(i) , Lb(i) ])) + 4Tr(La(i) • Lb(i))S(La(i)Lb(i))).

Using Lemma 4.3, we can show that Tr(La(i) • Lb(i)) = 3〈a(i), b(i)〉, so Equation (4.3)
becomes

(4.4) σ(S(La(i)La(i)) ⋄ S(Lb(i)Lb(i)))

= −12
2 〈a, b〉σ(S(La(i)Lb(i)))− 12

2 〈a, b〉σ(S(La(i)Lb(i)))

+ 12σ(S([La(i) , Lb(i) ][La(i) , Lb(i) ])) + 12S(La(i)Lb(i)))

= 12σ(S([La(i) , Lb(i) ][La(i) , Lb(i) ])).

By [?, Lemma 5.2], this proves the formula in the statement of the proposition. □
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4.1. Defining multiplications on V . Recall from Theorem 2.2 that A(G) ∼= k ⊕ V ,
where V is the irreducible 560-dimensional representation of the group G of type E6. By
[CG21, Example A.6], multiplication is of the form

(4.5) (λ, u) 󰂏 (µ, v) = (λµ+ f(u, v),λv + µu+ u⊙ v),

for a certain G-invariant symmetric bilinear form f and G-equivariant symmetric multi-
plication ⊙ on V . By computing characters, we can see there is only a one dimensional
space of symmetric invariant bilinear forms and only a two dimensional space of symmet-
ric multiplications that are G-equivariant. Note that the embedding σ sends V to the
subspace of trace zero elements, i.e.

σ(V ) =

󰀫
󰁛

i

aibici

󰀏󰀏󰀏󰀏󰀏
󰁛

i

〈ai, bi, ci〉 = 0

󰀬
.

To define commutative G-equivariant multiplications ⊙ on V ⊆ σ(A(G)), we will do so
first on S3W ∼= k ⊕ V ⊕ V (3ω1). To make sure these induce well-defined multiplications
onto σ(A(G)) (see Remark 4.5), we require that

(4.6) v+v+v+ ⊙ a1a2a3 ∈ V (3ω1)

for any rank 1 element v+ ∈ W and elements a1, a2, a3 ∈ W . This suffices, as v+v+v+ is
a maximal weight vector of 3ω1 by Proposition 2.16. Indeed if ⊙: S2(S3W ) → S3W
is a commutative multiplication satisfying Equation (4.6), then (a1a2a3 + V (3ω1)) ⊙′

(b1b2b3 + V (3ω1)) := π (a1a2a3 ⊙ b1b2b3), with π as in Remark 4.5, is a well defined G-
equivariant multiplication on σ(A(G)).

We also know that the bilinear form in Equation (4.5) will have to be a scalar multiple of
the following form, restricted to σ(V ).

Definition 4.8. Define f ′: S3W × S3W → k by the formula

f ′(a1a2a3, b1b2b3) =
󰁛

τa,τb∈S3

〈aτa(1), bτb(2), bτb(3)〉〈bτb(1), aτa(2), aτa(3)〉.

Proposition 4.9. The bilinear form f ′ factors through σ(A(G)) × σ(A(G)), and thus
defines a non-zero symmetric G-equivariant bilinear form on σ(A(G)).

Proof. It suffices to check that f ′ is symmetric, G-equivariant and f ′(v+v+v+, a1a2a3) = 0
for any rank 1 element v+ and a1, a2, a3 ∈ W . For any two octonions a, b ∈ O with
a · a = b · b = 0, 〈a, b〉 ∕= 0 and i ∈ {1, 2, 3} we have

(4.7) f ′(a(i)a(i)1i, b
(i)b(i)1i) = 16〈a(i), bi,1i〉2 = 4

9〈a
(i), b(i)〉2 = 4

9〈a, b〉
2.

As 〈a, b〉 is non-zero, this proves f ′ is non-zero. □

Using the above considerations, we now turn to finding a basis for the space of G-invariant
multiplications.

4.1.1. Finding multiplication 1. By Lemma 2.13, the cross product is not G-equivariant,
however the 4-linear product (x×y)×(z×w) (for x, y, z, w ∈ W ) is. Using this observation
and the discussion above, we can immediately construct our first multiplication.

Proposition 4.10. Define for a1a2a3, b1b2b3 ∈ End(V )

(4.8) a1a2a3 ⊙1 b1b2b3

:=
󰁛

τa,τb∈S3

󰀃
((aτa(1) × aτa(2))× (bτb(1) × bτb(2)))aτa(3)bτb(3)

󰀄

− 1
12f

′(a1, a2, a3, b1, b2, b3)idW .
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Then ⊙1 (after restricting to σ(V )) is a well-defined commutative G-equivariant product
on σ(V ).

Proof. Note first that Equation (4.6) is satisfied. The product is clearly G-equivariant
and commutative on σ(A(G)). To ensure that the product is well-defined when restricting
to σ(V ), it suffices to check that the right-hand side of Equation (4.10) is contained in
the kernel of the trace map. But note that Tr(· ⊙2 |σ(V )·) is a G-invariant bilinear form,
and thus equal to f ′ up to a scalar. We prove this scalar has to be zero by the following
computation, where a, b are octonions with a · a = b · b = 0 and 〈a, b〉 ∕= 0:

(4.9)

a(i)a(i)1i ⊙1 b
(i)b(i)1i = 16((a(i) × 1i)× (b(i) × 1i))a

(i)b(i) − 1
12f

′(a(i)a(i)1i, b
(i)b(i)1i)

= 4(a(i) × b(i))a(i)b(i) − 1
27〈a, b〉

2idW = −2〈a, b〉1ia(i)b(i) − 1
27〈a, b〉

2idW

= 2
3〈a, b〉a

(i)b(i) + 1
3〈a, b〉

21i1i − 1
27〈a, b〉

2idW

Applying the trace form to the right-hand side of this equation, we obtain zero. As
f ′(a(i)a(i)1i, b

(i)b(i)1i) is non-zero (see Equation (4.7)), this proves Tr(· ⊙1 |σ(V )·) is zero,
and thus ⊙1|σ(V ) has image inside σ(V ). □
Remark 4.11. It is possible to check directly that the trace of the right-hand side of
Equation (4.8) is zero, but we will need Equation (4.9) later on, in Proposition 4.18.

4.1.2. Finding multiplication 2. For the second multiplication, the idea is to find an outer
automorphism ϕ:V → V such that ϕ(ag) = ϕ(a)φ(g), and a multiplication ⊡ such that

ag ⊡ bg = (a⊡ b)φ(g). Then ϕ ◦ (·⊡ ·) is G-equivariant.

This idea works, but only if we first lift to the cubic tensor power of W , instead of working
with the symmetric cube of W .

Lemma 4.12. Let ψ:W⊗3 ⊗ σ(A(G)) → σ(A(G)) be defined by

ψ(a1 ⊗ a2 ⊗ a3, x1x2x3) =
󰁛

σ∈S3

(a1 × xσ(1))(a2 × a3)(xσ(2) × xσ(3)).

Then ψ is well defined.

Proof. We want to prove that for v ∈ V (3ω1), we have ψ(a1 ⊗ a2 ⊗ a3, v) = 0 for all
a1⊗a2⊗a3 ∈ W⊗3. Let v+ be a maximal weight vector of W . Then v+v+v+ is a maximal
weight vector of V (3ω1), and ψ(a1 ⊗ a2 ⊗ a3, v

+v+v+) = 0 for all a1 ⊗ a2 ⊗ a3 ∈ W⊗3.

Now we have ψ(a1 ⊗ a2 ⊗ a3, v
+g

v+
g
v+

g
) = ψ(ag

−1

1 ⊗ ag
−1

2 ⊗ ag
−1

3 , v+v+v+)g
−⊤

= 0. As
elements of the form v+

g
v+

g
v+

g
with g ∈ G span V (3ω1), we are done. □

In fact, using this map we can obtain an outer automorphism. Note that because of the
uniqueness of outer automorphisms on irreps, this has to be equal to the transposition
operator (up to a scalar) on V , see Corollary 3.3 and Proposition 3.4.

Proposition 4.13. Let ψidW :W⊗3 → σ(A(G)) be the map defined by

ψidW (a1 ⊗ a2 ⊗ a3) = ψ(a1 ⊗ a2 ⊗ a3, idW ),

and P : S3W → W⊗3 by

P (a1a2a3) =
󰁛

τa∈S3

aτa(1) ⊗ aτa(2) ⊗ aτa(3).

Then the kernel of ϕ = ψidW ◦ P : S3W → σ(A(G)) contains V (3ω1) and the natural
projection ϕ:σ(A(G)) → σ(A(G)) is an outer automorphism, more specifically ϕ(vg) =

ϕ(v)g
−⊤

for v ∈ σ(A(G)).
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Proof. One can provide the exact same argument as in Lemma 4.12 to prove that V (3ω1) ⊆
ker(ϕ). For the second claim, let a1a2a3 ∈ σ(A(G)) be arbitrary. Then

ϕ(ag1a
g
2a

g
3) = ψ

󰀳

󰁃
󰁛

τa∈S3

agτa(1) ⊗ agτa(2) ⊗ agτa(3), idW

󰀴

󰁄

= ψ

󰀳

󰁃
󰁛

τa∈S3

aτa(1) ⊗ aτa(2) ⊗ aτa(3), idW
g−1

󰀴

󰁄
g−⊤

= ψ

󰀳

󰁃
󰁛

τa∈S3

aτa(1) ⊗ aτa(2) ⊗ aτa(3), idW

󰀴

󰁄
g−⊤

= ϕ(a1a2a3)
g−⊤

. □

Corollary 4.14. The outer automorphism 1
36ϕ is an order 2 automorphism on σ(V ).

Moreover, it is equal to the restriction of the transposition operator on σ(V ) as in Propo-
sition 3.4.

Proof. We can use the expression for the identity in Lemma 4.2. For a an octonion with
a · a = 0 and i ∈ {1, 2, 3}, we can compute the value ϕ(a(i)a(i)1i):

ϕ(a(i)a(i)1i) = 4
󰁛

σ∈S3

(a(i) × xσ(1))(a
(i) × 1i)(xσ(2) × xσ(3))

= −2
󰁛

σ∈S3

(a(i) × xσ(1))(a
(i))(xσ(2) × xσ(3))

= −6 · 2
󰀓
(a(i) × 1i)(a

(i))(1i) +
1
2

󰁛

1≤j≤8
k∈{1,2,3}

(a(i) × (ej)k)(a
(i))((ej)k)

󰀔

= 36a(i)a(i)1i

As ϕ2 is a scalar matrix by Schur’s Lemma, the first claim follows. The second claim follows
from the fact that ϕ◦⊤ is a G-equivariant endomorphism of σ(V ) by Proposition 3.4, and

thus a scalar matrix. As it fixes a(i)a(i)1i, it has to equal the identity. □

In this proof, an expression occurred that we will see multiple times throughout. To
shorten this expression, we will introduce some notation.

Notation 4.15. Given an Albert element x ∈ W , we write

orth(x) :=
󰁛

b∈B
(x× b)xb.

In this expression, B denotes the orthonormal basis {1i, 1√
2
(ej)

(i) | 1 ≤ i ≤ 3, 1 ≤ j ≤ 8}
of W .

With this definition, we get that orth(a(i)) = −3a(i)a(i)1i.

The previous corollary can make computations easier, though it is nice to describe all
operators fully in terms of triples and cross products.

Proposition 4.16. Let ·⊡ ·:σ(A(G))⊗ σ(A(G)) → W⊗3 be defined by

a1a2a3 ⊡ b1b2b3 :=
󰁛

τa,τb∈S3

(aτa(1) × bτb(1))⊗ (aτa(2) × aτa(3))⊗ (bτb(2) × bτb(3)).

Then ⊡ is well-defined, and (a1a2a3)
g ⊡ (b1b2b3)

g = (a1a2a3 ⊡ b1b2b3)
g−⊤

.

Proof. This is completely analogous to the proof of Lemma 4.12. □
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Proposition 4.17. Let idW =
󰁓

m x1,mx2,mx3,m ∈ End(W ), and define for a1a2a3, b1b2b3 ∈
End(V )

(4.10) a1a2a3 ⊙2 b1b2b3

:=
󰁛

m
σ∈S3

󰁛

τa,τb∈S3

󰀃
((aτa(1) × bτb(1))× xm,σ(1))((aτa(2) × aτa(3))× (bτb(2) × bτb(3)))(xm,σ(2) × xm,σ(3))

󰀄

− 5
4f

′(a1a2a3, b1b2b3)idW .

Then ⊙2 is a well-defined commutative G-equivariant product when restricted to σ(V ).

Proof. Note that ·⊙2 · = ψidW ◦ (·⊡ ·)− 5
4f

′(·, ·)idW . The product is thus well-defined on
σ(A(G)) and G-equivariant. To ensure that the product is well-defined when restricting
to σ(V ), it suffices to check that the right-hand side of Equation (4.10) is contained in the
kernel of the trace map. But note that Tr(·⊙2 |σ(V )·) is a G-invariant form, and thus equal
to f ′ up to a scalar. We prove this scalar has to be zero by the following computation,
where a, b are octonions with a · a = b · b = 0 and 〈a, b〉 ∕= 0:

(4.11)

a(i)a(i)1i⊙2b
(i)b(i)1i =

󰁛

n,σ∈S3

16
󰀓
((a(i) × b(i))× xn,σ(1))((a

(i) × e)× (b(i) × e))(xn,σ(2) × xn,σ(3))
󰀔

− 5
4f

′(a(i)a(i)1i, b
(i)b(i)1i)idW

= 〈a, b〉2
󰁛

n,σ∈S3

󰀃
(1i × xn,σ(1))(1i)(xn,σ(2) × xn,σ(3))

󰀄
− 5

9〈a, b〉
2idW

= 〈a, b〉26 orth1i − 5
9〈a, b〉

2idW

= 〈a, b〉2
󰀣
61i1j1k − 3

2

7󰁛

r=0

1i(er)i(er)i

󰀤
− 5

9〈a, b〉
2idW

= 〈a, b〉2(51i1i + 1j1j + 1k1k + Ii)− 5
9〈a, b〉

2idW

= 〈a, b〉2(41i1i − Ij − Ik) +
4
9〈a, b〉

2idW .

Applying the trace form to the right-hand side of this equation, we obtain zero. As
f ′(a(i)a(i)1i, b

(i)b(i)1i) is non-zero (see Equation (4.7)), this proves Tr(· ⊙2 |σ(V )·) is zero,
and thus ⊙2|σ(V ) has image inside σ(V ). □

Proposition 4.18. The space of commutative G-equivariant products on the representa-
tion V of highest weight ω1 + ω6 is spanned by ⊙1 and ⊙2, restricted to σ(V ), defined in
Propositions 4.10 and 4.17.

Proof. The fact that these are both commutative E6-equivariant products is proven in
Propositions 4.10 and 4.17. The fact that they are linearly independent follows from
Equations (4.9) and (4.11). □

Remark 4.19. Note that the space of not necessarily commutative products on the repre-
sentation of highest weight ω1 + ω6 is 3-dimensional instead of 2-dimensional. One basis

of this space is given by
󰁱
⊙2 = Π ◦ ψidW ◦ (· ⊡ ·),Π ◦ ψidW ◦ (1 2) ◦ (· ⊡ ·),Π ◦ ψidW ◦

(1 3) ◦ (· ⊡ ·)
󰁲
, where (i j):W⊗3 → W⊗3 is the isomorphism switching the i’th and j’th

component and Π:A(G) → V (ω1 +ω6) denotes the projection. In fact, one can show that
ψidW ◦ (1 2) ◦ (·⊡ ·) + ψidW ◦ (1 3) ◦ (·⊡ ·) = 18(·⊙1 ·)− (·⊙2 ·).
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4.2. Calculating parameters. We have finally gathered enough information to prove
the main theorem of this section.

Theorem 4.20. Suppose G is a group of type 1E6 with trivial Tits algebras, and W its cor-
responding Albert algebra. The algebra A(G) is isomorphic to the subspace spank{a1a2a3 |
a1, a2, a3 ∈ W} ⊂ End(W ) endowed with the multiplication 󰂏 given by

(4.12) a1a2a3 󰂏 b1b2b3 =
󰀃

1
24〈a1, a2, a3〉〈b1, b2, b3〉 −

1
432f

′(a1a2a3, b1b2b3)
󰀄
idW

− 1
12〈a1, a2, a3〉b1b2b3 −

1
12〈b1, b2, b3〉a1a2a3

+ 1
18 (a1a2a3)⊙1 (b1b2b3)− 1

216 (a1a2a3)⊙2 (b1b2b3) ,

where ⊙1,⊙2 and f ′ are defined in Equations (4.8) and (4.10) and Definition 4.8.

Proof. We may assume k is algebraically closed. Multiplication is of the form

(4.13)

a1a2a3󰂏b1b2b3 =
󰀃

1
92
〈a1, a2, a3〉〈b1, b2, b3〉+ f

󰀃
a1a2a3 − 1

9〈a1, a2, a3〉idW , b1b2b3 − 1
9〈b1, b2, b3〉idW

󰀄󰀄
idW

+ 1
9〈a1, a2, a3〉

󰀃
b1b2b3 − 1

9〈b1, b2, b3〉idW
󰀄
+ 1

9〈b1, b2, b3〉
󰀃
a1a2a3 − 1

9〈a1, a2, a3〉idW
󰀄

+
󰀃
a1a2a3 − 1

9〈a1, a2, a3〉idW
󰀄
⊙

󰀃
b1b2b3 − 1

9〈b1, b2, b3〉idW
󰀄

by [CG21, Example A.6]. Note that f(a1a2a3, b1b2b3) = λf ′ for some scalar λ ∈ k.
By the computations in Equations (4.9) and (4.11) and Proposition 4.7, we have ⊙ =
1
18 ⊙1 − 1

216⊙2, and λ = 1
33·24 = 1

432 .

It only remains to show that 󰂏 satisfies the formula above, i.e. to plug in the formulas and
simplify. First we will deal with the bilinear form: as f(·, idW ) is a G-equivariant map, it
should be equal to the trace form up to a scalar. The following computation determines
the scalar:

f ′(a1a2a3, idW ) =
󰁛

n

󰁛

τa,σ∈S3

〈aτa(1), xn,σ(2), xn,σ(3)〉〈xn,σ(1), aτa(2), aτa(3)〉

= 1
3

󰁛

n,σ

󰁛

τa∈S3

〈aτa(1), xn,σ(2) × xn,σ(3)〉〈xn,σ(1), aτa(2), aτa(3)〉

= 1
3

󰁛

b∈B

󰁛

τa∈S3

6〈aτa(1), b〉〈b, aτa(2), aτa(3)〉

= 1
3

󰁛

τa∈S3

6〈aτa(1), aτa(2), aτa(3)〉

= 12〈a1, a2, a3〉.
Next, we want to find simplified formulas for the maps ·⊙1 idW and ·⊙2 idW . As they are
G-equivariant, we should have ·⊙i idW = λiidσ(A(G)) + µiTr(·) for some λi, µi ∈ k, where
i = 1, 2. For ⊙1 we compute the following:

111213 ⊙1 idW =
󰁛

i

(1i × (xσ(2) × xσ(3)))(1i)(xσ(1))− 12
12〈11,12,13〉idW

=
󰁛

i

6
󰀓
(1i × 1j)(1i)(1j) + (1i × 1k)(1i)(1k)− 1

4

󰁛

1≤j≤8

((ej)
(i))(1i)((ej)

(i))
󰀔

− 〈11,12,13〉idW

=
󰁛

i

6
󰀓
111213 +

2
31i1i +

1
6Ii

󰀔
− 〈11,12,13〉idW

= 18111213 + 18111213 + idW − 〈11,12,13〉idW
= 36111213 + 5〈11,12,13〉idW .
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This implies by the previous paragraph that

a1a2a3 ⊙1 idW = 36a1a2a3 + 5〈a1a2a3〉idW .

We will do a similar computation for · ⊙2 idW , but to do so we will use the notation
introduced in Notation 4.15. We get

111213 ⊙2 idW =
󰁛

i

((1i × yσ(1))× xτ(1))(1i × (yσ(2) × yσ(3)))(xτ(2) × xτ(3))

− 15〈111213〉idW

= 36
󰁛

i

󰀓
orth(1i × 1j) + orth(1i × 1k) +

1
2

󰁛

1≤j≤8

orth(1i × (ej)
(i))

󰀔

− 15〈11,12,13〉idW

= 9
󰁛

i

󰀓
orth(1k) + orth(1j) +

1
2

󰁛

1≤j≤8

orth((ej)
(i))

󰀔

− 15〈11,12,13〉idW .

Now note that 36(ej)
(i)(ej)

(i)1i+5〈(ej)(i), (ej)(i),1i〉idW = (ej)
(i)(ej)

(i)1i⊙1idW = −12 orth((ej)
(i))−

12 orth(1i) − 〈(ej)(i), (ej)(i),1i〉idW by the previous computation, so we can substitute

orth((ej)
(i)) by the equality

orth((ej)
(i)) = −3(ej)

(i)(ej)
(i)1i − orth(1i) +

1
6 idW .

We get

111213 ⊙2 idW = 9
󰁛

i

󰀓
orth(1k) + orth(1j)− 4 orth(1i) +

2
3 idW − 3

2

󰁛

1≤j≤8

(ej)
(i)(ej)

(i)1i

󰀔

− 15〈11,12,13〉idW

= 9
󰁛

i

󰀓
orth(1k) + orth(1j)− 4 orth(1i) +

2
3 idW + Ii + 41i1i

󰀔

− 15
6 idW

= 9
󰀓
− 2 orth(11)− 2 orth(12)− 2 orth(13) + 3idW + 31111 + 31212 + 31313

󰀔
− 15

6 idW

= 9
󰀓
− 12111213 − 2〈111213〉idW + 3idW + 18111213

󰀔
− 15

6 idW

= 9(6111213 +
8
3 idW )− 15

6 idW

= 54111213 + 129〈11,12,13〉idW .

This now implies in the same way as before that

a1a2a3 ⊙2 idW = 54a1a2a3 + 129〈a1a2a3〉idW .

Combining the expression for ·⊙1 idW and ·⊙1 idW we get

a1a2a3 ⊙ idW = 7
4a1a2a3 −

23
72〈a1a2a3〉idW .
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Now all that remains is to plug in all the bits of information we have gathered. This
results in

(4.14) a1a2a3 󰂏 b1b2b3 =
󰀃
− 1

92
〈a1, a2, a3〉〈b1, b2, b3〉+ f(a1a2a3, b1b2b3)idW

− 12
9·432〈b1, b2, b3〉〈a1, a2, a3〉

󰀄
idW

+ 1
9〈a1, a2, a3〉 (b1b2b3) +

1
9〈b1, b2, b3〉 (a1a2a3)

+ (a1a2a3)⊙ (b1b2b3)

− 1
9〈b1, b2, b3〉

󰀃
7
4a1a2a3 −

23
72〈a1a2a3〉idW

󰀄

− 1
9〈a1, a2, a3〉

󰀃
7
4b1b2b3 −

23
72〈b1b2b3〉idW

󰀄

− 1
72〈a1, a2, a3〉〈b1, b2, b3〉idW .

Simplifying this gives the formula in the statement of this theorem. □

5. The automorphism group

In [CG21], it was noted that the automorphism group of A(G) with G of type E6 is smooth
with identity component G/Z(G). By combining this with Corollary 3.3 and Proposi-
tion 3.4, we can determine what the full automorphism group is. Indeed, to find the
stabiliser of a G-equivariant multiplication, we only need to check that the multiplication
is equivariant under transposition (regarded as an operator on A(G) ⊆ End(V (ω1)). This
will automatically be the case.

Proposition 5.1. The algebra A(G) has automorphism group G/Z(G)⋊ C2.

Proof. The C2 symmetry of the Dynkin diagram of E6 induces an automorphism of the
Lie algebra e6. This automorphism acts non-trivially on A(E6), as it acts non-trivially
on the set of weights. This means the outer automorphism on the Lie algebra induces a
non-trivial automorphism of A(E6), so by Corollary 3.3, this is also the full automorphism
group. □

In fact, we can say more than this.

Theorem 5.2. Let G be an adjoint group of type Ead
6 . Any G-equivariant commutative

algebra structure on V (ω1 + ω6) has automorphism group equal to G⋊ C2.

Proof. A commutative G-equivariant algebra structure on V (ω1 + ω6) has multiplication
of the form λ⊙1+µ⊙2, by Proposition 4.18. The automorphism group of such an algebra
is smooth with identity component G/Z(G) by [GG15, Lemma 5.1]. By Corollary 3.3,
the full automorphism group can then only be extended by the transposition operator ⊤.
Since the commutative multiplication space is 2-dimensional, the map HomE6(S

2 V, V ) →
HomE6(S

2 V, V ): f 󰀁→ f⊤, where f⊤(v ⊗ w) := f(v⊤ ⊗ w⊤)⊤, is (with respect to a proper
basis) one of the following:

󰀕
1 0
0 1

󰀖
,

󰀕
−1 0
0 1

󰀖
,

󰀕
−1 0
0 −1

󰀖
,

󰀕
1 1
0 1

󰀖
,

󰀕
−1 1
0 −1

󰀖

Because it has at most order 2, it cannot be one of the last two. If it is not equal to the
identity, it should have a (−1)-eigenvector. We will show this is an impossibility. Suppose

λ⊙1 +µ⊙2 is a (−1)-eigenvector. Note that a(i)a(i)e⊙⊤
1 b(i)b(i)e = a(i)a(i)e⊙1 b

(i)b(i)e and

a(i)a(i)e ⊙⊤
2 b(i)b(i)e = a(i)a(i)e ⊙2 b

(i)b(i)e, so a(i)a(i)e(λ ⊙⊤
1 +µ⊙⊤

2 )b
(i)b(i)e = 0. But this

is impossible, since a(i)a(i)e⊙1 b
(i)b(i)e and a(i)a(i)e⊙2 b

(i)b(i)e are linearly independent in
V (ω1 + ω6). □
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Remark 5.3. Interestingly, Theorem 5.2 is no longer true when we omit the word “commu-
tative”. In this case, the anticommutative multiplication ψidW ◦(1 2)◦(·⊡ ·)−ψidW ◦(1 3)◦
(·⊡ ·) as defined in Remark 4.19, is a (−1)-eigenvector for the outer automorphism. Thus
any non-commutative multiplication on V (ω1 + ω6) has as automorphism group precisely
G.
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