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Because of their long mean free path and superior current carrying capabilities, carbon nanotubes
(CNT) are considered as alternative for Cu in future interconnects. To simulate their dynamical
properties, a linear equivalent circuit model is usually invoked containing, among others, a kinetic
inductance and a quantum capacitance. As this equivalent circuit has been derived for perfect
CNTs, the effect of imperfections is lacking. Still, imperfections considerably change the CNTs’
characteristics necessitating the development of novel, accurate simulation techniques to aid the
electronic interconnect designer. Therefore, in this paper, an AC non-equilibrium Green’s function
(NEGF) modeling technique is constructed for CNT interconnects, yielding a fully quantum me-
chanical, first-principles method. The implemented method abandons the often-used small-signal
requirement and includes the self-consistent solution with the Poisson equation. Additionally, a
new, generally valid approach to partition a CNT into small units is presented. This allows us to
rewrite the Hamiltonian into a block tridiagonal form with small submatrices and, subsequently,
to employ the Recursive Green’s function (RGF) algorithm in an efficient way. Comparison with
the equivalent circuit model serves as validation of the constructed technique, which is an essential,
but challenging task for periodically driven quantum transport problems. The results show that,
in order to accurately model the kinetic inductance, the self-consistent solution with the Poisson
equation is a fundamental requirement. The constructed method is used to investigate finite-size
effects and vacancies from which it is argued that local defects can, in the linear equivalent circuit
model, be approximated by means of an additional series resistance as long as the applied bias is
small. For a large bias, however, nonlinear effects come into play and the circuit model is no longer
valid. Lastly, it is demonstrated, both analytically and numerically, that the even harmonics of the
current and the potential are absent within the nearest neighbor tight-binding approximation for
the Hamiltonian of the CNT.

I. INTRODUCTION

Since the late 90s, Cu has been the main material of
choice for interconnects in integrated circuits. However,
its leading position is getting undermined by the con-
tinuous downscaling of the critical dimensions of the in-
terconnect (and the transistor) to meet the unceasing
demand for more computational power. The shrinking
cross-sectional dimensions of Cu interconnects aggravate
the effect of surface scattering, thereby increasing its re-
sistance and thus, degrading its performance in terms of
delay times and power dissipation [1]. Moreover, electro-
migration issues are intensified, affecting the reliability
of interconnects [2, 3]. A possible alternative to replace
Cu in future interconnects are carbon nanotubes (CNTs).
These materials of great potential are characterized by a
long mean free path and high current carrying capabili-
ties, thereby mitigating the aforementioned issues of Cu
interconnects [3–5].

To analyze the dynamical properties of these CNT in-
terconnects and to integrate them into an electronic de-
sign flow, a transmission line (TL) model, i.e., a linear
equivalent circuit model with distributed components, is
usually invoked. Besides the standard transmission line
parameters, i.e., the per-unit-of-length (p.u.l.) resistance,
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magnetic inductance, and electrostatic capacitance, ad-
ditionally a p.u.l. kinetic inductance and quantum capac-
itance are present. While this TL model was originally
derived by means of Luttinger liquid theory [6, 7], other,
similar approaches have been presented as well based
on the Boltzmann transport equation [8], a fluid model
[9, 10], and electron waveguides [11]. This TL model
for perfect CNTs has been employed as starting point
for ensuing time-domain, variability and signal integrity
studies of single-walled CNTs and more intricate struc-
tures, such as multi-walled CNTs and bundles of CNTs
[12–18]. Despite its widespread use, a fundamental un-
derstanding of the implications of imperfections, such as
vacancies, Stone-Wales defects, substitutional impurities,
strain, and contacts, on the validity of this equivalent cir-
cuit model, is lacking. Moreover, as this model consists
of linear equations, nonlinear effects have not been con-
sidered at all.
To fill this knowledge gap, one can turn to first-

principles quantum transport techniques, such as
the widely adopted non-equilibrium Green’s function
(NEGF) formalism [19–23]. In the steady-state case,
research into this technique has evolved into a rather
mature domain with several developed simulation codes
[24–26]. The effect of strain and several types of defects
has already been a topic of study [27–31]. Neverthe-
less, a steady-state approach is insufficient to fully under-
stand the effect that imperfections have on the CNT’s TL
model. Therefore, NEGF techniques specifically adapted
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to periodically varying biases need to be considered.
A first approach was presented in [32]. In this paper,

starting from the small-signal assumption, an expression
was obtained for the current that varies linearly with the
applied bias and that, subsequently, allows for the cal-
culation of the dynamic conductance. In [33], however,
it is argued that this approach leads to nonphysical re-
sults as current conservation and gauge invariance are
not satisfied. By a simple partitioning of the displace-
ment current, these fundamental requirements can be
satisfied. As a consequence, this current partitioning has
been employed by several groups to study the dynamical
properties of CNTs [34–38]. Alternatively, the fundamen-
tal requirements, current conservation and gauge invari-
ance, are also satisfied when including Coulomb interac-
tion at the Hartree level, i.e., by solving the NEGF equa-
tions self-consistently with the Poisson equation [39, 40].
In the case of a CNT field effect transistor it has been
demonstrated that both approaches lead to significantly
different results [41, 42]. Instead of the Poisson equa-
tion, the small-signal equations have also been combined
with Maxwell’s equations to study a CNT-based device
[43, 44] and to model the radiation pattern of a quantum-
confined, quarter-wave monopole antenna [45]. Further-
more, the theoretical foundations have been laid for an
AC NEGF method without the small-signal requirement
in [46–48], which allows for the study of nonlinear effects.
This method has for example been employed to study
Floquet topological insulators [49, 50], quantum pumps
[46, 51], and photon-assisted tunneling in quantum-well
devices [52].

In this paper, we construct a numerical method with
capabilities beyond those of the linear equivalent cir-
cuit model such that imperfect CNTs can be studied
too. Therefore, we formulate and implement a novel AC
NEGF simulation technique for CNT interconnects em-
bedded in a perfectly electric conducting (PEC) cylinder.
The small-signal approximation is abandoned allowing us
to investigate nonlinear behavior. Additionally, to en-
able the efficient use of the Recursive Green’s function
(RGF) algorithm, a new partitioning procedure that for
all CNTs results in a small recurring unit is introduced.
Furthermore, gauge invariance is satisfied by solving the
AC NEGF equations self-consistently with the Poisson
equation. The constructed technique is validated by com-
paring the results to the equivalent circuit model, which
is a crucial, albeit nontrivial step due to the scarcity of
analytical solutions for quantum transport problems un-
der periodically varying biases. Moreover, it allows us to
assess the importance of the self-consistent solution with
the Poison equation and to identify inaccuracies that are
inherently present in techniques based on current parti-
tioning. Lastly, vacancies, edge effects and nonlinearities
are investigated, demonstrating that the presented sim-
ulation technique enables us to go beyond the limited
capabilities of the linear equivalent circuit model.

The outline of this paper is as follows. First, the nu-
merical framework is detailed in Section II, containing a

Central region

PEC

Left lead Right lead

FIG. 1. Setup of the problem. The central region consists of
a finite length CNT that is surrounded by a PEC. The right
and left leads are two semi-infinite CNTs that are of the same
type. The right lead is connected to the PEC and the ground,
while an AC bias is applied to the left lead.

discussion about the AC NEGF equations and the self-
consistent solution with the Poisson equation. Addition-
ally, a method to partition the CNT and subsequently
cast the Hamiltonian into a block tridiagonal form is
presented. Next, the equivalent circuit model for the
CNT interconnect is briefly described in Section III. To
validate the constructed method, a comparison with the
equivalent circuit model is made in Section IV. Finally,
nonlinear behavior, finite-size effects, and vacancies are
examined by means of the novel, advocated technique,
clearly showing its need and appositeness in future inter-
connect design.

II. NUMERICAL FRAMEWORK

The system under study is a metallic, single-walled
CNT connected to two metallic electrodes. Within the
NEGF framework, this situation is approximated by a fi-
nite length CNT, the central region, that at both ends is
connected to a semi-infinite lead. We choose these leads
to be CNTs of the same type, which is a valid approx-
imation when the modes of the CNT and the metallic
electrodes match well. The central region is enclosed by
a metallic cylinder, which is modeled in this paper by
a PEC. This PEC serves as the reference conductor as
required in TL modeling [6]. Remark that we have opted
for a PEC cylinder (instead of a PEC plane as in [6])
as it allows us to exploit the rotational symmetry of the
setup to simplify the Poisson problem, similarly as in
[41, 53]. A zero potential is enforced at the PEC and at
the right lead, while a periodically varying bias is applied
to the left contact. An illustration of the setup is found
in Fig. 1.
The CNT is described by a tight-binding model involv-

ing one π-electron per atom. The Hamiltonian is of the
following form

H = −Vppπ

∑
⟨i,j⟩

a†iaj + h.c., (1)
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with a†i and aj the creation and annihilation opera-
tors, respectively. The summation in (1) is restricted to
nearest-neighbors only. Note that this model does not in-
clude any curvature effects, such as rehybridization of the
σ- and π-states. Therefore, in this paper, only CNTs with
diameter larger than 1 nm are considered for which these
hybridization effects are unimportant [54]. The hopping
parameter Vppπ equals −2.75 eV and is the same for all
neighbors. When considering the effect of a vacancy on
the dynamical properties of CNTs, one lattice point is
simply removed from (1).

A. AC NEGF

We start the discussion of the NEGF framework with
the following time-dependent equations for the retarded
and advanced Green’s function, Gr(t, t′) and Ga(t, t′) re-
spectively, and the the lesser Green’s function G<(t, t′)
[23, 32]:[
iℏ

∂

∂t
−H(t)

]
Gr/a(t, t′)−

∫
dt1 Σ

r/a(t, t1)G
r/a(t1, t

′)

= I δ(t− t′)

(2)

G<(t, t′) =

∫
dt1

∫
dt2 G

r(t, t1)G
<(t1, t2)G

a (t2, t
′) ,

(3)

with H(t) the Hamiltonian of the central region of the
device and Σr/a(t, t′), Σ<(t, t′) the retarded/advanced
and lesser self-energy. In this paper, the discussion is
restricted to contact self-energies, which take into ac-
count the effect of the semi-infinite leads. Interactions
with other particles, such as phonons, are not considered
here. The total self-energy sums up the contributions of
the different contacts. When referring to the self-energy
of a single contact the subscript α is added to Σ. Both
equations (2) and (3) have been expressed in a real space
basis and hence, the Hamiltonian H, the Green’s func-
tions G, and self-energies Σ represent matrices. Knowl-
edge of these Green’s functions allows for the calculation
of several interesting observables, such as current and
electron occupation number (see Section II B). To derive
the AC NEGF equations the approach of [32] is followed
and (2) and (3) are transformed to the double energy
domain, yielding

EGr/a(E,E′)−
∫

dE1

2πℏ
H(E1)G

r/a(E − E1, E
′)

= 2πℏ I δ(E − E′) +

∫
dE1

2πℏ
Σr/a(E,E1)G

r/a(E1, E
′)

(4)

G<(E,E′) =∫
dE1

2πℏ

∫
dE2

2πℏ
Gr(E,E1) Σ

<(E1, E2)G
a(E2, E

′) .
(5)

To arrive at these equations the following conventions for
the Fourier transforms were adopted:

F (E) =

∫ +∞

−∞
dt f(t) eiEt/ℏ (6)

f(t) =

∫ +∞

−∞

dE

2πℏ
F (E) e−iEt/ℏ (7)

F (E,E′) =

∫ +∞

−∞
dt

∫ +∞

−∞
dt′ f(t, t′) ei/ℏ(Et−E′t′) (8)

f(t, t′) =

∫ +∞

−∞

dE

2πℏ

∫ +∞

−∞

dE′

2πℏ
F (E,E′) e−i/ℏ(Et−E′t′).

(9)

If only a constant bias is applied to the contacts, then
the system is in the steady-state regime. In this case, the
time-dependent Green’s functions G(t, t′) only depend on
the difference t− t′ (likewise for the self-energies). In the
energy domain, this translates into the property that E
must equal E′ and thus, in this steady-state scenario, the
Green’s functions and self-energies are purely diagonal in
energy:

Gγ(E,E′) = Gγ(E) 2πℏ δ(E′ − E) (10)

Σγ(E,E′) = Σγ(E) 2πℏ δ(E′ − E) , (11)

where γ denotes r, a or <. Substituting (10), (11), and
H(E) = H0 2πℏ δ(E)+U0 2πℏ δ(E), with U0 the steady-
state potential energy, into (4) and (5) yields[

E ± iη −H0 − U0 − Σr/a(E)
]
Gr/a(E) = I (12)

G<(E) = Gr(E) Σ<(E)Ga(E) , (13)

which are the steady-state NEGF equations for the re-
tarded, advanced, and lesser Green’s function. Further-
more, the lesser contact self-energy is given by

Σ<(E) =
∑
α

iΓα(E) fα(E) , (14)

with Γα(E) = i (Σr
α(E)− Σa

α(E)) and fα(E) the Fermi-
Dirac function related to contact α. The retarded and
advanced self-energies Σ

r/a
α can be found by means of

the decimation method of [55] or by using complex ab-
sorbing potentials [56]. Furthermore, in the steady-
state regime, the retarded and advanced Green’s func-
tion of the considered system are related by means of

Gr(E) = (Ga(E))
†
, with (Ga(E))

†
the Hermitian conju-

gate of Ga(E). A similar relation holds for the retarded
and advanced contact self-energies.

In this paper, however, we are interested in the situa-
tion where an AC bias is applied to one of the contacts.
It is known that the introduction of a sinusoidal signal of
frequency ω leads to a correlation between the energies E
and E+nℏω [57], with n an integer value. Consequently,
for a bias equal to −eVAC cos(ωt) the contact self-energies
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develop off-diagonal energy elements and are now given
by [32]

Σγ
α(E,E′) =

∑
n

Sγ
α,0,n(E) 2πℏ δ(E − E′ + nℏω) , (15)

with

Sγ
α,m,n(E) =

∑
l

(−1)
n−m

Jn−m+l

(
eVAC,α

ℏω

)
Jl

(
eVAC,α

ℏω

)
Σγ

α (E +mℏω − lℏω) .
(16)

The function Jl is a Bessel function of the first kind and
order l. The summation running over l includes all in-
teger values. It is readily shown that Sγ

α,0,n obeys the
property

Sγ
α,0,n(E) = Sγ

α,m,n+m(E −mℏω) . (17)

Equation (15) indicates that off-diagonal elements are
only possible when the difference between the energies
E − E′ is an integer times ℏω, with ω the angular fre-
quency of the applied bias. If we consider the following
series expansion for the Bessel function of the first kind

Jl (z) =
(z
2

)l +∞∑
k=0

(−1)
k

(
z2/4

)k
k! Γ(l + k + 1)

, (18)

with Γ(z) the Gamma function, it is evident that Sγ
α,0,n

scales with VAC,α to the power n or more. Consequently,
when the applied bias VAC,α equals zero, all off-diagonal
terms are zero too and (15) reduces indeed to the steady-
state situation (11). In the small-bias regime, addition-
ally, the n = 1 off-diagonal terms are involved in the cal-
culations. The larger the bias VAC,α, compared to ℏω/e,
the more off-diagonal terms need to be considered. Note
that to numerically evaluate (16) only Σγ

α, the steady-
state self-energy, is required at different energies.

To account for Coulomb effects at the Hartree level,
each harmonic of the potential energy U(t) = −e ϕ(t),
with ϕ the scalar potential, is related to the correspond-
ing harmonic of the electron density by means of the Pois-
son equation. At the same time, the electron occupation
number and thus also the electron density are obtained by
solving the AC NEGF equations (see Section II B). Con-
sequently, solving these equations self-consistently im-
plies that the Hamiltonian periodically depends on time:

H(t) = H0 + U(t) = H0 +

+∞∑
n=−∞

Une
inωt, (19)

where Un are complex diagonal matrices, satisfying the

additional condition that Un = U†
−n as U(t) should be

real-valued. To account for nonlinear behavior, originat-
ing from the AC NEGF equations, higher harmonics nω
are included in addition to the fundamental frequency ω.

Transforming (19) to the energy domain by means of (6),
results in

H(E) = H0 2πℏ δ(E)+

+∞∑
n=−∞

Un 2πℏ δ(E + nℏω) , (20)

At this point the small-bias approximation is often in-
voked to circumvent the, at first sight, cumbersome ex-
pressions (4) and (5) [32, 41]. Only the terms linear in the
bias amplitude −eVAC are retained, simplifying the equa-
tions considerably. As a drawback, nonlinearities cannot
be analyzed with such a technique. Hence, in this paper,
this approximation is abandoned and the full AC NEGF
equations are considered. When substituting (15) and
(20) into (4) and (5), it follows that the Green’s func-
tions are zero when the difference E −E′ does not equal
an integer times ℏω. Therefore, a similar expression as
for the self-energy is valid:

Gγ(E,E′) =
∑
n

Gγ
0,n(E) 2πℏ δ(E − E′ + nℏω) . (21)

Additionally, we define

Gγ
0,n(E) = Gγ

m,n+m(E −mℏω) . (22)

Finally, (4) and (5) reduce to

(E +mℏω −H0)Gr/a
m,n(E)

−
∑
n1

(
Un1−m+ Sr/a

m,n1
(E)
)
Gr/a
n1,n(E) = δm,n

(23)

G<
m,n(E) =

∑
n1,n2

Gr
m,n1

(E)S<
n1,n2

(E)Ga
n2,n(E) . (24)

The integrals over the energy have now been replaced
by summations over integers. Equations (23)-(24) are
rewritten as(

E I −H− Sr/a(E)− U
)
Gr/a(E) = I (25)

G<(E) = Gr(E)S<(E)Ga(E) , (26)

with

H =


. . .

H0 + ℏω 0 0
0 H0 0
0 0 H0 − ℏω

. . .

 (27)

Sγ =



. . .
...

...
... . .

.

. . . Sγ
−1,−1 Sγ

−1,0 Sγ
−1,1 . . .

. . . Sγ
0,−1 Sγ

0,0 Sγ
0,1 . . .

. . . Sγ
1,−1 Sγ

1,0 Sγ
1,1 . . .

. .
. ...

...
...

. . .

 (28)
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Gγ =



. . .
...

...
... . .

.

. . . Gγ
−1,−1 Gγ

−1,0 Gγ
−1,1 . . .

. . . Gγ
0,−1 Gγ

0,0 Gγ
0,1 . . .

. . . Gγ
1,−1 Gγ

1,0 Gγ
1,1 . . .

. .
. ...

...
...

. . .

 (29)

U =


. . .

...
...

... . .
.

. . . U0 U1 U2 . . .

. . . U−1 U0 U1 . . .

. . . U−2 U−1 U0 . . .

. .
. ...

...
...

. . .

 . (30)

As a result, the AC NEGF equations for the retarded,
advanced, and lesser Green’s function (25)-(26) have the
exact same form as the steady-state equations (12)-(13).
In the AC NEGF case, however, the equations have been
formulated in an enlarged space R ⊗ T , also called the
Floquet-Sambe space, where R represents the real space
and T the space spanned by the basis functions e−inωt

[48, 50].
As the matrices (27)-(30) are of infinite size a cut-

off hmax is introduced to enable numerical computations.
In this way, n ranges between −hmax and hmax. Thus,
2hmax + 1 basis functions are retained in the space T .
As already argued above, increasing the amplitude VAC

of the applied bias at the contacts increases the size of
the off-diagonal terms in (28). Hence, for increasing VAC

more off-diagonal terms need to be taken into account,
i.e., a larger hmax is required, in order to obtain accu-
rate results. This will be demonstrated further in Sec-
tion IVE.

B. Observables

Starting from the Green’s functions, expressions for the
observables, number of electrons and current, are derived.
In the time-domain, they have the following form [23, 32]:

Iα(t) = 2e

∫
dt1 Tr

[
Gr(t, t1)Σ

<
α (t1, t) +G<(t, t1)Σ

a
α(t1, t)

−Σr
α(t, t1)G

<(t1, t)− Σ<
α (t, t1)G

a(t1, t)
]

(31)

N(t) = −2iℏDiag
[
G<(t, t)

]
. (32)

Note that a factor 2 was immediately added to both
the number of electrons (per lattice site) N(t) and the
current Iα(t). Since the Hamiltonian does not con-
tain spin-dependent terms, this extra degree of free-
dom still needs to be corrected for in the expres-
sions for the observables. By transforming (31) and
(32) to the energy domain and by casting it into the
form N(E) =

∑
n Nn2πℏ δ(E + nℏω) and Iα(E) =

∑
n Iα,n2πℏ δ(E + nℏω), one obtains

Iα,n = 2e

∫ +∞

−∞

dE

2πℏ
Tr
[ (

G<(E)Sa
α(E) + Gr(E)S<

α (E)

−S<
α (E)Ga(E)− Sr

α(E)G<(E)
)
0,n

]
(33)

Nn = −2iℏ
∫ +∞

−∞

dE

2πℏ
Diag

[
G<
0,n

]
. (34)

When setting n = 0 and replacing G and S by G and Σ
respectively, again the same equations as in steady-state
are obtained [23]. Compared to the steady-state case,
after introducing the cut-off parameter hmax, the size of
the basis is extended by a factor 2hmax + 1. Hence, cal-
culating every element of the inverse in (25) quickly be-
comes intractable as this operation scales cubically with
the size of the matrix. Because (33) and (34) only in-
volve parts of this inverse due to the local nature of
the contact self-energies, the Recursive Green’s Function
(RGF) algorithm [58, 59] is a considerable improvement
over direct inversion for quasi one-dimensional systems.
However, it requires the matrix to be block tridiagonal.
Remark that by changing the order of the basisfunctions,
the matrix

(
E I −H− Sr/a(E)− U

)
can be brought into

this form under the condition that the Hamiltonian H0

is also block tridiagonal. Therefore, our attention must
shift from

(
E I −H− Sr/a(E)− U

)
towards H0.

C. Partitioning of the Hamiltonian

Partitioning CNTs into small recurring building blocks
or unit cells of which the lattice sites only interact with
other lattice sites of the same or neighboring building
blocks naturally leads to a Hamiltonian that is block
tridiagonal. Consequently, the RGF algorithm can be
invoked to determine the relevant parts of the retarded
Green’s function. This has been demonstrated for zigzag
and armchair CNTs in [53]. The size of the fundamental
unit cell is quite crucial as the RGF algorithm scales cu-
bically with it. For chiral CNTS, however, this size can
become very large following the traditional approach of
[54, 60, 61]. For a general (n,m) CNT, the number of car-
bon atoms inside such a unit cell amounts to [54, 60, 61]:

4
(
n2 + nm+m2

)
τ gcd(n,m)

, (35)

with gcd(n,m) the greatest common divisor of n and m,
and where τ equals 3 if (n − m)/3gcd(n,m) is integer
and 1 otherwise. When a greatest common divisor can
be found, the number of carbon atoms in a unit cell re-
duces significantly. For armchair and zigzag CNTs, for
example, (35) results in 4n. For chiral nanotubes this is
not necessarily the case and the number of carbon atoms
in a unit cell may become very large, e.g., for a (16,13)
CNT (35) equals 844.
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FIG. 2. Schematic of the construction of a unit cell, described
by c and v, of a (5,3) CNT.

To enable efficient calculations for all types of CNTs by
means of the RGF algorithm, we introduce a new type of
partitioning. Therefore, the fundamental building block
or unit cell of the CNT should meet three requirements:

• The unit cells are identical and matrices describing
the interactions between the unit cells should be
the same along the entire length of the nanotube.

• Unit cells only interact with neighboring ones. This
way, the Hamiltonian reduces to a block tridiagonal
form.

• The unit cells should be small as the RGF algo-
rithm scales cubically with the number of lattice
points inside one unit cell.

To construct such a unit cell, we start from a graphene
layer, as depicted in Fig. 2. The lattice vectors of

graphene are defined by u = (1, 0) and v = ( 12 ,
√
3
2 ),

which are normalized to one to simplify the discussion.
The lattice of graphene is invariant under translations de-
fined by iu+jv, with i, j integers. For an (n,m) CNT the
circumference is described by c = nu + mv. All lattice
points that are an integer times c distanced from each
other are, because of the periodic boundary conditions,
the same points on a CNT. As one side of the unit cell,
we take the vector c. This way, the interface between two
unit cells is perpendicular to the axis of the tube. The
unit cells are required to be the same along the entire
length of the CNT. When the other side of the unit cell
is iu + jv, with i, j integer, this condition is satisfied.
To simplify the discussion, only u and v are considered.
If n ≥ m we opt for v, while u is chosen for the case
m ≥ n. The n = m case is a limiting situation for which
both u and v can be employed to construct the unit cell.
In Fig. 2, such a unit cell is constructed for a (5,3) CNT
(grey region). If u would have been chosen instead of v,
which is depicted by the hatched region in Fig. 2, the hop-
ping interaction between lattice points A and B would be
an interaction between two next-to-nearest neighboring
unit cells, violating the second requirement.

Now we prove that, with the above choices for the sides
of the unit cell, there are only interactions between neigh-
boring unit cells. Consider the case n ≥ m. We first in-
troduce the vector l, which is perpendicular to c and has
length ∆L, i.e., the thickness of the unit cell (see Fig. 2).
This vector l is given by

l =

√
3n

2 (n2 + nm+m2)

(
−
√
3

2
m,n+

1

2
m

)
, (36)

with

∆L =

√
3n

2
√
n2 + nm+m2

. (37)

For the second requirement to be satisfied, the length of
the orthogonal projection of the three possible interaction
vectors (i1 = (− 1

2 ,−
1

2
√
3
), i2 = ( 12 ,−

1
2
√
3
), and i3 =

(0, 1√
3
)) onto l should be smaller than or equal to ∆L. As

n and m are whole numbers, this results in the following
three inequalities

m2 − 2nm+ n2 ≤ 9n2 (38)

4m2 + 4nm+ n2 ≤ 9n2 (39)

m2 + 4nm+ 4n2 ≤ 9n2, (40)

which are all valid for n ≥ m, concluding the proof that
unit cells only interact with neighboring ones. It is read-
ily shown that the unit cell contains exactly 2n lattice
points and thus, that the block matrices of the Hamilto-
nian H0 written into block tridiagonal matrix form are
of size 2n× 2n. The case m ≥ n is completely analogue.

D. Self-consistent solution with the Poisson
equation

Coulomb interactions are taken into account up to the
Hartree level, which is equivalent to self-consistently solv-
ing the NEGF equations with the Poisson equation. Each
harmonic of the scalar potential is related to the corre-
sponding harmonic of the electron density by means of
the Poisson equation

∇ · ϵ∇ϕn = −ρn, (41)

with n the number of the harmonic, ϵ the dielectric per-
mittivity, ϕn the scalar potential, and ρn the charge den-
sity. As the structure under study is rotationally invari-
ant along its axis, the Poisson equation is converted to a
cylindrical coordinate system

1

r

∂

∂r

(
rϵ

ϕn

∂r

)
+

∂

∂z
ϵ
∂ϕn

∂z
= −ρn. (42)

In a next step, the r-axis and the z-axis are discretized
into Nr and Nz grid cells, respectively. The entire grid
is depicted in Fig. 3. The left contact, right contact and
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PEC

Left contact Right contactCNT

z

r

FIG. 3. Schematic of the grid of the Poisson problem.

PEC, represented by the dark grey regions, have not been
gridded as their potential is uniformly distributed. The
unit cells of the CNT, indicated in light grey, are the same
as the unit cells defined for the quantum transport prob-
lem in Section IIC. The charge density and the potential
are evaluated at the center of each grid cell. Employing
central difference approximations, the continuous equa-
tion (42) is discritized into

AΦn +ΨBC,n = ρn, (43)

with Φn and ρn vectors containing the values of ϕn and
ρn, respectively, at all grid cells. The matrix A, which
is the same for all harmonics, and the vector ΨBC,n,
which includes the effect of the boundary conditions, fol-
low from the discretization procedure.

In our problem setting, the charges depend on the
Hamiltonian via (34) and thus on the potential energy Un

(see (20)). This renders the r.h.s. of (43), ρn, a function
of the scalar potential Φn. Moreover, the different har-
monics are also coupled through the NEGF equations.
Solving the NEGF equations and (43) self-consistently
in an iterative way is inefficient and often results in con-
vergence issues. Hence, we define

F (Φtot) = AtotΦtot − ρtot(Φtot) +ΨBC,tot, (44)

where Φtot is a concatenation of the vectors Φn for n
ranging from −hmax to +hmax. The vectors ρtot and
ΨBC,tot are constructed in a similar way, while Atot is a
block diagonal matrix consisting of the matrices A. To
determine Φtot for which F = 0, Broyden’s method [62]
is invoked. Note, however, that the vector Φtot has a
size of approximately Nr × Nz × (2hmax + 1). To ease
the calculations required for the nonlinear problem, the
functional of (44) F (Φtot) is replaced by

PCNTΦtot − PCNTA
−1
tot [ρtot(PCNTΦtot) +ΨBC,tot] ,

(45)
with PCNT a projection matrix, restricting vectors de-
fined on the entire grid (Fig. 3) only to the light grey
cells associated with the CNT. This way, the problem

Rc LT R

CT

Rc

Distributed

z0 l

FIG. 4. Equivalent circuit of a CNT enclosed by a cylindrical
PEC.

has been reduced to finding PCNTΦtot for which (45) is
equal to zero. This system of equations, in contrast, is of
size N × (2hmax + 1). To connect PCNTΦn to Un of Sec-
tion IIA one needs to additionally multiply by the charge
of an electron −e. Similarly, the connection between Nn,
the number of electrons at a lattice point, and PCNTρn,
the charge density, is readily made.

III. EQUIVALENT CIRCUIT MODEL

In Fig. 4 the equivalent circuit model of a CNT inter-
connect is depicted as originally proposed in [6, 7]. At the
left and right end, the model is terminated by a contact
resistance Rc that equals 1/(4G0), with G0 the quan-
tum of conductance 2e2/h. The grey region should be
understood in a distributed way, as a concatenation of
infinitesimally small circuit elements or, equivalently, as
a transmission line with per unit of length (p.u.l.) induc-
tance, resistance, and capacitance. The electrochemical
potential µ(z, t) and current I(z, t) are then governed by
the Telegrapher’s equations [8, 9]

CT
∂µ(z, t)

∂t
= −∂I(z, t)

∂z
(46)

LT
∂I(z, t)

∂t
+RI(z, t) = −∂µ(z, t)

∂z
, (47)

with the total p.u.l. inductance

LT = LM +
LK

4
, (48)

the total p.u.l. capacitance

CT =

(
1

CE
+

1

4CQ

)−1

, (49)

and the p.u.l. resistance R. Besides the magnetic induc-
tance LM and the electrostatic capacitance CE, which
are also present in transmission line models for tradi-
tional interconnects, an additional kinetic inductance
LK = 1/(G0vF ) and quantum capacitance CQ = G0/vF ,
with vF the Fermi velocity, are added to account for the
cross-sectional confinement. The model was originally
proposed for a perfect CNT above a PEC plane [6]. In
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this work, however, we use a PEC cylinder and thus,
adopt the following values for electrostatic capacitance
and magnetic inductance

CE =
2πϵ

ln b/a
(50)

LM =
µ

2π
ln b/a (51)

with a the radius of the CNT and b the radius of the PEC
cylinder. As the size of the magnetic inductance is typi-
cally several orders of magnitude smaller than the kinetic
inductance, it is omitted in the remainder, similarly as
in [6, 8]. Additionally, electron-phonon scattering is not
taken into account in the modeling technique, and thus to
make a valid comparison, R, the p.u.l. resistance, is put
equal to zero. Remark, though, that within the NEGF
framework scattering with phonons can be included per-
turbatively, but this is left for future work.

While in (46)-(47) the transmission line model is based
on the electrochemical potential µ(z, t), an equivalent
model also exists for the Poisson potential V (z, t) =
U(z, t) /(−e) and it is retrieved by exploiting the rela-
tion V (z, t) = µ (z, t)CT/CE [8, 9]. The situation with-
out PEC will be studied first as it allows us to verify the
constructed method step by step. Without a reference
conductor, the model reduces to the series connection of
two contact resistances with a kinetic inductance, result-
ing in the following expression for V in the frequency
domain

V (z) =
RC + jωLT (l − z)

Z
VAC, (52)

with impedance Z = 2RC + jωLTl. Note that, in
contrast to Section II, the—in the domain of electron-
ics—traditional convention for time-harmonic signals is
used, adopting a e+jωt time-dependence, with j the imag-
inary unit. In the general case, with reference conductor,
the equations of (46)-(47) can also be solved analytically,
giving rise to a potential profile

V (z) =
2RC cos(k(l − z)) + 2jZ0 sin(k(l − z))

4RC cos(kl) + 2j (Z0 +R2
C/Z0) sin(kl)

CT

CE
VAC,

(53)
with wavenumber k = ω

√
LTCT and characteristic

impedance Z0 =
√
LT/CT. The total impedance of

the CNT with reference conductor, which is defined as
Z = VAC/I(0), is given by

Z =
4RCZ0 cos(kl) + 2j

(
Z2
0 +R2

C

)
sin(kl)

2Z0 cos(kl) + 2jRC sin(kl)
. (54)

IV. RESULTS

A. Without PEC

To validate the constructed method step by step, the
situation without PEC is considered first. This allows to
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FIG. 5. Real part of the potential V as a function of the po-
sition z for four different types of CNTs, calculated by means
of both the constructed NEGF technique and the equivalent
circuit model. The PEC cylinder has been left out.

check whether the constructed technique successfully in-
cludes the kinetic inductance. To be able to compare to
the equivalent circuit model, a small bias VAC = 0.1mV
is applied to the left contact such that no nonlinear ef-
fects appear. This additionally implies that hmax = 1
suffices. All CNTs in this section have a diameter of ap-
proximately 1.2 nm and a length of 50 nm. Along the
r-axis, 200 grid cells are taken for the Poisson problem
and a relative permittivity ϵr equal to 1 is considered.
The employed frequency f is 10THz. In addition, room
temperature (T = 298K) is used for all simulations.

Fig. 5 shows the results for the real part of the poten-
tial V , while those for the imaginary part are given in
Fig. 6. Note that all three types of metallic CNTs have
been considered. CNT (15,0) belongs to the zigzag cat-
egory, while (9,9) is an armchair CNT. The remaining
two CNTs, (12,6) and (14,2), are of the chiral type. The
figures demonstrate that the curves calculated via the
constructed NEGF approach, which includes Coulomb
effects through the self-consistent solution with the Pois-
son equation, align perfectly with the equivalent circuit
model for every considered CNT. The slope of the po-
tential, which originates from the presence of the kinetic
inductance, is the same for both methods. Only near the
ends one can observe a difference between the two ap-
proaches. For the equivalent circuit model the contact
resistances cause a discontinuous jump, while the NEGF
curves remain smooth. For CNTs of approximately the
same diameter and length, but of different type, the re-
sults are very similar. Therefore, subsequent plots only
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FIG. 6. Imaginary part of the potential V as a function of
the position z for four different types of CNTs, calculated
by means of both the constructed NEGF technique and the
equivalent circuit model. All CNTs are 50 nm long. The PEC
cylinder has been left out.

show the results for a single type of CNT.
The conductance Re(1/Z) and susceptance Im(1/Z)

are studied as a function of the frequency f for the (15,0)
zigzag CNT in Fig. 7. Besides the equivalent circuit
model and the constructed method, the results for NEGF
in combination with the current partitioning procedure of
[33] are also plotted, as it has been used before to study
CNTs [34–38]. All three methods exhibit the expected
small-frequency behavior: the susceptance goes to zero,
while the conductance approaches twice the quantum of
conductance G0. However, for larger values of the fre-
quency, the method employing current partitioning devi-
ates significantly from the other two. It appears that the
self-consistent solution with the Poisson equation is es-
sential in AC NEGF approaches to accurately include the
kinetic inductance. In the considered situation electrons
traversing the device are not affected by a static poten-
tial but by an oscillating one. When a particle is injected
at the left contact, a certain potential is present in the
device. The moment the particle arrives at a particular
point along the CNT, however, this potential will have
changed already. The longer the device and the shorter
the period of the oscillations, the larger the difference
will be between the two situations. This explains why
the two methods, the current partitioning approach and
the self-consistent solution with the Poisson equation dif-
fer considerably for large frequencies, while converge to
each other in the low frequency limit. In the current par-
titioning approach the device region’s potential remains
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FIG. 7. Conductance (a) and susceptance (b) of a 50 nm
long (15,0) CNT as a function of the frequency f . Three
methods are compared: the equivalent circuit model, NEGF
in combination with the partitioning approach of [33], and
NEGF self-consistently solved with the Poisson equation. The
PEC cylinder has been left out.

constant over time, while the potential correctly fluctu-
ates as a function of time for our advocated method.

B. With PEC

Next, the situation with PEC cylinder is considered.
The simulation setup is similar to the one discussed in
Section IVA, except for the presence of a PEC cylin-
der, which has a radius 20 times larger than that of the
CNT. Additionally, the CNT is now 150 nm long. The re-
sults for the potential are presented in Fig. 8. It is again
demonstrated that the constructed technique agrees very
well with the equivalent circuit model. For both the
imaginary part and the real part, the solid green line,
representing the proposed NEGF technique, and the red
dashed line, which is related to the TL model, are on top
of each other. In contrast to Figs. 5 and 6, wave effects
are now observed. Owing to the presence of the PEC
cylinder and the related electrostatic and quantum ca-
pacitance, the equivalent circuit model becomes a trans-
mission line, which is modeled by a wave equation for the
potential and the current.
Besides the potential, the conductance and the sus-
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FIG. 8. Real (a) and imaginary part (b) of the potential
V as a function of the position z for a 150 nm long (14,2)
CNT, calculated via the constructed NEGF technique and
the equivalent circuit model. The CNT is enclosed by a PEC
cylinder.

ceptance are also given as a function of the frequency f
in Fig. 9. It is evident that the current partitioning ap-
proach [33] is inaccurate in this case as it is unable to
include the electrostatic capacitance. In contrast, the re-
sults illustrate that the proposed technique, which solves
the AC NEGF equations self-consistently with the Pois-
son equation, accurately models the quantum and elec-
trostatic capacitance.

C. Finite-size effects

The previous results have indicated that the proposed
technique is capable of reproducing the same results as
the equivalent circuit model and and that it outperforms
NEGF in combination with the current partitioning pro-
cedure of [33]. Now, we demonstrate that it can be used
to analyze structures beyond the capabilities of the cir-
cuit model. As this equivalent circuit model has been
derived for perfect CNTs, it is expected that deviations
from this ideal situation lead to considerably different re-
sults.

First, finite-size effects are investigated. Therefore,
the conductance of a (16,13) CNT with PEC is deter-
mined as a function of the frequency for four different
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FIG. 9. The conductance (a) and susceptance (b) of a 150 nm
long (15,0) CNT enclosed by a cylindrical PEC as a function
of the frequency f . Three methods are compared: the equiv-
alent circuit model, NEGF in combination with the partition-
ing approach of [33], and NEGF self-consistently solved with
the Poisson equation.

lengths and the results are given in Fig. 10. When the
number of unit cells is doubled, the frequency range is
halved. Consequently, the length of the CNT with re-
spect to the wavelength stays the same and thus, accord-
ing to the equivalent circuit model, the exact same behav-
ior is expected for all four examples. However, this is not
the case for the results obtained by the proposed NEGF
technique. The shorter the CNT, the larger the devi-
ations are with respect to the equivalent circuit model.
This is explained by the fact that, near the edges, the con-
tacts introduce an additional, parasitic capacitance ow-
ing to the three dimensional nature of the Poisson prob-
lem and this capacitance is not included in the equivalent
circuit model. When the CNT is short, this localized ef-
fect is relatively larger. The deviations are thus most
pronounced for N = 125 in Fig. 10(a).

D. Vacancy

A second type of imperfection that is considered in
this paper is the vacancy. The vacancy is introduced by
removing a lattice site from the summation in (1). In
steady-state, it is known that for CNTs with a small ra-
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FIG. 10. The conductance of a (16,13) CNT enclosed by
a cylindrical PEC as a function of the frequency f for four
different lengths, i.e., 17 nm, 34 nm, 68 nm, and 136 nm.

dius one of the two channels is then blocked, leading to
a decrease in conductance of the size G0 with respect
to the pristine case [27]. For a larger radius, the CNT
with vacancy resembles more a 2D instead of a quasi-
1D problem and the effect of scattering becomes smaller.
In this section, a (13,4) CNT is studied, which belongs
to the second category. The real and imaginary part of
the potential V are plotted in Fig. 11 for three different
positions of the vacancy. To accommodate for the addi-
tional vacancy, the equivalent circuit is adapted to the
one depicted in Fig. 12. The transmission line is split
into two at the position of the vacancy. There, a re-
sistance Rvac is present, which is obtained from steady-
state NEGF simulations. The potential determined by
means of this updated equivalent circuit model is also
plotted in Fig. 11 and a good agreement between the two
approaches is observed. These results show that scatter-
ing at local defects can, in the linear equivalent circuit
model, be approximated by an additional resistance. Re-
mark, though, that the defect should be local, and thus,
does not extend over a distance of the same order as the
wavelength of the transmission line. Moreover, in this ap-
proximate model charge screening effects near the defect
are neglected.

E. Nonlinear effects

While in the previous section all results where obtained
within the small-bias regime, this section focuses on the
situation where eVAC is of the same size as ℏω. As dis-
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FIG. 11. Real (a) and imaginary (b) part of the potential V
as a function of the position z for a (13,4) CNT consisting
of 1000 unit cells, which corresponds to a physical length l
equal to 180 nm. The blue, red, and green curves correspond
to CNTs that have a vacancy positioned at l/4, l/2, and 3l/4,
respectively.
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FIG. 12. Equivalent circuit of a CNT with vacancy enclosed
by a cylindrical PEC.

cussed in Section IIA, in this case additional off-diagonal
terms are required in the calculations besides Sγ

α,01 and
thus, hmax needs to be larger than one in order to obtain
accurate results. In Fig. 13, the imaginary part of the cur-
rent’s first harmonic is plotted as a function of the applied
bias VAC,L for the situations with and without vacancy.
A (12,12) CNT with 250 unit cells with PEC was con-
sidered. The employed frequency was 10THz, resulting
in ℏω = 0.041 eV. For biases smaller than 0.041V, the
results demonstrate that hmax = 1 is sufficient. However,
as expected, for larger values of VAC,L a larger cutoff hmax

is required. Additionally, in Fig. 13(a) it is observed that
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FIG. 13. Imaginary part of the current’s first harmonic
through the left contact of a (12,12) CNT consisting of 250
unit cells as a function of the applied bias VAC,L for the situa-
tion without (a) and with (b) vacancy. The results are plotted
for different values of the cutoff parameter hmax.

the green curves converge towards the equivalent circuit
model, and thus, that the current scales linearly with the
applied bias. In (b), however, this is no longer the case.
Because of the presence of the vacancy, the current does
no longer scale linearly with the applied bias.

The aforementioned results suggest that nonlinear be-
havior is exacerbated by the presence of a vacancy. To
further investigate this assertion, the first three harmon-
ics of the current IL,n through the left contact of a (8,8)
CNT consisting of 50 unit cells (with PEC) are deter-
mined as a function of the simulation parameter hmax for
both situations, thus with and without vacancy. The em-
ployed value of ℏω was 0.205 eV and the calculations were
performed for three different values of the bias VAC,L:
0.2V, 0.5V, and 1V. The results are given in Fig. 14.
For a bias of 0.2V, which is almost equal to ℏω/e, it
is observed that the convergence of the higher harmonics
(n = 2 and n = 3) of the current is fast and almost no ad-
ditional harmonics need to be included in the calculations
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FIG. 14. Absolute value of the first three harmonics of the
current IL,n through the left contact of a (8,8) CNT consisting
of 50 unit cells as a function of the total number of harmon-
ics hmax used in the calculations of the Green’s functions.
The situation without vacancy is considered in (a), while the
situation with vacancy is given in (b). For each CNT the
absolute value of the current is given for three values of the
applied bias VAC,L: 0.2V, 0.5V, and 1V.

of the Green’s functions, as hmax equal to 4 or 5 is suffi-
cient. For increasing bias, as argued in Section IIA, con-
vergence becomes slower, implying that accurate simula-
tions of the Green’s function in the large bias regime re-
quire a significant amount of additional harmonics. Fur-
thermore, it is noted that the second harmonics tend to
go to zero, while the odd harmonics converge towards a
nonzero value. Analytically, it is possible to derive that
all even harmonics of the potential and the current are
indeed zero in the limit of large hmax. The derivation
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relies on the fact that the lattice of the CNT can be sub-
divided into two sets, the A sublattice and B sublattice,
and that the interactions always involve one site of sub-
lattice A and one site of sublattice B. This observation
allows us to identify a useful symmetry property of the
retarded Green’s function, which serves as starting point
of the derivation. The reader is referred to the Appendix
for a comprehensive overview of this tedious derivation.
This theoretical result allows us to further validate the
technique beyond the small-bias regime, which cannot
be done using the equivalent circuit model. Comparing
the situation without vacancy (Fig. 14(a)) to the situa-
tion with vacancy (Fig. 14(b)) learns us that the absolute
value of the third harmonic is significantly larger in the
presence of a vacancy. The convergence of the second har-
monic towards zero is rather similar for both situations.
Hence, both Fig. 13 and Fig. 14 implicate that nonlinear
behavior of CNTs is more pronounced in the presence of
a vacancy.

V. CONCLUSION

In this paper, a new AC NEGF technique was con-
structed for imperfect CNT interconnects. The governing
equations were introduced and a novel approach to par-
tition general CNTs into small unit cells was presented.
Specific attention was paid to the self-consistent solution
with the Poisson equation. Thorough comparison with
an equivalent circuit model demonstrated that this self-
consistent solution with the Poisson equation is crucial
to accurately model the kinetic inductance, besides the
quantum and electrostatic capacitance. Consequently,
approaches based on the partitioning of the displacement
current proved to be inaccurate for increasing length and
frequency. For long CNT interconnects, the obtained re-
sults agreed very well with the equivalent circuit model,
while for shorter CNTs the 3-D finite-size effects could
only be captured by the proposed AC NEGF method.
Based on the simulations of CNT interconnects with a
vacancy it was furthermore argued that local defects can,
in the linear equivalent circuit model, be approximated
by an extra resistance as long as the applied bias is small.
For a large bias, however, nonlinear effects arise, which
cannot be modeled by the TL approach but are taken
into account by the advocated AC NEGF technique. Fi-
nally, it was shown, both numerically and analytically,
that even harmonics of the potential and the current are
equal to zero for the employed nearest neighbor tight-
binding approximation of the Hamiltonian of the CNT.

Appendix

To show that the even harmonics of the current and
potential are zero, we first derive a set of relations con-
cerning the symmetry of the Green’s function and self-
energies with respect to a reflection around E = 0. Even

though it may not be fully clear, at first glance, why we
derive these relations, we will be able, in a next step, to
show that the even harmonics vanish by exploiting these
symmetry relations.

1. Symmetry relations steady-state

Consider a finite or (semi-)infinite CNT without a po-
sition dependent steady-state potential energy U0. Then
the retarded/advanced Green’s function of this entire sys-
tem is given by

Gr/a(E) = (E −H0 ± iη)
−1

, (A.1)

with H0 the Hamiltonian of the CNT. An expression for
Gr(−E) is what is required. Therefore, we first make the
observation that the lattice sites of the CNT are subdi-
vided into a sublattice A and a sublattice B, and that
sites of A only interact with sites of B within the em-
ployed tight-binding approximation for the Hamiltonian
(see (1)). Consider the diagonal matrix D of which the
diagonal elements Di are equal to 1 if site i belongs to
sublattice A and equal to -1 if site i belongs to B. Then,
the Hamiltonian H0 obeys the relation H0 = −DH0 D,
while D2 = I. With the help of this relation, it is readily
shown that the following relation holds

Gr(−E) = −DGa(E)D. (A.2)

Note that this relation is valid for both finite,
(semi-)infinite systems and parts of such systems. Con-
sequently, the retarded and advanced Green’s function of
a finite CNT connected to two semi-infinite CNTs of the
same type, which corresponds to the situation studied in
this paper, also obey (A.2).

To obtain a similar expression for the retarded and
advanced self-energy, we partition the system into a con-
tact, consisting of a semi-infinite CNT, and a device re-
gion. We have chosen the left contact, the discussion for
the right contact is equivalent. This partitioning yields

H0 =

(
HLL HLD

HDL HDD

)
, (A.3)

with HLL and HDD the Hamiltonians of the left contact
and the device region, respectively. The interactions be-
tween the two regions are represented by HLD and HDL.
The retarded/advanced self-energy associated with this
left contact is given by

Σ
r/a
L (E) = HDL (E −HLL ± iη)

−1
HLD. (A.4)

Following the same steps as for the steady-state Green’s
functions, it is deduced that the same relation holds for
the self-energies

Σr(−E) = −DΣa(E)D. (A.5)
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2. Symmetry relations AC

We again consider a finite or (semi-)infinite CNT, now
in the presence of an external excitation sinusoidally
varying with frequency ω. Consequently, in the subse-
quent derivation of the symmetry relations only U1 and
U−1 are nonzero. By relating the retarded Green’s func-
tion for the AC NEGF case Gr(E) to the steady-state re-
tarded Green’s function Gr(E) and by exploiting (A.2),
we find a similar relation for the AC retarded Green’s
function. If we introduce

Gr/a,0(E) =



. . .
...

...
... . .

.

. . . Gr/a(E − ℏω) 0 0 . . .

. . . 0 Gr/a(E) 0 . . .

. . . 0 0 Gr/a(E + ℏω) . . .

. .
. ...

...
...

. . .

 ,

(A.6)

then from (25) it follows that

Gr/a =Gr/a,0 + Gr/a,0 U Gr/a

=Gr/a,0 + Gr/a,0 U Gr/a,0 + Gr/a,0 U Gr/a,0 U Gr/a,0

+ ...

(A.7)

Consequently, the submatrix Gr
m,n(E) is related to the

steady-state retarded Green’s functions by means of

Gr
m,n(E) =

+∞∑
k=0

∑
(al)

k
l=1

Gr(E +mℏω)Ua1
Gr(E + (m+ s1)ℏω)

× ... Uak
Gr(E + (m+ sk)ℏω) .

(A.8)

The sequence (al)
k
l=1 of length k contains as values 1

and -1. Its partial sums are represented by (sl)
k
l=1. The

summation of (A.8) only considers the sequences (al)
k
l=1

for which sk equals n−m. In a next step, we replace E
by −E and employ (A.2), yielding

D

+∞∑
k=0

∑
(al)

k
l=1

Ga(E −mℏω)Ua1G
a(E − (m+ s1)ℏω)

× ... Uak
Ga(E − (m+ sk)ℏω) (−1)

k+1
D.

(A.9)

Note that (−1)k+1 can be replaced by (−1)n−m+1.
The remaining expression cannot be directly related to
Ga
−m,−n(E) because of the presence of a minus sign in

front of the partial sums sl. Therefore, we take the trans-
pose of the entire expression and we use the property that
Ga(E) is symmetric for the considered Hamiltonian. Ad-

ditionally, we define a new sequence (bl)
k
l=1 that contains

the elements of (al)
k
l=1 in a reversed order. The corre-

sponding partial sums are labeled by (tl)
k
l=1. The result-

ing expression is

D

[
+∞∑
k=0

∑
(bl)

k
l=1

Ga(E − nℏω)Ub1G
a(E + (−n+ t1)ℏω)

× ... UbkG
a(E + (−n+ tk)ℏω)

]T
(−1)

n−m+1
D.

(A.10)

Finally, we arrive at the relation

Gr
m,n(−E) = (−1)

n−m+1
D
[
Ga
−n,−m(E)

]T
D. (A.11)

In the same way as in steady-state, a similar relation
is obtained for the retarded and advanced self-energies

Sr
α,m,n(−E) = (−1)

n−m+1
D
[
Sa
α,−n,−m(E)

]T
D.
(A.12)

Next, we derive an equivalent expression for the lesser
self-energy. Instead of S<

α,m,n(−E), we start from

S<
α,m,n(−E)− iTα,m,n(−E) f(−E) , (A.13)

with Tα,m,n = i
(
Sr
α,m,n − Sa

α,m,n

)
. Inserting (16) into

(A.13) yields

i
∑
l

Jl

(
eVAC,α

ℏω

)
Jl+n−m

(
eVAC,α

ℏω

)
Γα(−E + (m− l)ℏω) [fα(−E + (m− l)ℏω)− f(−E)] .

(A.14)

Assume that the Fermi levels of the contacts are equal to
zero, which implies that fα can be replaced by f . Sub-
sequently, we substitute f(−E) by 1 − f(E) and utilize
(A.5). Additionally, we choose l′ = −l − n+m to arrive
at

(−1)
n−m+1

i
∑
l′

Jl′

(
eVAC,α

ℏω

)
Jl′+n−m

(
eVAC,α

ℏω

)
DΓα(E − (n+ l′)ℏω)D [f(E − (n+ l′)ℏω)− f(E)] .

(A.15)

Finally, we obtain the relation

(−1)
n−m+1 [S<

α,m,n(−E)− iTα,m,n(−E) f(−E)
]

= D
[
S<
α,−n,−m(E)− iTα,−n,−m(E) f(E)

]T
D.

(A.16)

By employing (26) in combination with (A.11) and
(A.16), a similar expression is obtained for the lesser
Green’s function

(−1)
n−m+1 [G<

m,n(−E)− iAm,n(−E) f(−E)
]

= D
[
G<
−n,−m(E)− iA−n,−m(E) f(E)

]T
D,

(A.17)

with Am,n = i
(
Gr
m,n − Ga

m,n

)
.
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3. Potential

To demonstrate that the even harmonics of the poten-
tial are zero it suffices to study Nn for which n = 2k,
with k integer. We employ (22) to rewrite the integrand
of (34), resulting in

N2k = −2iℏ
∫ +∞

−∞

dE

2πℏ
Diag

[
G<
−k,k(E)

]
. (A.18)

Next, (A.18) is split into

−2iℏ
∫ +∞

−∞

dE

2πℏ
Diag

[
G<
−k,k(E)− iA−k,k(E) f(E)

]
(A.19)

and

2ℏ
∫ +∞

−∞

dE

2πℏ
Diag[A−k,k(E) f(E)] . (A.20)

It is readily seen, by using (A.17), that the integrand of
(A.19) is odd as a function of the energy. Consequently,
integration over the entire energy domain will result in
zero. By employing (A.11), it is deduced that A−k,k(E)
is an even function and thus, by using the properties of
the Fermi-Dirac function, (A.20) is rewritten into

iℏ
∫ +∞

−∞

dE

2πℏ
Diag

[
Gr
−k,k(E)− Ga

−k,k(E)
]
. (A.21)

Remark that Gr
−k,k(E) is a holomorphic function in the

upper half of the complex plane, while Ga
−k,k(E) is holo-

morphic in the lower half. This means that, by utilizing
Cauchy’s integral theorem, we can replace the integration
of Gr

−k,k(E) over the real energy axis by

− lim
R→+∞

∫ π

0

dϕ

2π
Reiϕ Diag

[
Gr
−k,k

(
Reiϕ

)]
. (A.22)

For nonzero k, all terms in the expansion (A.8) con-
tain more than one steady-state retarded Green’s func-
tion. Based on (A.1) it is deduced that the steady-state
Green’s function Gr

(
Reiϕ

)
will decrease as 1/R. This

implies that, in the limit of large R, Gr
−k,k

(
Reiϕ

)
will

decrease faster than 1/R. Consequently, (A.22) equals
zero. A similar reasoning is valid for the part of (A.21)
involving the advanced Green’s function and thus, we
have shown that, in the presence of an external sinu-
soidally varying bias, no even harmonics of the potential
are excited.

Remark, however, that the odd harmonics do not nec-
essarily vanish. Consequently, because the AC NEGF
equations are solved self-consistently with the Pois-
son equation, secondary effects are introduced and the
derivation of the symmetry relations should involve a
general Un for which n is an odd integer (instead of only
U1 and U−1). It is readily shown that all symmetry re-
lations are still valid in the presence of these secondary

effects by choosing a different sequence (al)
k
l=1 in (A.8)

containing general odd integers.

4. Current

A similar approach can be followed to demonstrate
that the even harmonics of the current are zero. Con-
sider

Iα,2k = 2e

∫ +∞

−∞

dE

2πℏ
Tr
[(
G<(E)Sa

α(E) + Gr(E)S<
α (E)

−S<
α (E)Ga(E)− Sr

α(E)G<(E)
)
−k,k

]
,

(A.23)

where we have shifted the integrand of (33) in the same
way as in (A.18). Next, the integral is split into

2e

∫ +∞

−∞

dE

2πℏ
Tr

[([
G<(E)− iA(E) f(E)

]
Sa
α(E)

+Gr(E)
[
S<
α (E)− iTα(E) f(E)

]
−
[
S<
α (E)− iTα(E) f(E)

]
Ga(E)

−Sr
α(E)

[
G<(E)− iA(E) f(E)

])
−k,k

]
(A.24)

and

2ie

∫ +∞

−∞

dE

2πℏ
Tr

[(
A(E)Sa

α(E) + Gr(E) Tα(E)

−Tα(E)Ga(E)− Sr
α(E)A(E)

)
−k,k

]
f(E) .

(A.25)

Similarly as for (A.19), one can prove by means of (A.11),
(A.12), (A.16), and (A.17) that the integrand of (A.24)
is odd. Consequently, (A.24) is zero. Equation (A.25) on
the other hand reduces to

2e

∫ +∞

−∞

dE

2πℏ
Tr

[(
Ga(E)Sa

α(E) + Sr
α(E)Gr(E)

−Sa
α(E)Ga(E)− Gr(E)Sr

α(E)
)
−k,k

]
f(E) .

(A.26)

Invoking the symmetry relations (A.11) and (A.12),
yields

e

∫ +∞

−∞

dE

2πℏ
Tr

[(
Ga(E)Sa

α(E) + Sr
α(E)Gr(E)

−Sa
α(E)Ga(E)− Gr(E)Sr

α(E)
)
−k,k

]
.

(A.27)

Both Sr
α(E)Gr(E) and Gr(E)Sr

α(E) are holomorphic in
the upper half of the complex plane, while Ga(E)Sa

α(E)
and Sa

α(E)Ga(E) are holomorphic in the lower half. In
the same way as for the potential, and therefore we do
not repeat the reasoning, Cauchy’s integral theorem can
be applied to prove that (A.27) is also zero.
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