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Summary. Conjugate heat transfer (CHT) considers the simultaneous solution of heat transfer
in adjacent solid and fluid domains. If solved with a partitioned approach, temperature and heat
flux are exchanged to achieve a thermal equilibrium at the interface. Gauss-Seidel iterations,
however, are only stable for a limited range of Biot numbers because temperature and heat flux
are exchanged unmodified. In order to extend the stability range of Gauss-Seidel iterations,
static relaxation, Aitken relaxation or quasi-Newton methods can be used. These methods are
tested on a heated flat plate problem, both in steady state and transient simulations, and their
convergence behaviour is analysed. Using temperature as input for the fluid solver and heat
flux as input for the solid solver converges best for steady state simulations, while the opposite
is most stable for transient cases. Furthermore, the quasi-Newton method converges slightly
better than the relaxation methods in transient simulations with rapid changes at the interface.

1 INTRODUCTION

Conjugate heat transfer (CHT) considers the simultaneous solution of heat transfer in adja-
cent solid and fluid domains. CHT problems have a widespread occurrence in many engineering
fields, with applications such as internally-cooled turbine blades [I], thermal storage [2] and
cooling of electronics [3]. A thorough review of the applied and theoretical aspects of CHT
analysis is provided by [4].

In conjugate heat transfer problems, the conductive heat transfer equation is solved in the
solid domain and the energy equation containing a convection term in the fluid domain, together
with the flow equations. In such a fluid-thermal interaction (FTT) problem, the solid and liquid
domains are coupled by a single interface temperature and heat flux, with the heat flux opposite
in sign between both domains. This coupled system of equations can be solved together, which is
called the monolithic approach, or separately for each domain, which is the partitioned approach.
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The partitioned approach requires iterations between the solvers of the solid and fluid domains
to satisfy the interface conditions. This has the advantage that existing and optimised solvers
can be used for both solid and fluid. The coupling iterations, however, can be unstable and
computationally expensive [§].

Clearly, FTT’s problem statement is very similar to that of fluid-structure interaction (FSI).
Instead of thermal interaction between a solid and a fluid, FSI comprises the kinematic and
dynamic interaction between a fluid and a moving or deforming solid structure [9]. In FTI
as well, the coupled problem can be solved in a monolithic or partitioned way. In the parti-
tioned approach, strongly coupled FSI problems require coupling iterations between the fluid
and structure solver to reach equilibrium of displacement and traction at the interface. This is
equivalent to the coupling iterations needed achieve continuity of temperature and heat flux on
the interface of an FTI problem.

Depending on the physics of the problem, straightforward fixed-point iterations between fluid
and solid solver can lead to instabilities or slow convergence for both FSI and FTI problems, if
no additional stabilisation measures are applied. For FSI, high added mass of the system makes
the iterations less stable [9]. Added mass is the effective increase in an object’s inertia due to
fluid displacement during motion. In the case of FTI, the stability depends largely on the Biot
number Bi of the problem, which is the ratio of the conductive thermal resistance of the solid
to the convective resistance of the fluid [§].

For conjugate heat transfer, most common coupling techniques are based on the choice of
boundary condition and relaxation of the input for each solver. Both the solid and fluid do-
mains can have a temperature (Dirichlet) or heat flux (Neumann) boundary condition, with one
domain’s boundary condition naturally the opposite of the other’s. Robin boundary conditions,
in which a virtual heat transfer coefficient is passed between the domains, are also among the
possibilities [§]. In FSI, fixed-point iterations with relaxation can be employed as well, but more
advanced techniques, such as Aitken relaxation [I1], and especially quasi-Newton methods have
been found to improve convergence speed drastically for strongly coupled problems [10].

Quasi-Newton methods have already been successfully used to solve FTI problems [5], [6], but
their stabilisation performance was never compared to simpler alternatives such as relaxation
on the same case. In this study, CHT capabilities have been added to the partitioned coupling
tool for FST CoCoNuT. As such, Aitken and quasi-Newton methods, originally implemented for
FSI problems, can be used for the thermal coupling in CHT problems as well. This way, the
convergence behaviour of these advanced coupling techniques can be studied when applied to
CHT problems and their performance can be compared to (relaxed) Gauss-Seidel iterations.

In the next section, the different coupling methods are explained. These will be tested on
a heated flat plate test case, which is introduced in section 3. Lastly, section 4 presents the
convergence analysis and compares the performance of the different coupling methods.

2 COUPLING METHODS

During Gauss-Seidel iterations, the solid and fluid domains are solved successively with ex-
change of interface data between the two. In this paper, we constrict the definition of the
Gauss-Seidel method to iterations where the output of one solver is directly used as input of
the other solver. By modifying the output before it is given as an input to the other solver, the
Gauss-Seidel iterations can be stabilised. This section presents the different coupling methods
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(a) Gauss-Seidel method with  (b) Aitken relaxation method  (¢)  Residual  quasi-Newton
fixed relaxation method

Figure 1: Schematic representation of iteration methods

studied in this paper and how they modify the input of the solvers. A summary can be found
in Figure [T

2.1 Gauss-Seidel method

Gauss-Seidel iterations are the simplest way to iterate between the fluid and solid solver.
The output of one solver is directly passed on to the second solver without modification until
convergence is reached, meaning that the output of the solvers in two successive iterations has
no significant difference [10]. In CHT, both temperature T" and heat flux ¢ along the interface
can be passed between solvers. Which solver receives and returns which variable defines two
different Gauss-Seidel schemes for CHT: Flux Forward Temperature Back (FFTB) scheme and
Temperature Forward Flux Back (TFFB) scheme [g].

The naming convention was introduced by [12] and defines the schemes after the variables
transferred relative to the fluid domain. For FFTB, the interface temperature distribution is
passed on to the fluid solver, which returns the resulting heat flux distribution as output to
the solid solver. This is schematically shown in Figure For TFFB, the variable exchange is
reversed, which means that the interface heat flux distribution is passed on to the fluid solver,
and the interface temperature distribution is returned to the solid solver, as shown in Figure
Both temperature and heat flux are scalar fields at the interface because the exchanged heat flux
is the magnitude of the component normal to the interface, being negative in case heat leaves
the domain, and positive in case heat enters.

Temperature T Heat flux q

(a) Flux Forward Temperature Back (b) Temperature Forward Flux Back
Figure 2: Two ways of exchanging variables between the fluid and solid domain
Figure [Ta] shows a general schematic representation of the pure Gauss-Seidel method in case

no relaxation (w = 1) is applied. In the figure, vector & € R™*! represents the vector passed
from solid solver to fluid solver, and y € R™*! represents the vector passed from fluid to solid
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solver. n denotes the number of faces on the discretised interface, assuming the fluid and solid
domain have matching cell faces at the interface, which is the case in this study. n is also
the length of both & and y because temperature and heat flux are scalar fields. The variables
associated with & and y change whether the FFTB or TFFB scheme is used. As a result, for
FFTB, Eq. [I] applies, and for TFFB, Eq. [2]is valid.

=T\ T ... T,]" 0
y=[q1 q2 ... qn]T
33:[611 qaQ ... qn]T (2)
y=[ T» ... T,]"

In the remainder of this section, the & and y notation will be used. As such, the remaining
coupling methods can be used with both the FFTB and TFFB scheme. The flow solver is
denoted as F (x) with input « and the solid solver is S (y) with input y. The output of the
solvers is denoted with a tilde, resulting in

gt = F (a*)
s}

for iteration k. While the set of equations above holds for every coupling method introduced
in this paper, the difference lies in how the output of one solver translates to the input of the
other solver. In case of Gauss-Seidel iterations, the variables are passed on unchanged:

(3)

y" =

k+1

k
k (4)
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For the other coupling techniques discussed in this paper, y will always be imposed from
fluid to solid solver unchanged. Solid solver output &*, however, will be modified before being
used as input for the fluid solver in an attempt to stabilise the iterations. These modifications
will be discussed in the following subsections.

2.2 Fixed relaxation method

The simplest way to stabilise the coupling iterations is to mix the new and old input by using
a fixed relaxation factor w, which takes a value between 0 and 1. This depicted in Figure

"t = (1 - w)a® + wa” (5)

Verstraete and Scholl [8] analytically derived guidelines on how to choose relaxation factors
based on a 1D conjugate heat transfer problem. The stability was shown to depend on the
local Biot number Bi. The Biot number is defined as Bi = %, in which A is the heat transfer
coefficient at the fluid side, L is the characteristic length and A, is the solid conduction coefficient.
As such, Bi represents the ratio of the thermal resistance in the solid domain over the fluid
domain. Verstraete and Scholl found that the FFTB method only converges for |Bi| < 1 and
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the TFFB method only for |Bi| > 1. The range of stable Biot numbers can be extended by
relaxation. Depending on Bi, the relaxation factor should be chosen as

for FFTB
Y<Biy1
2Bi (6)
for TFFB
w < Birl or

Using the equations above, the FFTB method can be stabilised based on the highest numerical
value of Bi and the TFFB method on the lowest numerical value of Bi. Some fine-tuning might
be needed, but Eq. [6] can provide a first estimate for w.

A relaxation factor closer to zero stabilises the iterations more but slows down convergence.
Often, the relaxation factor is determined by the least stable part of the coupling iterations. As
such, w is suboptimal for a large part of the simulation, which increases the total calculation
time unnecessarily. This can be avoided by using a dynamic relaxation factor, as with Aitken
relaxation.

2.3 Aitken relaxation method

Aitken relaxation [I1] applies a dynamic relaxation coefficient w*, which is updated every
iteration. As shown in Figure m w¥ is used in the same way as w in static relaxation:

2 = (1 — wh)a® + whah (7)
The value of w* is obtained as
E—1\T ok _ k=1
Wk = k1L — (I‘ ) (I‘ -r ) (8)
- T
(b — ph=1)T (pk — pk-1)
which can be interpreted as the secant method for scalars applied directly to vectors and pro-
jecting it on r* —r#~1. r¥ is the residual, which is defined as &* — 2*. The first relaxation factor

w? in a time step is taken equal to the last relaxation factor from the previous time step w™”, but
limited to a maximal value w™%*,

—I

2.4 Quasi-Newton method

Quasi-Newton methods go a step further than a scalar dynamic relaxation factor. They
can be interpreted as using dynamic relaxation factors, not only per iteration, but for different
Fourier modes of the output of the second solver & as well. The quasi-Newton method used in
this study is the IQN-ILS method, meaning interface quasi-Newton with the inverse Jacobian
approximated from a least-squares model.

The fluid solver F and the solid solver S, as shown in Figure are combined into a single
system with input ¥ and output ¥ in the &*® iteration. This can be written as

i =SoF (azk> 9)

with o denoting function composition. As defined in section the difference between output
and input is the residual r* = ¥ — z*. Based on Eq. @ the residual can be expressed as the
output of the residual operator R ():

R(wk) :80.7:(:I:k> —ab =1k (10)
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As such, the coupled problem can be reduced to Eq.
R(x)=0 (11)
This set of nonlinear equations can be solved in by Newton-Raphson iterations:

AxF =R (wk) ArF (12)
where R'~! represents the inverse Jacobian of R, Azx* = 2¥+1 — 2* is the difference between the
input of two successive iterations and Ar* = 0 — r¥ is the difference between the zero residual
and the current residual. As such, the new input x**! is chosen with the aim to bring the
residual to zero.

The solvers, however, are perceived as a black-box and the Jacobian R is not accessible.
As a result, an approximation N* must be constructed for R/~! (a:k) The Newton-Raphson
iterations require N* to be full rank to function properly, whereas the approximation proce-

dure typically produces a low-rank estimate Jacobian. Consequently, the inverse Jacobian is
approximated not for R, but for an altered residual operator R, which is defined below.

rf =R (a:k) -R (ack - rk> (13)
The inverse of both Jacobian formulations are linked by
RV=R141 (14)
Using ﬁ, the Newton-Raphson iteration of Eq. can be rewritten as
Azk = R (:1:’“) Ar* (15)

with AZ* defined as 2¥t! — #*. The Jacobian R/} (:ck) is also not accessible, but is better

~Fk
suited to be estimated. The approximated Jacobian is denoted as N . The model used to
estimate the inverse Jacobian is the least-squares model. For more details on this model, the
reader is referred to [10].

3 TEST CASE: HEATED FLAT PLATE

All three coupling methods (relaxation, Aitken and quasi-Newton) can be used with both the
FFTB and TFFB scheme, resulting in a total of 6 methods. These will be tested on a simple
but challenging validation case: the heated flat plate. The performance of the methods will be
evaluated in both steady state and transient cases.

3.1 Problem definition

The heated flat plate is selected as test case because it allows a wide B range at the interface,
despite its conceptual simplicity. As such, all methods can be tested at their stability limits.
Furthermore, the analytical solution by Luikov [7] allows to benchmark the numerical solution.
The geometry and boundary conditions are shown in Figure

The dimensions and boundary conditions are inspired by the work of Verstraete and Scholl
[8]. The plate has a thickness b of 0.01 m and a length L of 0.20 m. The bottom of the plate has
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Figure 3: Geometry and boundary conditions of the flat plate solid and fluid domain allowing
numerical Bi values to vary between 0.25 and 35 depending on inlet velocity ug

a fixed temperature boundary condition 7T} of 600 K and is heated from the top by a parallel
flow. The flow has a uniform inlet velocity ug and temperature Tp. Consequently, a viscous
and thermal boundary layer will develop starting from the tip of the plate. The uniform inlet
temperature Ty will remain fixed for all cases at 1000 K, while ug will be changed throughout
the different cases. A uniform static pressure of 1.03 - 10° Pa is maintained at the outlet. The
fluid is air, which is modelled as incompressible with properties at 1000 K as defined in Table
The conduction coefficient of the solid Ay is set equal to 0.2876 W/mK.

Table 1: Properties of air at 1000 K and 1.03 - 10° Pa, based on [§]

Property Value Unit
p 0.3525 kg/m?
Cp 1142.6 J/kgK
w 3.95-10° kg/ms
Af 0.06808  W/mK

For all tested cases, the material properties ensure laminar flow. In that case, the following
analytical solution for the local Biot number by Luikov [7] is valid.

1/2
Bi, = 0.332- bﬁPrl/?’ﬂ (16)
As T

Figure [4] shows the Biot number distribution across the solid-fluid interface according to Eq.
for four different values of inlet velocity. As the inlet velocity increases, the convection at
the fluid side becomes more effective, which increases Bi along the entire interface length. For
all velocities, however, there exist both regions at the interface with Bi > 1 and Bi < 1. For
increasing velocity, the point at which Bi = 1 shifts to the right on the interface because of the
upwards moving curve.
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Figure 4: Analytical Biot number as a function of x coordinate on the solid-fluid interface

By ensuring that the local Bi is both larger and smaller than 1 for specific regions of the
interface, the FFTB scheme, as well as the TFFB scheme, will be challenged in all cases presented
below. As the regions for Bi < 1 or Bi > 1 become larger or smaller, both coupling schemes
will become more or less suited for the problem at hand. This allows to study their stability and
convergence behaviour. Based on the analytical study by Verstraete and Scholl [§], the FFTB
scheme is expected to perform better for cases with low average Bi, and the TFFB scheme for
high average Bt cases.

3.2 Solvers

The finite volume solver Fluent 2023R1 was used for both the fluid and solid domain. Different
settings were used, however. In the solid domain, only the energy equation, which is discretised
with a 2" order upwind scheme, is considered. The fluid solver is a pressure-based solver which
employs a 2°¢ order upwind scheme too for the discretisation of both the energy and momentum
equation. Velocity and pressure are solved in a coupled fashion for the steady state cases and
the SIMPLE algorithm is used for the transient cases. In the transient cases, a 2" order implicit
scheme is used for time stepping in both fluid and solid domains with a time step size of 0.01 s.

3.3 Grid

The solid domain takes the dimensions of the plate, which is 0.2 m in length and 0.01 m in
height. The fluid domain is divided in two parts: a main section directly above the flat plate
and an inlet section in front of the main section. The main section is 0.2 m in length as well as
in height, while the inlet section is 0.1 m in length and 0.2 m in height.

The grids are based on the ones presented in Verstraete and Scholl [8], who performed a grid
independence study. Due to the use of finite volume solvers in the present study, the conclusions
drawn from their grid study employing finite element solvers cannot be directly extrapolated.
As a result, the grid independence study was repeated and the same resolution as in [§] proved
sufficient for grid convergence of temperature and heat flux at the interface.

Both the solid and fluid domain have a structured grid with matching cell faces at the interface
to avoid the need for interpolation between both grids. The selected solid grid has 80 by 30
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cells and the selected fluid grid has 80 by 100 cells for the main section and 40 by 100 for the
inlet section. This results in a cell count of 2400 cells for the solid grid and 12000 cells for the
combined fluid grid.

4 STABILITY ANALYSIS
4.1 Steady state test case

The steady state simulations are performed with four uniform inlet velocities: 2.4 m/s, 12
m/s, 24 m/s and 36 m/s. The Bi distribution at the interface according to the analytical solution
of Luikov [7] is shown in Figure [4] for the different velocities. As can be seen, the curve shifts
upward for increasing velocity because of the increase in average Bi. The velocities have been
chosen in such a way that Bi = 1 at respectively x = 0.01 m, 0.05 m, 0.10 m and 0.15 m. As
such, the FFTB schemes will be challenged more at higher inlet velocities, because Bi > 1 for
a larger part of the interface and vice versa for the TFFB schemes.

For the fixed relaxation method, adequate relaxation factors w should be chosen depending
on the inlet velocity and the iteration scheme (FFTB or TFFB) according to Eq. @ After
fine-tuning, the relaxation factors for the FFTB scheme are 0.48, 0.32, 0.22 and 0.2 listed for
increasing velocity. Similarly, for the TFFB scheme, the relaxation factors are 0.4, 0.65, 0.75
and 0.75 listed for increasing velocity.

The convergence is quantified by the number of coupling iterations needed for convergence.
The convergence criterion is applied to the 2"? order norm of the residual of the temperature
distribution at the interface. Convergence is fulfilled when the absolute norm or relative norm
is smaller than respectively 1072 K or 1072. Figure [5| shows the necessary coupling iterations
for each method and for all four velocities.

20, WM 2.4 m/s
12 m/s
24 mfs
BN 36 m/s

= — = = =
15} ~ S o @

Nr. of coupling iterations
©

TFFB TFFB TFFB FFTB FFTB FFTB
Relaxation Aitken Quasi-Newton Relaxation Aitken Quasi-Newton
Method

Figure 5: Number of coupling iterations needed for convergence for each method and each inlet
velocity for the steady state cases

As can be seen, the TFFB scheme performs better than the FFTB scheme for every method
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used in the steady state cases, except for the relaxation methods at the lowest inlet velocity
where they perform similarly. This might be explained by the Bi peak at the leading edge of the
plate, as can be seen in Figure [d The asymptotic approach at the tip is harder to converge to
than the gradual decline of Bi at the trailing edge, starting from a constant temperature initial
interface condition at 800 K. This favours the TFFB scheme, which is more stable at high Bi.

Between the different methods using the TFFB scheme, there is no significant difference in
performance despite the increased complexity of the Aitken method and especially the quasi-
Newton method. Even more so, the quasi-Newton method performs significantly worse than
the relaxation and Aitken method using the FF'TB scheme. The number of coupling iterations
necessary to build the approximate Jacobian hinders convergence for the quasi-Newton method
in the steady state case.

4.2 Transient test case

For the transient test cases, a time-variable inlet velocity is applied, which is still uniform
over the full length of the inlet. The four velocity profiles are shown in Figure [6] as a function of
time. The velocity will either sinusoidally increase from 2.4 m/s to 36 m/s in a given time span
and remain fixed at 36 m/s for the same time span, or sinusoidally decrease from 36 m/s to 2.4
m/s and remain fixed at 2.4 m/s. For both the increasing and decreasing velocity profile, a slow
and fast velocity change will be tested. The slow transient changes the velocity in a time span
of 10 s and remains fixed at the final velocity for another 10 s, while the fast transient does the
velocity change in 1 s and remains at constant velocity for an additional 1 s.

35
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Figure 6: Transient profiles of 4 uniform inlet velocities for the transient cases

Because all velocity profiles have an equal velocity range, the same relaxation factors are
chosen: w = 0.2 for the FFTB scheme and w = 0.05 for the TFFB scheme. Furthermore, in
transient cases, the least-squares technique used for estimating the Jacobian includes information
from previous time steps. Considering the 3 most recent time steps yielded the best results in
our parameter analysis. Using these parameters, the number of coupling iterations necessary for
convergence, averaged over all time steps, is shown in Figure [7]] The same convergence criteria
as in the steady state cases are used.

10
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Figure 7: Average number of coupling iterations needed for convergence for each method and
each inlet velocity profile for the transient cases

For the transient cases, the FFTB scheme performs better than the TFFB scheme for all
methods and all velocity profiles. This behaviour is opposite to the steady state cases, where
the TFFB scheme performed best. For transient simulations starting from converged interface
conditions, which is the case in this study, this convergence behaviour corresponds to the ana-
lytically derived stability analysis by Giles [14]. Giles concluded that the FF'TB scheme is more
stable because the heat capacity of the computational cell at the fluid side is much lower than
heat capacity at the solid side of the interface.

Using the FFTB scheme, the three methods perform similar for the slow transients, and
the quasi-Newton method performs best for the fast transients. With the TFFB scheme, the
relaxation method performs best for the slow transient cases while the quasi-Newton method
converges very slowly. The fast transient cases give a mixed result using the TFFB scheme.
The quasi-Newton method performs best for increasing velocity, although relaxation is very
close, but performs the worst for the decreasing velocity. It is clear that the fast transient cases
challenge the coupling methods more because the interface conditions change more between
time steps. Using the FFTB scheme, which seems more suiting for transient problems, more
advanced methods (Aitken and quasi-Newton) are able to provide faster convergence.

5 CONCLUSION

Conjugate heat transfer capabilities have been implemented in the FSI coupling tool Co-
CoNuT by enabling exchange of temperature- and heat flux boundary conditions between solid
and fluid solvers. Depending on the Biot number at the interface, unrelaxed Gauss-Seidel
iterations do not converge and stabilisation methods need to be used. This study tests the per-
formance of three methods, originally implemented for fluid-solid coupling in FSI problems, for
stabilising coupling iterations in conjugate heat transfer problems. These methods, being relax-

11
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ation, Aitken relaxation and the quasi-Newton method, are tested on a heated flat plate problem
in both steady state and transient problems. This shows that the order in which temperature
and heat flux are exchanged is particularly important. Temperature Forward Flux Back schemes
perform best in steady state cases, while Flux Forward Temperature Back schemes perform best
in transient cases. Furthermore, the quasi-Newton method only converges faster in fast transient
problems, while it performs significantly worse in steady state or slow transient cases.
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