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ABSTRACT

The rapid rise of Large Language Models (LLMs) has created new disruptive possibilities for persua-
sive communication, by enabling fully-automated personalized and interactive content generation at
an unprecedented scale. In this paper, we survey the research field of LLM-based persuasion that
has emerged as a result. We begin by exploring the different modes in which LLM Systems are
used to influence human attitudes and behaviors. In areas such as politics, marketing, public health,
e-commerce, and charitable giving, such LLM Systems have already achieved human-level or even
super-human persuasiveness. We identify key factors influencing their effectiveness, such as the
manner of personalization and whether the content is labelled as AI-generated. We also summarize
the experimental designs that have been used to evaluate progress. Our survey suggests that the
current and future potential of LLM-based persuasion poses profound ethical and societal risks, in-
cluding the spread of misinformation, the magnification of biases, and the invasion of privacy. These
risks underscore the urgent need for ethical guidelines and updated regulatory frameworks to avoid
the widespread deployment of irresponsible and harmful LLM Systems.

1 Introduction

Persuasive communication, defined as “any message that is intended to shape, reinforce, or change the responses of
another, or others”, has existed both as a practice and as an academic discipline for many decades [41]. Until recently,
it has been the prerogative of humans to persuade others, initially through personal or small-group communication,
and later through mass-communication channels and technologies such as the printed press, radio, and television.
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Figure 1: Overview of factors influencing the persuasiveness of an LLM System: (1) whether interactive dialogue is
used, (2) the size of the LLM, (3) whether AI authorship is disclosed to users, (4) whether prompts are specifically
engineered for persuasion, (5) the use of personal data for personalization, and (6) the use of authoritative language.
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Since the rise of the internet, persuasion has become increasingly personalized, thus enhancing its reach and effective-
ness [19, 27, 24]. Whereas earlier mass-communication via printed or audio-visual media could be targeted only to a
limited extent to the demographics of a communication channel’s audience, the internet allows far more fine-grained
personalization, in some applications even down to the individual.

With the advent of Large Language Models (LLMs), marked by the release of ChatGPT in 2022, a new era in per-
suasive communication begins. In just a few years, LLMs have evolved from basic autoregressive text continuation
models to models with remarkable emergent capabilities. We discuss an emergent capability that appears especially
powerful and possibly concerning: their potential for intentionally generating human-like content that shapes atti-
tudes, informs opinions, and drives behaviors across various domains. This evolution enables a significant change in
the landscape of persuasion from selecting and presenting human-generated content, albeit in a personalized manner,
to automatically generating tailored, context-aware, and hyper-personalized messages at scale.

Several key characteristics make LLM Systems, i.e. LLMs integrated with other technologies and deployed for specific
applications, particularly effective for persuasive communication. First of all, they allow for unprecedented person-
alization and adaptability as they excel at tailoring messages to individual preferences and psychological profiles,
creating targeted content that resonates with a targeted group or even a specific individual [3, 31, 5, 12, 13, 21]. Second
and related to this, LLM Systems appear capable at exploiting cognitive biases that make humans vulnerable to per-
suasion and manipulation, thus allowing them to achieve persuasive impact beyond what was possible with classical
scalable approaches [5, 9, 12, 13, 18]. Third, they allow for interactive conversations, enabling engaging experiences
that can be more effective than traditional one-way messaging [2, 5, 12, 13, 29]. Fourth, despite known weaknesses of
LLMs in terms of hallucinations, they are capable of a high degree of message consistency even across a prolonged
personalized interaction [5, 14, 28, 16, 22]. And finally, in comparison to other persuasion methods that share the pre-
viously mentioned characteristics, LLM Systems are far more scalable because they can engage in hyper-personalized
persuasive interactions at scale without proportional resource increases [2, 3, 9, 13, 14, 16].

During the past two years, these key characteristics of LLM Systems have led to the emergence of a new subfield of
persuasion research, which we refer to as LLM-based persuasion.

The effectiveness of LLM Systems for persuasion depends on various configurable factors, as illustrated in Figure 1.
These include whether interactive dialogue is enabled, the scale of the language model employed, whether AI author-
ship is disclosed to users, the use of persuasive prompt engineering, incorporation of personal data for personalization,
and employment of authoritative language. Each of these factors can significantly impact the system’s persuasive
capabilities, as we will discuss in detail in Section 3.

Purpose of this survey. Through a systematic review of peer-reviewed articles, conference papers, and reputable
industry reports published between 2022 and 2024, we provide a comprehensive overview of the state-of-the-art in
LLM-based persuasion. We examine the applications across various domains of LLM Systems for persuasion, factors
and design choices influencing their persuasiveness, the methodological techniques used to study their persuasiveness
and thereby quantify progress, and the associated ethical and regulatory challenges. Our survey focuses on experi-
mental studies that directly tested the persuasive capabilities of LLM Systems.

The rest of the paper is organized as follows:

• Section 2 reviews the application domains where LLM-based persuasion has been studied, including politics,
marketing, public health, e-commerce, and efforts to combat misinformation.

• Section 3 analyzes the factors that influence the persuasive capabilities of LLM Systems, such as AI source
labeling, model scale, and persuasion strategies.

• Section 4 examines the experimental design patterns employed in LLM persuasion studies, highlighting study
methodologies, treatment condition structures, control strategies, and methods used to assess persuasiveness.

• Section 5 discusses the ethical considerations and regulatory landscape surrounding LLM-based persuasion.
• Section 6 concludes by summarizing key findings, identifying research gaps, and suggesting directions for

future work.

By mapping the current state of research on LLM-based persuasion, this survey aims to provide a comprehensive
overview of this rapidly evolving field. In doing so, we hope to raise awareness among researchers, practitioners,
policy makers, and the general public, of the power of LLM Systems for persuasion today and in the near future, and
to point out the resulting ethical and societal challenges that lie ahead of us.

Table 1 provides an overview of the surveyed papers, showing for each paper the application domain it covered, the
factors influencing persuasiveness it studied, and the experimental design it adopted.
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Table 1: Summary of papers by application domains, influencing factors studied, and methodological characteristics.
Filled circles ( ) indicate the domain/factor was explicitly studied or the methodology was used in the paper.

Application Domains Influencing Factors Methodology Success Metrics Persuasiveness
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[2]  # # # #  # # # #    #    #   # #  #  # #
[3] #  # # # # # #  #     #  # #   # # # # # # #
[5] #  #  #  # #  # # # # # #  # #   # # #  # # #
[8]  # # # # # #  # #     # #  # #   # # #  # #
[9] # # #  #  # #  # # #   # # #  # #  # # #  # #
[12] # #  # #  # # #  # # # # #  #  #  # # # # # #  
[13] # # #  #  # # #  #   #    #  # # #  # # #  
[14] #  # # # #  #  # # #   # #   # #  # # #  # #
[16]  # #    # #   # # # # # #  #     # #  # #
[17] #  # # # # # #  # #    # # #  # #  # # #  # #
[18] #  # # # # # #   # # #  #  #  #  # # # #  # #
[20] #  # # # # # # #  #   # #  # #  # # # # #  # #
[21] #  # # # # # #  #     # #  # #  # # #  # # #
[22] #  # # # #  # # # #    # #  # #  # # # #  # #
[28]  # # # # # #   #  #   # #  # # #  # #  # # #
[29] # # #  #  # # # #  # # # # #  # # # #   # # #  
[30]  # # # # # #  # # #    # # # #   # # #  # # #
[31]    # # # #    #    # #      # # # # #  
[32] # #  # # # # #   # # #  # # # #    # # #  # #
[33] # # #  #  # # # #  #  # # #  # # #  # # # # #  
[34] #  #  # # #  # # #    # # #  #   # # #  # #
[35] # # # #  # # #  # # # #  #  # #    # # # # #  
[36] #  # # #      #    # #      # #  # # #
[38] # #  # # # # # # # #   #  # # #    # #  # # #
[39] #  # # # # # #   # #  # #  # # #   # #  # # #
[40]  # #  # # # #  # # # #  # # #  #    # #  # #
[42]   # # #  #  # #  #   # #  # # #  # # # #  2 #
[44] # # # #   # #  # # # # # # # #  #  # # # # # #  
[45] # #  # #  #  # #     # #  #  #  # #  # # #
[46]  # #  # #    #  # #  # # #  #    #  # # #

2 Application Domains

LLM Systems have been deployed across various domains to influence human behavior and attitudes. This section
examines five key application areas, each presenting unique challenges and opportunities for persuasive AI.

2.1 Public Health

Public health applications uniquely combine the need for scientific accuracy with persuasive impact, where even small
improvements in message effectiveness can have significant societal benefits.

Vaccination communication has been a key focus area. Altay et al. [2] developed a COVID-19 vaccine chatbot that
effectively improved attitudes and intentions through interactive dialogues allowing users to choose questions about
common vaccine hesitancies. Karinshak et al. [28] found that GPT-3-generated messages were perceived as more
effective and evoked more positive attitudes than human-authored CDC messages, though participants preferred mes-
sages not labeled as AI-generated.

Beyond vaccines, Lim and Schmälzle [30] found that AI-generated health messages rated higher than human-generated
ones when source was not disclosed, though disclosure reduced preference particularly among those with negative AI
bias. Böhm et al. [8] investigated health advice, finding that while AI authors were perceived as less competent when
source was transparent, there was no significant difference in content quality or intent to use the advice. Costello
et al. [13] demonstrated success in using personalized LLM dialogues to address health-related conspiracy theories,
achieving approximately 20% reduction in belief through their approach.

2Teigen et al. [42] study only the source labeling factor and use only AI generated messages. They conclude that Human source
labels are more persuasive than AI source labels.
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2.2 Politics

Political marketing, communication, and propaganda are obvious areas in which LLM Systems are bound to be de-
ployed in practice. Several studies have specifically focused on this area.

Bai et al. [3] demonstrated that LLM-generated political messages could be as persuasive as human-written ones across
different policy issues, with participants generally unable to distinguish between AI and human authorship. Palmer
and Spirling [34] found that while LLM arguments were generally as convincing as human arguments, they had lower
reading difficulty and a more positive tone, with awareness of AI authorship leading to slightly lower preference.

Although the evidence remains somewhat mixed and limited, microtargetting appears to enhance persuasiveness in pol-
itics. Hackenburg and Margetts [20] examined personalized political messages, finding that baseline LLM-generated
messages were inherently persuasive even without extensive targeting. Simchon et al. [39] showed increased perceived
persuasiveness when messages matched personality traits, though effect sizes were small. Hackenburg et al. [21] found
that LLMs performing partisan role-play outperformed human experts particularly on right-leaning issues.

The risks of political misuse were specifically examined by Goldstein et al. [17] and Durmus et al. [14]. Goldstein et al.
[17] found GPT-3-generated propaganda was highly persuasive though slightly less compelling than human-created
propaganda (43.5% vs 47.4% agreement), while Durmus et al. [14] showed that larger models like Claude 3 Opus could
produce arguments comparable to human-crafted ones. Teigen et al. [42] demonstrated that AI-labeled arguments were
consistently rated less persuasive than human-authored ones across all domains, with this effect particularly strong in
expert domains.

2.3 E-commerce and Marketing

E-commerce applications highlight the intersection of persuasion with economic incentives, where message effective-
ness directly translates to financial outcomes.

Chen et al. [12] examined how AI chatbots could enhance users’ adoption intentions through personalized product
recommendations, finding that both cognitive and emotional trust played important roles. Meguellati et al. [32] stud-
ied personality-based advertisement generation, finding that LLM-generated ads for openness-based traits performed
comparably to human-written ads, though performance varied across different personality traits.

Shin and Kim [38] demonstrated that LLM-modified customer complaints significantly outperformed unedited ones in
achieving higher perceived likelihood of compensation success, particularly when focusing on enhancing clarity and
professionalism. Zhang and Gosline [45] found that AI-generated content was perceived as high quality when content
origin was not disclosed, though human favoritism emerged when source was revealed.

2.4 Mitigating Misinformation

Misinformation mitigation represents a distinct challenge where LLM Systems aim to not only persuade but also
maintain and enhance credibility.

Zhou et al. [46] found that AI-generated misinformation displayed distinct linguistic differences from human-created
content, using more emotional and cognitive processing expressions, making detection more challenging. Spitale et al.
[40] revealed that participants had difficulty distinguishing between GPT-3-generated and human-generated content,
processing synthetic content more rapidly but with varied precision.

Interactive approaches showed particular effectiveness. Costello et al. [13] achieved significant reductions in conspir-
acy beliefs through personalized dialogues, while Metzger et al. [33] found that high authority communicative styles
effectively increased trust more than capability disclaimers. Carrasco-Farre [9] showed that LLMs matched human
persuasiveness by leveraging complex language and moral framing rather than emotional content.

2.5 Charity

Charitable giving applications involve unique persuasion challenges, requiring systems to motivate prosocial behavior
without manipulation.

Yoon et al. [44] investigated how multiple coordinated chatbots could encourage charitable donations, finding that
organizational alignment enhanced credibility though some approaches appeared overly insistent. Furumai et al. [16]
demonstrated success with a multi-step dialogue approach that achieved superior scores in both persuasiveness and
factual accuracy by grounding appeals in verifiable data and success stories.
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3 Factors Influencing Persuasiveness

Although in general the performance of LLM Systems is impressive, some variability exists. Several authors have
reported on LLM Systems achieving super-human performance in various persuasion-related tasks (e.g., Breum et al.
[5], Hackenburg et al. [21], Karinshak et al. [28], Lim and Schmälzle [30], Salvi et al. [36], Simchon et al. [39], Zhang
and Gosline [45], Zhou et al. [46]). Others have reported performance that is on par with human-level persuasion
(e.g., Bai et al. [3], Goldstein et al. [17], Hackenburg and Margetts [20], Hackenburg et al. [22], Palmer and Spirling
[34], Spitale et al. [40]), or in some conditions slightly inferior (e.g., Teigen et al. [42]).

The effectiveness of LLM Systems in persuasive communication is influenced by a complex interplay of factors.
Understanding these factors is crucial for both researchers and practitioners in the field of AI-driven persuasion. This
section examines six key elements that shape the persuasive capabilities of LLM Systems: interaction approach, model
scale, prompt design, AI source labeling, personalization, and appeals to authority.

3.1 Interaction Approach

The manner in which an LLM System interacts with users can significantly affect its persuasive impact. Research has
investigated interaction approaches ranging from passive information delivery over targeted personalized messaging
to interactive dialogues and debates.

At one end of the spectrum, LLM Systems deliver content for users to consume with minimal interaction. Altay
et al. [2] evaluated a chatbot delivering vaccine information through static text and interactive formats, finding that
increased engagement time with static content could be equally effective. Bai et al. [3] demonstrated how LLM-
generated political messages could influence public opinion through direct content delivery.

More sophisticated approaches incorporate personalization and targeted messaging. Matz et al. [31] developed systems
aligning messages with users’ personality traits, while Meguellati et al. [32] generated personalized advertisements for
specific consumer segments. In political contexts, Hackenburg and Margetts [20] and Simchon et al. [39] demonstrated
how personalized political messages could shape opinion dynamics. Their research showed that while personalization
enhanced message relevance, its effectiveness varied depending on the political context and user characteristics.

The most advanced approaches enable interactive dialogues and debates. Breum et al. [5] demonstrated this through
structured debates where LLMs acted as convincing agents, while Salvi et al. [36] revealed how conversation dy-
namics influence persuasiveness in debate settings. In addressing misinformation, Costello et al. [13] and Durmus
et al. [14] showed how interactive dialogues could effectively counter false beliefs, with Costello et al. [13] reporting
approximately 20% reduction in conspiracy beliefs through personalized dialogues.

Research suggests that active engagement typically achieves stronger persuasive effects than passive information de-
livery, particularly for complex topics requiring sustained attitude change. This advantage appears to stem from the
ability to address specific user concerns in real-time and adapt persuasive strategies based on user responses.

3.2 Model Scale

The scale of the model, particularly its number of parameters and overall complexity, plays a significant role in
determining the persuasive capabilities of LLM Systems. Research in this area has focused on how model size impacts
language understanding, coherence, and ultimately, persuasive ability.

Several studies have demonstrated that larger LLMs exhibit enhanced persuasive capabilities due to improved language
understanding and coherence. Breum et al. [5] conducted a comprehensive study using advanced systems like Llama-
2-70B-chat and Claude 3 Opus, finding that increased model size correlated with more nuanced and contextually
appropriate persuasive content. Durmus et al. [14] observed that larger models could produce arguments comparable
in quality to those crafted by humans, particularly in tasks requiring sophisticated language understanding.

However, the relationship between model size and persuasive power is not linear. Hackenburg et al. [22] observed
diminishing returns on persuasiveness as model size increases. Their study indicated that beyond a certain scale,
additional parameters do not significantly enhance the LLM’s persuasive capabilities. This suggests that while model
scale is important, beyond a certain threshold, factors such as training data quality and fine-tuning strategies may play
a larger role in enhancing persuasiveness.

An interesting aspect of larger models is their increased ability to perform zero-shot tasks, as highlighted by Furumai
et al. [16]. They found that increased model size enables LLM Systems to leverage their generalization capabilities,
making them more adaptable across various domains without specific training. This adaptability is particularly valu-
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able in persuasive contexts where the ability to generate contextually appropriate and convincing arguments across
diverse topics is essential.

3.3 AI Source Labeling

The impact of disclosing AI authorship on persuasiveness has been extensively studied, with findings suggesting
complex effects on message reception and effectiveness.

Several studies have found that content perceived as human-authored tends to be viewed as more trustworthy and
persuasive compared to content explicitly labeled as AI-generated. Böhm et al. [8] observed that AI-authored content
is often associated with lower perceived competence when identity was known, although this did not affect content
quality assessments or sharing intentions. Karinshak et al. [28] demonstrated that messages labeled as AI-generated
were rated less favorably, showing a dispreference for AI-labeled content despite it being more persuasive objectively.
Teigen et al. [42] found that AI-labeled arguments were perceived as less persuasive, particularly in expert domains,
with expert human labels increasing persuasiveness significantly more than expert AI labels.

However, some studies suggest ways to mitigate these negative effects. Matz et al. [31] found that the impact of source
disclosure was minimal on persuasiveness when messages were effectively personalized. Their research showed that
knowledge of AI message generation did not significantly deter the effectiveness of persuasion, indicating robustness
when combined with sophisticated personalization strategies.

3.4 Prompt Design

Prompt design significantly impacts the effectiveness of LLM Systems in persuasive communication. Several studies
have demonstrated that prompt designs which establish a personal connection with users significantly enhance the
persuasiveness of LLM-generated content.

Karinshak et al. [28] tested various prompting strategies, including zero-shot and few-shot prompts, finding that proper
prompt design significantly affected message quality and relevance. Simchon et al. [39] discovered that prompts
encouraging logical reasoning and evidence-based persuasion outperformed those relying on rhetorical or emotional
language, resulting in more convincing arguments.

Furumai et al. [16] demonstrated that strategic prompting balancing persuasive communication with factual correct-
ness ensures the reliability of LLM-generated content. Their research employed few-shot examples to guide zero-shot
responses across multiple domains while maintaining strategic approaches. Pauli et al. [35] found that prompt vari-
ations in instructions to increase or decrease persuasive language significantly influenced text output, with reduction
instructions leading to shorter, less persuasive text.

3.5 Personalization

Empirical evidence strongly supports the effectiveness of tailoring content to individual user characteristics. This
personalization significantly enhances both engagement and persuasive impact across various domains.

Meguellati et al. [32] demonstrated that LLM personalization for specific personality traits like openness achieved
user engagement similar to human-written content, though performance varied across different traits. Matz et al.
[31] showed that personalized messages significantly influenced attitudes and intended behaviors more than generic
messages, with effectiveness remaining robust even when AI authorship was disclosed.

In the political sphere, Simchon et al. [39] found that personalized political messages matching participant personality
traits increased perceived persuasiveness, albeit with small effect sizes. Salvi et al. [36] demonstrated that including
personalization in debate contexts significantly enhanced persuasive effectiveness, highlighting the importance of
tailored messaging in dynamic interactions.

3.6 Appealing to Authority

The ability of LLM Systems to leverage authority and expertise represents another crucial aspect of their persuasive
capabilities. Several studies have demonstrated the effectiveness of authority-based approaches in enhancing message
credibility and impact.

Altay et al. [2] found that messages incorporating expert-verified information built greater credibility with users and
were consequently more persuasive. Their study demonstrated that when LLM Systems present content as being
endorsed by recognized authorities, users are more likely to trust and be influenced by the information.
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Metzger et al. [33] investigated how conversational styles affect trust, finding that high authority prompts increased
trustworthiness more than any disclaimers about limitations. Their research showed that when LLM Systems adopt
authoritative tones and present information in a manner consistent with expert communication, trust levels are elevated,
which in turn enhances persuasiveness.

The effectiveness of authority appeals appears particularly important in complex or specialized domains. Costello
et al. [13] found that in contexts requiring high cognitive effort or involving complex arguments, such as addressing
conspiracy theories, the perceived expertise of the LLM System significantly impacted its persuasive power. Similarly,
Yoon et al. [44] demonstrated that authority conveyed through organizational alignment enhanced chatbot credibility,
though the effectiveness varied based on the approach to authority presentation.

4 Experimental Design Patterns

Quantifying the effectiveness of automated approaches to persuasion, while ensuring high ecological validity, is a
challenging task. This has been approached in widely differing ways across the literature, varying depending on the
particular research questions addressed and methodological choices. This section examines the key characteristics of
the experimental designs that have been developed and used, including study types, treatment condition structures,
control strategies, and quantifications of success.

4.1 Study Types and Methodological Approaches

The reviewed studies demonstrate a clear preference for controlled experimental designs, with several key method-
ological approaches emerging. Randomized controlled trials (RCTs) form the backbone of many investigations, with
studies like Altay et al. [2], Costello et al. [13], Hackenburg and Margetts [20], and Salvi et al. [36] employing this
rigorous methodology to establish causal relationships. Pre-registered experiments, as used by Bai et al. [3], Böhm
et al. [8], and Goldstein et al. [17], add another layer of methodological rigor by committing to analysis plans before
data collection.

Between-subjects designs are particularly common, ranging from simple two-condition comparisons to complex facto-
rial designs. Lim and Schmälzle [30] employed a between-subjects design with substantial sample sizes (151 and 183
participants across two studies) to examine source disclosure effects. Spitale et al. [40] utilized a between-subjects de-
sign with 697 participants to assess responses to AI-generated versus human-authored tweets. Zhang and Gosline [45]
conducted a large-scale between-subjects study with 1203 participants comparing four different content generation
paradigms. Hackenburg et al. [21] implemented a sophisticated nine-condition design examining various combina-
tions of source attribution and message framing, while Teigen et al. [42] employed a 4x2 factorial design to investigate
the interaction between source expertise and AI attribution.

Comparative studies were also prevalent, with Carrasco-Farre [9], Durmus et al. [14], and Palmer and Spirling [34]
directly comparing different persuasive approaches. Zhou et al. [46] employed a mixed-methodology approach com-
bining experimental user studies with algorithmic evaluations to assess misinformation detection mechanisms.

Some studies employed innovative methodological approaches, such as Breum et al. [5]’s synthetic persuasion dia-
logue and Li et al. [29]’s simulation of opinion network dynamics. Mixed-method approaches were also observed, as
in Shin and Kim [38]’s combination of observational and experimental methodologies, while others like Chen et al.
[12] and Metzger et al. [33], utilized survey-based designs to examine user perceptions and responses.

4.2 Treatment Condition Structures

Treatment conditions in these studies typically varied along four main dimensions, reflecting the specific research
questions addressed. These research questions often relate to the factors influencing persuasiveness of LLM Systems
discussed in Sec. 3.

1. Source Attribution: Many studies manipulated whether participants were aware of the AI authorship of
content. For example, Palmer and Spirling [34] explicitly compared conditions where argument sources were
revealed versus concealed, and Böhm et al. [8] examined transparent versus non-transparent author identity
conditions. Karinshak et al. [28] further explored this by varying source attributions across different expertise
levels. Zhang and Gosline [45] implemented baseline (no awareness), partially informed, and fully informed
conditions regarding content origins. Lim and Schmälzle [30] specifically examined how source disclosure
moderated the impact of negative attitudes toward AI.
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2. Message Characteristics: Studies often varied the nature of the generated content. For instance, Carrasco-
Farre [9] examined different persuasive strategies, and Simchon et al. [39] explored personality-congruent
political ad variations. Pauli et al. [35] specifically focused on varying persuasive language characteristics in
text pairs. Spitale et al. [40] implemented a novel four-way categorization of content (organic true, organic
false, synthetic true, and synthetic false) to evaluate both truthfulness and origin perception.

3. Interaction Patterns: Several studies manipulated how participants engaged with the LLM Systems. Yoon
et al. [44] tested different chatbot response patterns, while Costello et al. [13] implemented structured three-
round conversations. Furumai et al. [16] explored various interaction strategies through their modular chatbot
system.

4. Targeting Approaches: Multiple studies examined different targeting strategies. For example, Hackenburg
and Margetts [20] compared accurate targeting, non-targeted messages, and false targeting conditions. Matz
et al. [31] and Meguellati et al. [32] investigated personality-based targeting approaches.

4.3 Control Condition Strategies

Control conditions exhibited notable variation across studies, with five main approaches emerging:

1. No-Message Controls: Several studies (Goldstein et al. [17], Hackenburg et al. [22], Hackenburg et al. [21])
used no-message exposure as their baseline condition.

2. Human-Authored Content: Studies like Durmus et al. [14], Meguellati et al. [32], and Karinshak et al. [28]
used human-written content as control conditions. Spitale et al. [40] and Zhou et al. [46] used human-created
content as benchmarks for comparing AI-generated materials.

3. Alternative Interaction Methods: Some studies employed different interaction formats as controls. For
example, Altay et al. [2] used brief text reading as a control for chatbot interaction, while Salvi et al. [36]
used human-human debates as a control condition.

4. Neutral Content: Several studies used content-matched but neutral versions as controls, such as Griffin et al.
[18]’s use of neutral article versions and Bai et al. [3]’s neutral message control. Lim and Schmälzle [30]
employed unlabeled messages as a control condition to test source disclosure effects.

5. Baseline Systems: Technical studies often used existing systems as controls, exemplified by Furumai et al.
[16]’s use of state-of-the-art chatbots and Breum et al. [5]’s baseline argument condition.

4.4 Quantifications of success

The analysis of LLM persuasiveness employs diverse quantifications of success across studies, which can be catego-
rized into seven main dimensions. Each dimension captures different aspects of persuasive impact and employs distinct
methodological approaches, reflecting both traditional persuasion research methods and novel approaches specific to
AI-generated content.

Opinion Change Opinion change measurements focus on shifts in participants’ beliefs or attitudes following expo-
sure to LLM-generated content. These studies employ various methodological approaches to capture both immediate
and longer-term attitude shifts. Altay et al. [2] utilized pre-post surveys to measure changes in vaccine attitudes, while
Costello et al. [13] implemented a 0-100 belief scale to track changes in conspiracy theory beliefs. In political contexts,
Hackenburg et al. [22] measured shifts in policy stance agreement, and Griffin et al. [18] assessed attitude changes
through article framing effects. More nuanced approaches included Carrasco-Farre [9]’s examination of agreement
changes using linguistic metrics and Durmus et al. [14]’s use of 7-point Likert scales to measure stance changes.

Agreement with Messages and Classification Accuracy While related to opinion change, agreement measure-
ments typically focus on immediate responses to persuasive content rather than longer-term attitude shifts. Bai et al.
[3] employed 101-point policy support scales, providing fine-grained measurements of agreement levels. Spitale et al.
[40] introduced a novel approach measuring participants’ ability to correctly classify content origin and truthfulness,
finding that participants struggled to differentiate between AI and human-authored content. Goldstein et al. [17] and
Salvi et al. [36] examined agreement in political contexts, with the latter specifically focusing on debate scenarios.
More complex approaches included Hackenburg et al. [21]’s use of role-playing variations and Hackenburg and Mar-
getts [20]’s examination of targeting effects on agreement. Furumai et al. [16] contributed unique insights through
worker evaluations of chatbot-generated persuasive content.
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Behavioral Intent and Economic Metrics Moving beyond attitudinal measures, behavioral intent measurements
provide insights into the practical impact of LLM persuasion. Böhm et al. [8] and Chen et al. [12] focused on partic-
ipants’ intentions to follow AI-generated advice, revealing an interesting disconnect between source perception and
behavioral response. Zhang and Gosline [45] introduced economic metrics through willingness-to-pay measurements
and satisfaction ratings using 7-point Likert scales. Shin and Kim [38] examined behavioral outcomes in customer
service contexts, measuring the likelihood of concrete actions following LLM-edited complaint messages.

Engagement and Detection Metrics While behavioral intent focuses on future actions, engagement metrics assess
how users interact with LLM Systems during persuasive exchanges. Meguellati et al. [32] examined engagement
through product ratings and responses to personality-tailored advertisements, utilizing both behavioral and self-report
measures. Zhou et al. [46] introduced detection-based metrics, measuring both human judgment accuracy and al-
gorithmic detection rates for AI-generated content. Yoon et al. [44] provided insights into engagement patterns in
multi-chatbot environments, measuring user preferences and interaction patterns across different chatbot configura-
tions.

Perceived Effectiveness Perceived effectiveness measurements capture users’ subjective evaluations of LLM per-
suasiveness through various methodological approaches. Lim and Schmälzle [30] assessed perceived message ef-
fectiveness through ratings and selection tasks, particularly examining how source disclosure affected evaluations.
Karinshak et al. [28] utilized multi-dimensional effectiveness scales, including argument strength and trustworthiness
measures. Metzger et al. [33] employed validated scales, including Jian et al. [26]’s trust scale and Bartneck et al. [4]’s
human-likeness scale. Pauli et al. [35] and Simchon et al. [39] focused on comparative effectiveness ratings, while
Teigen et al. [42] incorporated the GAAIS scale[37] for deeper analysis of AI-specific perceptions. Matz et al. [31]
introduced economic measures through willingness-to-pay metrics, and Palmer and Spirling [34] examined perceived
argument convincingness in political contexts. Breum et al. [5] used pairwise comparisons through crowdworkers to
evaluate the relative persuasiveness of arguments.

Technical Metrics Complementing subjective measurements, a subset of studies employed computational and tech-
nical measures to assess persuasiveness. Carrasco-Farre [9] utilized a comprehensive suite of linguistic metrics, includ-
ing readability scores, lexical complexity measures, and sentiment analysis tools. Li et al. [29] developed simulation
metrics for analyzing opinion dynamics in network contexts. Shin and Kim [38] combined traditional persuasion
measures with AI detection tools to assess message authenticity and effectiveness. Spitale et al. [40] analyzed pro-
cessing speed and precision in tweet classification, providing insights into how participants engage with and evaluate
AI-generated content.

Temporal Measurement Patterns The studies exhibit distinct patterns in their temporal approach to measurement,
particularly regarding pre/post comparisons and longitudinal follow-up. A substantial number of studies employed
pre/post measurements to assess immediate persuasive effects, with Altay et al. [2], Bai et al. [3], and Durmus et al.
[14] using baseline and endline questionnaires to track attitude changes. Goldstein et al. [17] and Salvi et al. [36]
measured agreement both before and after exposure to persuasive content, while Metzger et al. [33] assessed trust
levels before and after conversations. Yoon et al. [44] implemented a comprehensive temporal structure with pre-
surveys, interaction measurements, and post-surveys.

However, longitudinal follow-up measurements were relatively rare in the literature. Notable exceptions include
Costello et al. [13], who conducted follow-up measurements at both 10 days and 2 months post-intervention to as-
sess the durability of belief changes, and Altay et al. [2], who implemented a follow-up questionnaire 1–2 weeks after
the initial experiment. Salvi et al. [36] included post-debate identity perception measurements, providing insights into
lasting effects of the persuasive interaction. Most new studies including Spitale et al. [40], Lim and Schmälzle [30],
and Zhang and Gosline [45] focused on immediate post-exposure measurements, further highlighting the scarcity of
longitudinal studies in the field.

The diversity in approaches to quantify success in achieving persuasion reflects both the complexity of assessing
persuasiveness and the field’s methodological evolution. While some dimensions draw from established persuasion
research traditions, others introduce novel metrics specifically designed for AI-generated content. The combination of
subjective measures with objective metrics provides a more comprehensive understanding of LLM persuasiveness.
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5 Ethical Considerations

The surveyed literature demonstrates that LLM Systems have been built that meet or exceed human capabilities in
persuasion. Thus, their deployment in practice is bound to become more common as well. It should therefore be a
matter of priority to consider the ethical implications associated with their deployment.

This section examines some of the potential dangers and pitfalls of using LLM Systems for persuasion, and briefly
discusses the current state of regulation in this rapidly evolving field. We will summarize the concerns and associated
suggestions voiced in the relevant literature, occasionally complemented with our own perspective.

5.1 Ethical and societal risks

The main ethical risks identified relate to information integrity and the risk of manipulation, deception, and coercion,
the risk of societal polarization, the risk of biases being propagated by LLM Systems used for persuasion, the lack of
transparency and accountability, and possible threats to privacy. We discuss them in turn below.

5.1.1 Information integrity

Mis-, dis-, and malinformation: a controversial subject The nature and impact of mis- and disinformation is re-
ceiving increasing amounts of attention, both in academic research and in the public sphere. It is a controversial field,
not least because there is lack of consensus about both the definition and the actual risks posed by mis- and disinforma-
tion today. While misinformation is often used as an umbrella term for all false information, it is sometimes specified
as falsehood without intention to cause harm or deceive, in contrast to disinformation that denotes false information
with malicious intent [25]. Controversy in the field is illustrated in a June 2024 special issue of Nature on ‘fake news’,
which featured two articles that appear to contradict each other. Ecker et al. [15] argues that misinformation is even
more harmful for democracy than we might think. Budak et al. [6], on the other hand, analyzed the reach and impact
of misinformation, and found that the number of people exposed to misinformation remains limited today, that those
who do get exposed are relatively unaffected by it, and that those who are affected by it were looking for it anyway. A
similar conclusion had already been reached earlier by Altay et al. [1].

Both views may be valid, as they use very different definitions of ’misinformation’. While Budak et al. [6] adopt a
narrow definition as demonstrably false and inflammatory content, Ecker et al. [15]’s definition is more expansive,
and includes true information that may be harmful, sometimes referred to as malinformation. The problematically
loose manner in which terms such as mis- and disinformation are being used, not only in popular parlance but also in
scientific discourse, has been discussed in depth by Uscinski et al. [43].

Can (and should) LLM Systems bring order in the information chaos? Many authors argue that a narrow defini-
tion is insufficient, as much harm can be done by spreading information that is factually true. They argue that true facts
can also be misleading, inflammatory, or otherwise harmful, if they are presented in an emotionally charged manner;
if other truths are omitted or concealed to present a biased picture of reality; or when the truthful claims are easy to
misunderstand by people who lack the required background.

This view has compelled some researchers to advocate or investigate the use of LLM Systems in combatting mis-
information, sometimes in its expansive definition. For example, Altay et al. [2] explored the use of an LLM-based
chatbot to counter misinformation about COVID-19 vaccines. Just minutes of interaction with the chatbot significantly
increased people’s vaccination intentions, and made their attitudes toward COVID-19 vaccines more positive. Chen
and Shu [11] study more generally how to use LLM Systems to combat misinformation, including LLM-generated
misinformation. Costello et al. [13] find that conversational LLM Systems can be effective in durably countering belief
in unsubstantiated or false conspiracy theories.

Such use of persuasive LLM Systems sounds attractive (and to some, even inevitable), particularly for authorities,
policy makers, and the media, who are expected to inform the public. Even so, the question remains under which
circumstances, if ever, the persuasive power of LLM Systems can be rightly and safely employed. Delegating the
power to influence the public’s views on what is false and what is true, let alone on what is just and what is unjust,
even to well-intentioned people in a position of authority, carries obvious risks in complex debates where truth may be
elusive or where multiple perspectives on the same facts are possible [6, 1]. The additional persuasive power offered
by LLM Systems greatly adds to these risks.

In their article on catastrophic AI risks, Hendrycks et al. [23] warn against such centralized control and monopoliza-
tion of trusted information. They describe two ways in which this may happen. First, advanced AI systems could
“centralize the creation and dissemination of trusted information”, allowing only the technically most powerful and
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capable actors to shape popular narratives. Second, AI-enabled censorship may arise, starting with good intentions in
the form of fact-checking. However, such efforts may fail to solve the misinformation problem, while they may inspire
certain governments to deploy ‘fact-checking’ AI systems to suppress true information they consider undesirable (e.g.,
by alleging it is malinformation).

Risks of LLM Systems for spreading mis-, dis-, and malinformation Many studies primarily focus on the risk
that LLM Systems can be used to generate mis-, dis-, and malinformation, rather than on their potential to counter
it. Carrasco-Farre [9] and Goldstein et al. [17] highlight the broader implications of LLM-generated misinformation
on society and the integrity of democratic processes, pointing out “the dual potential of LLMs to both enhance and
undermine information integrity” [9]. Breum et al. [5] also investigate the persuasive dynamics between LLM Systems,
concluding that they “have the potential of playing an important role in collective processes of opinion formation in
online social media”. And Spitale et al. [40] find that GPT-3 is not only better than humans at producing accurate
information that is easy to understand, but also at creating compelling disinformation.

Besides the risk of monopolization of truth, Hendrycks et al. [23] also warn against the risks of AI systems that “pollute
the information ecosystem with motivated lies” due to their ability to generate highly personalized disinformation at
an unprecedented scale. They point out that this problem is exacerbated by the emotional connections and trust
relationships people forge with companion chatbots. To make matters worse, such chatbots have access to very private
information, which they can exploit for enhanced persuasion, controlled by large technology corporations and other
powerful actors.

The political sphere is particularly vulnerable to the effects of AI-generated misinformation. Bai et al. [3] discuss
the risks for democratic discourse, raising concerns about the integrity of political processes in an era of advanced
AI-driven communication. Böhm et al. [8] and Palmer and Spirling [34] explore how AI-generated content can shape
public opinion and potentially manipulate societal narratives. Hackenburg and Margetts [20] examine the implications
of microtargeting political messages using LLM Systems, which can subtly manipulate individuals based on their
psychological profiles.

Finally, Carroll et al. [10] focus specifically on manipulation, which can be defined as covert persuasion, or as persua-
sion involving coercion or deception. They also highlight the risk of AI systems manipulating without the intent of the
system designers.

5.1.2 Societal polarization

A possible effect of the information chaos is societal polarization. Matz et al. [31] point out that LLM-generated
personalized persuasive messages can exacerbate echo chambers and social polarization. By tailoring content to indi-
vidual preferences, these systems risk creating information bubbles where users are predominantly exposed to content
that aligns with their existing views, potentially reinforcing biases and limiting exposure to diverse perspectives.
Hendrycks et al. [23] contend that pervasive persuasive AI systems might erode a common sense of reality, causing
people to “retreat even further into ideological enclaves”.

5.1.3 Bias and Unfairness

The persuasiveness of LLM Systems also poses concerns for the reinforcement of biases in the LLM. Indeed, recent
research has shown that LLMs tend to reflect the ideological worldview of their creators, significant normative dif-
ferences in the content they generate across different models and languages [7]. Li et al. [29] suggest that, in the
modelling of collective opinion dynamics, adding LLM agents with opposed or random opinions may reduce the im-
pact of any particular LLM’s bias on people’s opinions. As stressed by Karinshak et al. [28], failure to address such
biases may impact have an unforeseen and dangerous impact on important areas like public health messaging.

5.1.4 Privacy Concerns

The use of LLM Systems for personalized persuasion introduces substantial privacy concerns, particularly due to the
value that personal data can be exploited to personalize persuasive messaging [31]. Specifically in the political domain,
Hackenburg and Margetts [20] raise concerns regarding microtargeting, emphasizing the privacy implications of using
personal data to create personalized political messages.
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5.2 Regulation and Ethical Guidelines

5.2.1 Legal Frameworks

The rapid advancement of LLM Systems in persuasive communication has outpaced existing legal frameworks, cre-
ating a need for updated laws and regulations. For example, Bai et al. [3] and Matz et al. [31] both emphasize the
necessity for regulation to prevent misuse of LLM Systems in generating misinformation or manipulative content.
Their work highlights the gap between current legal structures and the capabilities of modern AI systems. Simchon
et al. [39] call for policy interventions to address the regulatory gaps in AI-mediated political messaging, particularly
in the context of microtargeting. Their research underscores the need for legal frameworks that can effectively govern
the use of AI in sensitive areas like political campaigning.

Various regulatory frameworks worldwide regulate some aspect of LLM Systems for persuasion. Data protection laws
such as the European General Data Protection Regulation (GDPR)3, the California Privacy Rights Act (CPRA)4, and
the Chinese Personal Information Protection Law (PIPL)5, offer certain privacy protections that may limit the extent
to which LLM Systems can exploit personal data for personalization. Regulations specifically targetting AI, such
as the European AI Act6 and the Chinese “Provisions on the Administration of Deep Synthesis Internet Information
Services”7 in particular require transparency regarding the AI origin of AI-generated content. Under its risk-based
framework, the EU AI Act also bans certain uses of AI, such as for ‘harmful subliminal manipulation’. Additionally,
“AI systems intended to be used for influencing the outcome of an election or referendum” is a considered a high-
risk application, which is subject to certain requirements and conformity assessment, thereby somewhat mitigating
possible abuse of persuasive LLM Systems for political gain. The EU AI Act also demands that providers of so-called
“General-Purpose AI Models with Systemic Risk” assess and mitigate them for systemic risks—a rather malleable
concept.

These limited regulatory guardrails provide some protection depending on the application domain. Yet, it is fair to say
that the most powerful generic LLM Systems, such as social media bots, chatbots, and social AI companions, which
may engage in persuasion across many domains, remain largely unregulated.

5.2.2 Ethical Guidelines and Best Practices

In response to the ethical challenges posed by LLM Systems in persuasion, several researchers have proposed guide-
lines and best practices. For example, Carrasco-Farre [9] suggests promoting literacy in AI-generated content discern-
ment and implementing ethical standards to ensure responsible use of persuasive AI technologies. Goldstein et al.
[17] advocate for ethical reviews to manage risks associated with AI-generated propaganda, emphasizing the need for
proactive measures to prevent misuse of these powerful tools. And for public health communication, Karinshak et al.
[28] focus on developing best practices for AI-generated health messaging, emphasizing the importance of factuality
and the need for careful human oversight.

Also providers of LLM Systems have adopted ethical guidelines in their terms and conditions. For example, An-
thropic’s Acceptable Use Policy prohibits the use “for activities and applications where persuasive content could be
particularly harmful. [Anthropic does] not allow Claude to be used for abusive and fraudulent applications [. . . ], de-
ceptive and misleading content [. . . ], and use cases such as political campaigning and lobbying” [14]. How strictly
such policies are interpreted in practice, and how they can be enforced, is less clear.

5.2.3 Accountability Mechanisms

The need for clear accountability mechanisms in the design, deployment, and consequences of LLM-driven persuasion
is a recurring theme in the literature. Hendrycks et al. [23] advocate for comprehensive impact assessments as part of
a responsible deployment strategy for AI technologies. Their work emphasizes the importance of evaluating potential
risks and establishing clear lines of responsibility in AI-driven persuasion systems.

The development of robust accountability frameworks remains an ongoing challenge, requiring collaboration between
technologists, ethicists, policymakers, and other stakeholders to ensure responsible innovation in this rapidly evolving
field.

3https://www.consilium.europa.eu/en/policies/data-protection/data-protection-regulation/
4https://thecpra.org/
5https://personalinformationprotectionlaw.com/
6https://artificialintelligenceact.eu/the-act/
7https://www.loc.gov/item/global-legal-monitor/2023-04-25/china-provisions-on-deep-synthesis-technology-enter-into-effect/
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6 Conclusion and Future Directions

This survey has explored the multifaceted landscape of LLM Systems in persuasive communication, revealing both
their significant potential and the complex challenges they present. LLM Systems have emerged as powerful tools
for persuasion, offering unique advantages in scalability, efficiency, and personalization. The versatility and potential
impact of LLM Systems is evident from their application across diverse domains, including public health, politics,
e-commerce, efforts to combat misinformation, and promoting charitable giving.

The effectiveness of LLM-driven persuasion is influenced by multiple factors, including AI source labeling, model
scale, and specific persuasion strategies. The field is very young, and yet, many surveyed papers already managed
to achieve persuasiveness capabilities on par with or exceeding human performance. It is reasonable to assume that
further research will lead to substantial additional gains in persuasive power of LLM Systems—if not in general, then
at least in specific application contexts. Such research could focus on technical enhancements to LLM Systems for
persuasion, or on the development of comprehensive benchmarks and metrics to enable reproducible and nuanced
evaluations of such systems.

By highlighting the current state-of-the-art, this survey may serve both as a structured inventory of recent research on
LLM Systems for persuasion, and as a warning to the academic community, policy makers, and the general public
about the risks harbored by this technology. Indeed, the deployment of LLM Systems for persuasion raises significant
ethical concerns, such as the risk pervasive personalized misinformation and the monopolization of trusted informa-
tion, of societal polarization, of amplification of biases, of lack of accountability, and of incentives to invade user
privacy. Other important ethical questions remain unanswered, such as about the impact of the language on persuasive
capabilities of LLM Systems, and what the long-term effects are of exposure to AI-generated persuasive content on
individuals and society, on public discourse and actual decision-making.

These ethical concerns underscore the need for robust ethical guidelines and regulatory frameworks. Unfortunately,
existing ethical guidelines are little known and used, inconsistent, and unenforceable, and current regulatory initiatives
appear insufficient to address these challenges. The present survey may be read as an encouragement, or perhaps a
wake-up call, to address these gaps.
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