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HERMITE EXPANSIONS FOR SPACES OF FUNCTIONS WITH

NEARLY OPTIMAL TIME-FREQUENCY DECAY

LENNY NEYT, JOACHIM TOFT, AND JASSON VINDAS

Abstract. We establish Hermite expansion characterizations for several subspaces
of the Fréchet space of functions on the real line satisfying

|f(x)| . e−( 1

2
−λ)x2

, |f̂(ξ)| . e−( 1

2
−λ)ξ2 , ∀λ > 0.

In particular, we extend and improve Fourier characterizations of the so-called proper
Pilipović spaces obtained in [21]. The main ingredients in our proofs are the Bargmann
transform and some achieved optimal forms of the Phragmén-Lindelöf principle.

1. Introduction

A convenient way to characterize the smallest Fourier invariant classical Gelfand-
Shilov space S1/2(R) [10] is given by Gaussian estimates of the involved functions and
their Fourier transforms. In fact, in [6, 10] it is proven that a function or distribution
f on R belongs to S1/2(R) if and only if

|f(x)| . e−ηx2

and |f̂(ξ)| . e−ηξ2 for some η > 0. (1.1)

If we choose the Fourier transform as

f̂(ξ) = (2π)−
1

2

∫ ∞

−∞
f(t)e−itξ dt,

then according to Hardy’s uncertainty principle [12] (cf. [9,13]), we must have 0 < η ≤
1/2 if (1.1) holds for some non-identically zero function f ∈ S1/2(R). Furthermore, in
the extreme case η = 1/2, the function f must necessarily be a constant multiple of

the normalized Gauss function φ(x) := π−1/4e−
1

2
x2

.
In this article, we shall study spaces of functions for which the optimal time-frequency

decay in (1.1) is almost reached. We first consider the Fréchet space of functions on R
such that

|f(x)| . e−( 1
2
−λ)x2

and |f̂(ξ)| . e−( 1
2
−λ)ξ2 , ∀λ > 0. (1.2)

Naturally, the elements of our space extend to entire functions on C. It is recently
suggested in [21, p. 4] that this Fréchet space might coincide with the subspace of

2020 Mathematics Subject Classification. 46E10; 42A38; 42C10; 30H20.
Key words and phrases. Functions with nearly optimal time-frequency decay; Bargmann transform;
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2 L. NEYT, J. TOFT, AND J. VINDAS

L2(R) consisting of functions such that their Hermite series coefficients are of rapid
exponential decay. The first aim of this paper is to give an affirmative answer to this
conjecture (see Theorem 1.1 below). Let

hn(x) = (−1)nπ− 1

4 (2nn!)−1/2e
1

2
x2 dn

dxn
[e−x2

], n ∈ N,

be the Hermite functions. They form an orthonormal basis of L2(R) and consequently
every f ∈ L2(R) can be written as

f =
∑

n∈N
H(f, n)hn, with H(f, n) = 〈f, hn〉. (1.3)

Theorem 1.1. A function f ∈ L2(R) satisfies (1.2) if and only if

|H(f, n)| . e−rn, ∀r > 0. (1.4)

We observe that a function f satisfies (1.4) if and only if f belongs to the Pilipović
space H0,1/2(R), see [20]. Hence, the previous result is the same as the following.

Theorem 1.2. Suppose f ∈ L2(R). Then f ∈ H0,1/2(R) if and only if (1.2) holds
true.

Our second main result refines Theorem 1.1 and provides Hermite expansion char-
acterizations for functions satisfying time-frequency decay estimates governed through
suitable weight functions. Here, by a weight function we mean an unbounded non-
decreasing function ω : [0,∞) → [0,∞). See also Section 2 for some explanation on
the notions occurring in the next statement.

Theorem 1.3. Let ω be a weight function such that ϕ(t) = ω(et) is convex, and such
that ∫ ∞

x

ω(t)

t3
dt = O

(
ω(x)

x2

)
, x → ∞. (1.5)

Then, a function f ∈ L2(R) satisfies

|f(x)| . e−
1

2
x2+λω(|x|) and |f̂(ξ)| . e−

1

2
ξ2+λω(|ξ|) (1.6)

for some λ > 0 (for every λ > 0) if and only if its Hermite coefficients satisfy

|H(f, n)| .
√
n! · e− 1

r
ϕ∗(rn) (1.7)

for some r > 0 (for every r > 0), where ϕ∗ is the Young conjugate of ϕ.

We point out that Theorem 1.1 itself will play an important role in showing Theorem
1.3.

Evidently, if Hω(R) (H0,ω(R)) is the set of all f ∈ L2(R) such that (1.7) holds true
for some r > 0 (for every r > 0), then Theorem 1.3 can be reformulated as follows.

Theorem 1.4. Suppose f ∈ L2(R), and let ω be a weight function such that ϕ(t) =
ω(et) is convex and that (1.5) holds. Then f ∈ Hω(R) (f ∈ H0,ω(R)) if and only if
(1.6) holds true for some λ > 0 (for every λ > 0).
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It turns out that with certain special choices of the weight functions (see Example
4.1) one can recover the full family of so-called proper Pilipović spaces, introduced
in [20] and further studied in [1, 8, 21]. Hence, in the one-dimensional case, our Theo-
rem 1.3 significantly improves and extends upon [21, Theorem 2.2 and Theorem 2.3],
avoiding any need for the use of partial fractional Fourier transforms and, in partic-
ular, supplying so a transparent Fourier characterization of the Pilipović spaces. For
example, in the terminology from [19, 21], Theorem 1.1 is a Fourier characterization
of the “largest” proper Pilipović space. More generally, all these improvements are
summarized by the next corollary; we refer to Section 4 and Example 4.1 below for
unspecified notation. We just mention that for the sake of symbolic consistency, we
have extended the definition of the family of Pilipović spaces to include H0,0(R), the
one-dimensional space generated by the Gaussian φ.

Corollary 1.5. Let s ∈ R♭ be such that 0 ≤ s < 1/2 (such that 0 ≤ s ≤ 1/2). For any
f ∈ L2(R), then f ∈ Hs(R) (f ∈ H0,s(R)) if and only if

|f(x)| . e−
1

2
x2+λωs(|x|) and |f̂(ξ)| . e−

1

2
ξ2+λωs(|ξ|), for some λ > 0 (for all λ > 0),

where the weight function ωs is given by

ωs(t) =





log(1 + t)
1

1−2s , s ∈ R, 0 ≤ s < 1/2,

t
2σ
σ+1 , s = ♭σ,

t2, s = 1/2.

(1.8)

Our article is structured as follows. In Section 2 we briefly discuss some basic
properties of weight functions. Section 3 provides a version of the Phragmén-Lindelöf
principle which allows one to deduce growth properties of analytic functions on sectors
with respect to a weight function. This Phragmén-Lindelöf result, when combined
with the Bargmann and short-time Fourier transforms, is the key to our argument for
proving Theorems 1.1 and 1.3. As a matter of fact, under certain assumptions on ω,
Theorem 3.1 provides a complete characterization of the validity of the concrete form
of the Phragmén-Lindelöf principle that we need. The proofs of Theorems 1.1 and 1.3
are then given in Section 4. Finally, in Section 5, we provide multidimensional analogs
of our main results.

We would like to close this introduction by mentioning that there is an extensive
literature on the interplay between Hermite expansions and function space theory, see
e.g. [4, 15, 17, 18, 23]. (See also [22] for eigenexpansions with respect to elliptic Shubin
operators.)

2. Preliminaries: weight functions

Let ω be a weight function and let σ > 0. We will often impose one or more of the
following conditions on ω at ∞ (we refer to [5, 16] for their analysis):

(α) ω(t+ s) ≤ L[ω(t) + ω(s) + 1], for some L ≥ 1 and ∀t, s ≥ 0 ;
(βσ)

∫∞
1

ω(s)s−1−σ ds < ∞;

(β∗
σ)
∫∞
1

ω(ts)s−1−σ ds = O(ω(t));
(γ) log t = o(ω(t));
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(δ) the function ϕ(t) = ω(et) is convex.

Note that (β∗
2) and (δ) are precisely our hypotheses on ω in Theorem 1.3. Throughout

the article, L always stands for the constant occurring in (α).
Two weight functions ω and κ are called equivalent if ω(t) = O(κ(t)) and κ(t) =

O(ω(t)); as customary, one writes in such a case ω ≍ κ. Observe that each of the
conditions above, except for (δ), is invariant under equivalence of weight functions. We
will make use of the following lemma, whose proof is given within the one of [5, Lemma
1.7].

Lemma 2.1. For any weight function ω there exists a smooth weight function κ such
that ω ≍ κ. Moreover, if ω satisfies (δ), κ can be chosen to satisfy it as well.

Let us now review several notions and results related to our conditions. We first con-
sider the following well-known fact, which we will use in the sequel without mentioning
it.

Lemma 2.2. If a weight function ω satisfies (β∗
σ) for σ > 0, then, ω satisfies (α) and

(βσ).

Proof. Trivially ω satisfies (βσ), while, since ω is non-decreasing, we have

ω(2t) ≤ σ2σ
∫ ∞

2

ω(st)s−1−σ ds = O(ω(t)),

which yields (α). �

We shall also need the next elementary lemma.

Lemma 2.3. If a weight function ω satisfies (βσ) for σ > 0, then, ω(t) = o(tσ).

Proof. For t > 0, since ω is non-decreasing, t−σω(t) ≤ σ
∫∞
t

ω(s)s−σ−1 ds = o(1). �

Suppose that ω satisfies (δ). As in the statement of Theorem 1.3, we will consider
the Young conjugate ϕ∗ of the convex function ϕ, defined as usual as

ϕ∗(t) = sup
s>0

st− ϕ(s), t ≥ 0.

We have that ϕ∗ is convex, unbounded, non-decreasing, and (ϕ∗)∗ = ϕ. Note that,
due to (δ), either (γ) holds or ω ≍ log+ := max{0, log}. When ω satisfies (γ), ϕ∗ is
finite-valued and t = o(ϕ∗(t)). If (γ) does not hold, ϕ∗(t) = ∞ identically on some
interval (t0,∞) and is finite valued on [0, t0].

Remark 2.4. In the latter case, we might always assume without loss of generality
that our weight function is ω = log+, so that ϕ∗(t) = 0 for t ≤ 1 and ϕ∗(t) = ∞
for t > 1. Even if ϕ∗ is infinite valued, relations like (1.7) have a clear meaning: If
(1.7) holds for some r > 0, then f is a finite linear combination of Hermite functions
of degree ≤ 1/r; while if (1.7) holds for all r > 0, then f is a scalar multiple of the
Gaussian φ = h0.
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3. An optimal Phragmén-Lindelöf type result on sectors

Our primary tool in proving the announced results in the Introduction will be the
application of the Phragmén-Lindelöf principle on sectors. To this end, we shall estab-
lish in this section a weighted form of it and actually show that our result is optimal1.
For any θ ∈ [0, 2π) and ̺ > 0 we consider the sector2

Sθ,̺ = {z ∈ C | θ − ̺/2 < arg z < θ + ̺/2}.
The main result of this section may then be stated as follows.

Theorem 3.1. Let σ > 0 and let ω be a weight function satisfying (α) and (βσ). Then
the following statements are equivalent:

(I) ω satisfies (β∗
σ).

(II) There is a constant A > 0 such that for any θ ∈ [0, 2π), ̺ ∈ (0, π/σ], and λ > 0
the following holds: there is a B > 0 such that if F is an analytic function on
the sector Sθ,̺ with continuous extension to Sθ,̺ for which

|F (z)| ≤ Meλω(|z|), z ∈ ∂Sθ,̺,

for some M = Mλ > 0, and

|F (z)| .ε e
ε|z|σ , z ∈ Sθ,̺,

for all ε > 0, then

|F (z)| ≤ BMeAλω(|z|), z ∈ Sθ,̺.

Furthermore, the constants A and B in (II) can be chosen to be absolute, in the sense
that A only depends on ω and σ, while B only depends on ω, σ, and λ.

For our proof of Theorem 3.1, we shall need two auxiliary lemmas. The first one
is the following well-known classical version of the Phragmén-Lindelöf principle on
sectors.

Lemma 3.2 ( [3, Theorem 1.4.3]). Let σ > 0, θ ∈ [0, 2π), and ̺ ∈ (0, π/σ]. Suppose
F is an analytic function on Sθ,̺ with continuous extension to Sθ,̺ such that, for some
M > 0,

|F (z)| ≤ M, z ∈ ∂Sθ,̺,

and, for every ε > 0,

|F (z)| .ε e
ε|z|σ , z ∈ Sθ,̺.

Then,

|F (z)| ≤ M, z ∈ Sθ,̺.

Next, we need the construction of a useful class of analytic functions on sectors with
certain desirable growth properties with respect to the weight function ω.

1As long as the weight functions satisfy (α) and (βσ).
2If ̺ ≥ 2π, it is a subset of the Riemann surface of the logarithm, where its boundary for Theorem

3.1 should be taken.
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Lemma 3.3. Let σ > 0. Let ω be a weight function satisfying (α) and (βσ). For
any θ ∈ [0, 2π) there is an analytic function Fω on Sθ,π/σ with continuous extension to

Sθ,π/σ such that for certain c, ν1, µ > 0 it holds

(i) for every ε > 0 there is a Cε > 0 such that

ceν1ω(|z|) ≤ |Fω(z)| ≤ Cεe
ε|z|σ , z ∈ Sθ,π/σ;

(ii) |Fω(z)| . eµω(|z|) for z ∈ ∂Sθ,π/σ;

(iii)
∫∞
0

ω(ts)
s1−σ+sσ+1 ds = O

(
log |Fω(te

iθ)|
)
;

(iv) if in addition ω satisfies (β∗
σ), there are C, ν2 > 0 such that |Fω(z)| ≤ Ceν2ω(|z|)

for z ∈ Sθ,π/σ.

Proof. It suffices to consider the case where σ = 1 and θ = 0. Indeed, for the general
case we set ω̃(t) = ω(t1/σ) and let G = Fω̃ be the function corresponding to σ = 1 and
θ = 0; we then obtain that Fω(z) = G(zσe−iσθ), for z ∈ Sθ,π/σ, satisfies the desired
properties.

We therefore assume that σ = 1 and θ = 0. Using Lemma 2.1, there exists a weight
function κ ∈ C1(R) such that κ ≍ ω. Hence, for some cκ, Aκ, Cκ > 0 we have that
cκω(t)− Aκ ≤ κ(t) ≤ Cκ(ω(t) + 1) for all t ∈ R. Put

Pκ(x, y) =
x

π

∫ ∞

−∞

κ(t)

x2 + (y − t)2
dt.

By [5, Lemma 2.2] and Lemma 2.3 the harmonic function Pκ is such that for every
ε > 0 there is some Cε > 0 for which

1

4
κ(|z|) ≤ Pκ(x, y) ≤ ε|z|+ Cε, z = x+ iy ∈ S0,π,

and Pκ(x, 0) = π−1
∫∞
−∞(1 + t2)−1κ(xt)dt for x > 0. In particular, it follows that

cκ
4
ω(|z|)− Aκ

4
≤ Pκ(x, y) ≤ ε|z|+ Cε, z = x+ iy ∈ S0,π,

and
2cκ
π

∫ ∞

0

ω(xt)

1 + t2
dt ≤ Pκ(x, 0) + Aκ, x > 0.

If (β∗
1) holds, it follows that

Pκ(x, y)− CκLω(y) =
x

π

∫ ∞

−∞

κ(t)− CκLω(y)

x2 + (y − t)2
dt ≤ Cκ

x

π

∫ ∞

−∞

ω(t)− Lω(y)

x2 + (y − t)2
dt+ Cκ

≤ CκL

π

∫ ∞

−∞

ω(xs)

1 + s2
ds+ Cκ + L ≤ Rω(x) + Cκ + L,

for some R ≥ CκL. Hence, Pκ(x, y) ≤ 2Rω(|z|) + Cκ + L. As κ is differentiable it
follows [14, p. 109] that limx→0+ Pκ(x, y) = κ(y) for any y ∈ R, and we may thus define
Pκ(0, y) = κ(y) extending it to a continuous function on S0,π. Let Vκ : S0,π → R be
a harmonic conjugate for Pκ in S0,π. Integration by parts shows that κ′ satisfies (β1),
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hence ∂Pκ/∂y = Pκ′ has continuous extension to S0,π. Then, by the Cauchy-Riemann
equations,

lim
x→0+

Vκ(x, y) = Vκ(1, y)− lim
x→0+

∫ 1

x

∂Vκ

∂x
(u, y) du = Vκ(1, y) + lim

x→0+

∫ 1

x

∂Pκ

∂y
(u, y) du

= Vκ(1, y) +

∫ 1

0

∂Pκ

∂y
(u, y) du.

Consequently, we may extend Vκ to a continuous function on S0,π. Finally, we set
Fω(z) = exp[Pκ(x, y) + iVκ(x, y)]. Then the desired properties (i)–(iii) and (iv) if ω
satisfies (β∗

1) follow for Fω by setting c = exp[−Aκ/4], C = exp[Cκ + L], ν1 = cκ/4,
ν2 = 2R, and µ = Cκ. �

Proof of Theorem 3.1. (I) ⇒ (II). Let θ, ̺, F , λ be as in (II). Let Fω be as in Lemma
3.3 corresponding to σ and θ. Consider Gλ(z) = F (z)Fω(z)

−λ/ν1 . Using the lower
bound from Lemma 3.3(i), |Gλ(z)| ≤ c−λ/ν1M on ∂Sθ,̺. Also, |Gλ(z)| . eε|z|

σ

for any
ε > 0. Applying Lemma 3.2, we get that |F (z)| ≤ c−λ/ν1M |Fω(z)|λ/ν1 . The result
follows from Lemma 3.3(iv) with A = ν2/ν1 and B = (C/c)λ/ν1.

(II) ⇒ (I). Let F = Fω be the function as in Lemma 3.3. If (β∗
σ) does not hold, we

obtain from Lemma 3.3(iii),

lim sup
t→∞

|F (teiθ)|e−λω(t) = ∞

for each λ > 0, proving that the statement (II) does not follow for this F . �

4. Proofs of the main theorems

In this section, we shall always assume that the weight function ω satisfies (δ) so
that ϕ∗ is well-defined (cf. Remark 2.4). Our proofs of the main theorems stated in the
Introduction will be preceded by some intermediate results, and we need to introduce
some notions in preparation.

As in [20], let

H0(R) = span {hn | n ∈ N},
and let H′

0(R) be its dual space. In particular, we may always write f ∈ H′
0(R) as

in (1.3), where now H(f, n) = 〈f, hn〉 stands for dual pairing evaluation. One should
regard H′

0(R) as a large ultradistribution space that is Fourier invariant. Indeed, since

ĥn = (−i)nhn, the Fourier transform can naturally be extended to an automorphism
on H′

0(R).
We now introduce spaces via the bounds (1.7). For any r > 0, we define the Banach

space

Hω,r(R) = {f ∈ H′
0(R) | ‖f‖Hω,r

< ∞}, ‖f‖Hω,r
:= sup

n∈N

( |H(f, n)|√
n!

e
1

r
ϕ∗(rn)

)
.

Then, we consider the two spaces

Hω(R) =
⋃

r>0

Hω,r(R), H0,ω(R) =
⋂

r>0

Hω,r(R),
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endowed with their natural (LB)-space and Fréchet space topologies, respectively. Note
that Hω(R) = Hκ(R) and H0,ω(R) = H0,κ(R) whenever ω ≍ κ (and if κ also satisfies
(δ)).

If ω ≍ log+, then Hlog+(R) = H0(R), while H0,log+(R) = {cφ | c ∈ C}, with φ being
the standard Gaussian. When ω satisfies (γ) and ω(t) = o(t2), we have the following
continuous dense inclusions:

H0(R) ( H0,ω(R) ( Hω(R) ( S1/2(R) ( S(R),
where the inclusion into S1/2(R) follows from Zhang’s classical characterization of the
Gelfand-Shilov spaces [23].

The classical Pilipović spaces are given in the following example.

Example 4.1. Consider the set R♭ = [0,∞)∪{♭σ}σ>0, where besides the usual ordering
in R, the elements ♭σ in R♭ are ordered by the relations x1 < ♭σ1

< ♭σ2
< x2, when

σ1, σ2, x1, and x2 are positive real numbers such that σ1 < σ2, x1 < 1/2, and x2 ≥ 1/2.
For s ∈ R♭ with s ≤ 1/2, let ωs be as in (1.8). Then, ωs is a weight function satisfying
(α), (γ) (except if s = 0), and (δ). Moreover, ωs satisfies (β

∗
2) if and only if s < 1/2. Put

ϕs(t) = ωs(e
t) and let ϕ∗

s be its Young conjugate. Then a straightforward computation
shows that

√
n!e−

1

r
ϕ∗

s(rn) ≍
{
e−rn

1
2s , s ∈ R, 0 < s ≤ 1/2,

rn(n!)−
1

2σ , s = ♭σ.

In particular, for s ∈ R♭ and s ≤ 1/2, we have that Hωs
(R) = Hs(R) if s < 1/2, and

H0,ωs
= H0,s(R) if s > 0, where Hs(R) and H0,s(R) are the spaces as introduced in [20].

We may now focus on the proofs of Theorems 1.1 and 1.3. Note that Corollary
5.3 would then automatically follow from Example 4.1. We start with the following
observation that the Hermite coefficients are summable with respect to the weights.

Lemma 4.2. f ∈ H′
0(R) belongs to Hω(R) (resp. H0,ω(R)) if and only if for some

r > 0 (for every r > 0):
∑

n∈N

H(f, n)√
n!

e
1

r
ϕ∗(rn) < ∞.

Proof. According to our convention (cf. Remark 2.4), this holds if ω ≍ log+. If ω
satisfies (γ), this follows from [7, Proposition 2.1, Lemma 3.2, and Lemma 3.5(c)]. �

Our main tool will be the use of the Bargmann transform [2], allowing us to work
with entire functions. On H′

0(R) we define the Bargmann transform as

B : H′
0(R) → C[[z]], f 7→

∑

n∈N

H(f, n)√
n!

zn,

where C[[z]] denotes the ring of formal power series over C (which is denoted by A′
0(C)

in [20]).
For any f ∈ L2(R) we then have that Bf is an entire function with

Bf(z) = π− 1

4

∫ ∞

−∞
f(t)e−

1

2
(z2+t2)+

√
2tz dt, z ∈ C.
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In particular, for the Hermite functions we have

Bhn(z) =
zn√
n!
, n ∈ N. (4.1)

It is now straightforward to characterize our spaces defined via Hermite expansions by
using the Bargmann transform.

Proposition 4.3. Let ω be a weight function satisfying (δ). Then, for an entire func-
tion F there exists an f ∈ Hω(R) (resp. f ∈ H0,ω(R)) such that F = Bf if and only
if for some λ > 0 (for every λ > 0):

|F (z)| . eλω(|z|), z ∈ C.

Proof. This is clearly true if ω = log+, since B(H0(R)) is just the space of polynomials
on C. We may thus assume that (γ) holds. Suppose first that the estimate from
Lemma 4.2 holds for a given r > 0. Put λ = 1/r. By (4.1) we obtain, for |z| > 1,

|Bf(z)| = |B
[
∑

n∈N
H(f, n)hn

]
(z)|

≤
∑

n∈N

|H(f, n)|√
n!

|z|n . sup
n∈N

(
exp[n log |z| − 1

r
ϕ∗(rn)]

)

≤ eλω(|z|).

Conversely, suppose that F is an entire function such that |F (z)| . eλω(|z|) for some
λ > 0. By the Cauchy inequalities, we have, for r = 1/λ and for every n ∈ N,

|F (n)(0)| . n! inf
t>1

(
sup
|z|=t

|F (z)|
tn

)
. n! inf

t>1
(exp[−(n log t− λω(t))]) = n!e−

1

r
ϕ∗(rn).

Putting cn = |F (n)(0)|/
√
n!, then it follows by (4.1) that f =

∑
n∈N cnhn is an element

of Hω,r(R) and F = Bf . �

Next, we consider the short-time Fourier transform [11] with window φ(x) = π−1/4e−
1

2
x2

.
For any f ∈ L2(R) it is defined as

Vφf(x, ξ) = (2π)−
1

2

∫ ∞

−∞
f(t)φ(t− x)e−itξ dt, (x, ξ) ∈ R2.

The connection between Vφf and Bf is given by

Vφf(x, ξ) = (2π)−
1

2 e−
1

4
(x2+ξ2)e−

i
2
xξ
Bf

(
z√
2

)
, z = x+ iξ ∈ C. (4.2)

Using this, we now find the following two results concerning the time-frequency decay
of a function and its bounds for the Bargmann transform.

Lemma 4.4. Let ω be a weight function satisfying (α) such that ω(t) = o(t2) (such
that ω(t) = O(t2)). If f ∈ H′

0(R) satisfies

|f(x)| . e−
1

2
x2+λω(|x|), |f̂(ξ)| . e−

1

2
ξ2+λω(|ξ|),
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for some λ > 0 (for small enough λ > 0), then,

|Bf(z)| . e
1

2
x2+2L2λω(|ξ|), |Bf(z)| . e

1

2
ξ2+2L2λω(|x|), z = x+ iξ ∈ C.

Proof. We have

|Vφf(x, ξ)|e
1

4
x2−Lλω(|x|) .

∫ ∞

−∞
|f(t)|e− 1

2
|t−x|2+ 1

4
x2

e−Lλω(|x|) dt

=

∫ ∞

−∞
(|f(t)|e 1

2
t2)e−

1

4
|2t−x|2−Lλω(|x|) dt

.

∫ ∞

−∞
(|f(t)|e 1

2
t2−λω(|2t|))eLλω(|2t−x|)− 1

4
|2t−x|2 dt . 1,

where in the case ω(t) = O(t2) one needs to choose λ small enough so that the func-

tion t 7→ eLλω(|2t−x|)− 1

4
|2t−x|2 is integrable. Using (4.2) we then find that |Bf(z)| .

e
1

2
ξ2+2L2λω(|x|). By observing that Vφf(x, ξ) = e−ixξVφf̂(ξ,−x), the other bound follows

analogously. �

Lemma 4.5. Let ω be a weight function satisfying (α) such that ω(t) = o(t2) (such
that ω(t) = O(t2)). For any entire function F satisfying, for some λ > 0 (small enough
λ > 0) ,

|F (z)| . eλω(|z|),

there exists an f ∈ H′
0(R) such that

|f(x)| . e−
1

2
x2+2L2λω(|x|), |f̂(ξ)| . e−

1

2
ξ2+2L2λω(|ξ|),

and F = Bf .

Proof. As F is an entire function with |F (z)| . ec
′|z|2 for some c′ < 1/2, there exists [2]

f ∈ L2(R) such that F = Bf . By the Fourier inversion formula, we have

π− 1

4 e−
1

8
x2

f(x/2) = f(x/2)φ(x/2− x) =

∫ ∞

−∞
Vφf(x, ξ)e

i
2
xξdξ.

Via (4.2) we get
∫ ∞

−∞
|Vφf(x, ξ)|dξ . e−

1

4
x2+Lλω(|x|)

∫ ∞

−∞
eLλω(|ξ|)−

1

4
ξ2dξ . e−

1

4
x2+Lλω(|x|),

where in the case ω(t) = O(t2) one needs to choose λ small enough such that the

function ξ 7→ eLλω(|ξ|)−
1

4
ξ2 is integrable. Consequently, |f(x)| . e−

1

2
x2+2L2λω(|x|). The

other bound follows similarly by observing again that Vφf(x, ξ) = e−ixξVφf̂(ξ,−x). �

We are ready to show our main results.

Proof of Theorem 1.1. Note that (1.4) exactly means that f is an element of H0,1/2(R).
By Proposition 4.3 and Lemma 4.5 it follows that each element f ∈ H0,1/2(R) satisfies
(1.2). Suppose now that f ∈ L2(R) is such that (1.2) holds. By Lemma 4.4 we have

|Bf(z)| . e
1

2
x2+λy2 , |Bf(z)| . e

1

2
y2+λx2

, ∀λ > 0.
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We will show that |Bf(z)| . eλ|z|
2

for all λ > 0 in Sπ/4,π/2, the same bounds on the
other quadrants will analogously follow. For any ε ∈ (0, 1) let θ = arctan(1/(4ε)). Put

Gε(z) = Bf(z)e−ε(ze−i π
4 )2 . Then, for every λ > 0, |Gε(x)| . eλx

2

for x ≥ 0, while for
z = ρeiθ, ρ > 0, we have

|Gε(z)| = |Bf(z)|e−ε cos(2θ−π
2 )|z|2 = |Bf(z)|e−2ε tan θ·x2

. eλy
2

.

By Theorem 3.1 we get that |Gε(z)| . eλ|z|
2

for all λ > 0, so that in particular

|Bf(z)| . e2ε|z|
2

, for all z ∈ C with 0 ≤ arg z ≤ θ. Moreover, for any ̺ ∈ (θ, π/2] we
have

|Bf(ρei̺)| . e
1

2
cos2 θ·ρ2+ερ2 = e8ε

2 sin2 θ·ρ2+ερ2 ≤ e9ερ
2

.

Consequently, we have |Bf(z)| . eλ|z|
2

for every λ > 0 in Sπ/4,π/2. Our proof is then
completed by Proposition 4.3. �

Proof of Theorem 1.3. By definition we have that (1.7) holds if and only if f ∈ Hω(R)
(f ∈ H0,ω(R)). If the latter is true, then (1.6) follows from Proposition 4.3 and Lemma
4.5. Conversely, if f satisfies (1.6), then by Lemma 4.4 we have that |Bf(x)| . eλω(|x|)

and |Bf(iy)| . eλω(|y|) for every x, y ∈ R and some λ > 0 (all λ > 0). Also, since
ω(t) = o(t2) by Lemma 2.3, we infer from Theorem 1.1 and Proposition 4.3 that

|Bf(z)| . eε|z|
2

for every ε > 0. Theorem 3.1 then implies that |Bf(z)| . eλω(|z|) for
some λ > 0 (for every λ > 0). Consequently, f ∈ Hω(R) (f ∈ H0,ω(R)) as another
application of Proposition 4.3 yields. �

5. The multidimensional case

In this final section, we review multidimensional analogs of our main results. Their
proofs are similar to the one-dimensional case and are therefore omitted. Throughout
this section, we fix d ≥ 1 and it denotes the dimension.

We start by introducing the multidimensional counterparts of the spaces introduced
in Section 4. Let

hα(x) = (−1)|α|π− d
4 (2|α|α!)−1/2e

1

2
|x|2 ∂α

∂xα
[e−|x|2], α ∈ Nd,

denote the d-dimensional Hermite functions. Put H0(R
d) = span{hα | α ∈ Nd} and let

H′
0(R

d) be its dual space. For any f ∈ H′
0(R

d) we write H(f, α) = 〈f, hα〉, α ∈ Nd, so
that f =

∑
α∈Nd H(f, α)hα. Then, for a weight function ω satisfying (δ) and r > 0 we

consider the Banach space

Hω,r(R
d) = {f ∈ H′

0(R
d) | ‖f‖Hω,r

< ∞}, ‖f‖Hω,r
:= sup

α∈Nd

( |H(f, α)|√
α!

e
1

r
ϕ∗(r|α|)

)
.

Finally, we define our two spaces of interest:

Hω(R
d) =

⋃

r>0

Hω,r(R
d), H0,ω(R

d) =
⋂

r>0

Hω,r(R
d).

As before, our aim is to provide Fourier characterizations of Hω(R
d) and H0,ω(R

d)
for suitable weight functions ω. However, the techniques used for the one-dimensional
case appear not to translate directly to multiple dimensions. More specifically, for our
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characterization, it will not suffice only considering the decay of the function and
its Fourier transform. Instead, we also look at tensor products of partial Fourier
transforms:

F̟ =
d⊗

j=1

F̟j , ̟ ∈ {0, 1}d,

where F denotes the one-dimensional Fourier transform. Note that F0 is simply the
identity while F1 = F(1,...,1) equals the d-dimensional Fourier transform. Every F̟

acts as an isomorphism on H0(R
d), so by transposition also on H′

0(R
d). Moreover,

by [20, Proposition 7.1], any f ∈ H′
0(R

d) belongs to S1/2(R
d) if and only if

|F̟{f}(ξ)| . e−η|ξ|2 , ̟ ∈ {0, 1}d,
for some 0 ≤ η ≤ 1/2. Here S1/2(R

d) denotes the the smallest d-dimensional Fourier
invariant classical Gelfand-Shilov space [10].

We are now in a position to state the multidimensional analogs of our main Theorems
1.1 and 1.3. Before doing so, let us briefly comment on their proofs. Consider for any
̟ ∈ {0, 1}d the transform

U̟(x, ξ) = ((1−̟)⊙ x+̟ ⊙ ξ,−̟ ⊙ x+ (1−̟)⊙ ξ), x, ξ ∈ Rd,

where ⊙ denotes the Hadamard product of two vectors. Then one verifies that for the
d-dimensional short-time Fourier transform [11]

Vφf(x, ξ) = (2π)−d/2

∫

Rd

f(t)φ(t− x)e−i〈t,ξ〉dt

with φ(x) = h0(x) = π−d/4e−
1

2
|x|2, it holds that

Vφ[F̟f ](x, ξ) = e−i〈̟,x⊙ξ〉Vφf(U̟(x, ξ)).

Using the multidimensional analog of (4.2) (see [21, (B.2)]), connecting the d-dimensional
Bargmann transform and the short-time Fourier transform, one finds similar results to
Lemmas 4.4 and 4.5, linking the decay of the F̟{f} and the bounds on the Bargmann
transform (see also [21, Section 2]). By proving a multidimensional variant of Theorem
3.1 (using recursively the one-dimensional case, see [21, Proposition A.2]), one may
then obtain the ensuing theorems as before. We remark that this analysis is enabled
by the condition (α) on ω and the convexity of ϕ∗.

Theorem 5.1. A f ∈ H′
0(R

d) satisfies

|F̟{f}(ξ)| . e−( 1
2
−λ)|ξ|2, ̟ ∈ {0, 1}d, ξ ∈ Rd,

for every λ > 0 if and only if f ∈ H0,1/2(R
d).

Theorem 5.2. Let ω be a weight function satisfying (β∗
2) and (δ). Then, f ∈ H′

0(R
d)

satisfies

|F̟{f}(ξ)| . e−
1

2
|ξ|2+λω(|ξ|), ̟ ∈ {0, 1}d, ξ ∈ Rd,

for some λ > 0 (for every λ > 0) if and only if f ∈ Hω(R
d) (f ∈ H0,ω(R

d)).
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Once again, we find that Hs(R
d) = Hωs

(Rd) and H0,s(R
d) = H0,ωs

(Rd) for s ∈
R♭, s ≤ 1/2, and ωs as in (1.8), where Hs(R

d) and H0,s(R
d) are the d-dimensional

proper Pilipović spaces as introduced in [20], see Example 4.1. Here, we have defined
H0,0(R

d) = span{φ}. Then the ensuing corollary gives again a significant improvement
to [21, Theorem 2.2 and Theorem 2.3].

Corollary 5.3. Let s ∈ R♭ be such that 0 ≤ s < 1/2 (such that 0 ≤ s ≤ 1/2). For any
f ∈ H′

0(R
d), then f ∈ Hs(R

d) (f ∈ H0,s(R
d)) if and only if

|F̟{f}(ξ)| . e−
1

2
|ξ|2+λωs(|ξ|), ̟ ∈ {0, 1}d, ξ ∈ Rd,

for some λ > 0 (for every λ > 0), where the weight function ωs is given by (1.8).

We end this article by mentioning that in the two specific cases of H0(R
d) and

H0,0(R
d), the previous result may be further improved by only requiring appropriate

decay of the function and its d-dimensional Fourier transform. Indeed, for the case of
H0,0(R

d) this is trivial, while that of H0(R
d) follows from [4, Theorem 1.3]. It would

be interesting to determine whether or not similar results are also true for the other
spaces in the above theorems.
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