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Abstract—Indoor positioning using UWB has gained pop-
ularity due to its low cost while still providing centimeter-
level accuracy. Currently, Convolutional Neural Network (CNN)-
based approaches are often proposed for NLOS detection, error
correction, etc. to make these UWB positioning systems more
accurate. Transformer (TF) networks have shown to be a more
capable alternative in several other domains, but have not been
used for UWB fingerprinting. We present two novel TF-based
approaches: one that processes channel impulse responses (CIR)
directly, and a second one that uses cross-attention to incorporate
anchor position information to improve geometric understand-
ing. Moreover, we propose a second innovation by combining
fingerprinting with a time calibration method that synchronizes
the CIR data using a TDOA-based setup. This second innovation
can be used with our novel approach, or with other state-of-the-
art fingerprinting methods. The proposed models are evaluated in
an industrial environment and outperform previous state-of-the-
art CNNs in both LOS and NLOS situations, reaching accuracies
with errors as low as 3cm in real-life conditions, while having
lower complexity and requiring fewer samples.

I. INTRODUCTION

Indoor positioning has gained significant interest due to its
potential in several Internet of Things (IoT) applications such
as assistive healthcare systems, sports tracking, smart logistics,
etc. This positioning is often realized with Wi-Fi and Bluetooth
Low Energy (BLE) as they are widely available. They use
received signal strength indicators (RSSIs) to estimate the
position, resulting in a low accuracy of 2-3 meters, mostly
due to multipath fading and non-line of sight (NLOS) [1].

Ultra-wideband (UWB) technology has become an interest-
ing alternative. This is due to (1) its integration into multiple
smartphones and consumer products and (2) its centimeter-
level accuracy, achieved through the high temporal resolution
caused by the high bandwidth, a significant advantage over
competing technologies [2]. UWB systems can accurately es-
timate the time-of-arrival (TOA) of a signal enabling multiple
techniques for position estimation such as Two-Way Ranging
(TWR), Time Difference of Arrival (TDoA), and Channel
Impulse Response (CIR)-based fingerprinting. Each technique
has its advantages and disadvantages. TWR ensures accurate
localization without clock synchronization between tag and
anchor but requires three packets sent between each tag-anchor
pair, limiting scalability and update rates. In TDOA, the tag
only needs to send one packet which all anchors receive, how-
ever, this requires clock synchronization between the anchors,
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and positioning error increases when NLOS conditions are
present [3]. Fingerprinting does not require synchronization
and only relies on the CIR information received at the anchors,
thereby retaining the small energy overhead of sending only
a single packet (like TDoA) but removing the complexity
of multi-hop TDoA synchronization. Deep learning has been
shown to enable accurate UWB fingerprinting (and by exten-
sion TWR and TDOA), with convolutional neural networks
(CNN) being the most effective and widely used architecture.
Understandably so, with the proven track record as the go-to
architecture for time-series models.

Influenced by the exceptional results of the transformer (TF)
architecture in Natural Language Processing (NLP), computer
vision, and various other domains, we present a novel CIR-
based fingerprinting architecture based on the TF-encoder
and show the importance of relative time synchronization of
the different anchors using calibration resulting in a hybrid
fingerprinting-TDOA system with improved accuracy and less
required samples.

The main contributions of this work are:

o We propose the design of a transformer-based UWB CIR
fingerprinting method that significantly outperforms com-
monly used CNN approaches. Furthermore, we improve
the design by introducing a cross-attention architecture
for the fusion of anchor and CIR information for better
geometric understanding.

¢ We demonstrate that, similar to TDOA, the loss of time
synchronization between anchor nodes lowers the accu-
racy of fingerprinting solutions and we introduce a low-
complexity time-calibration method for fingerprinting to
solve this problem.

o Finally, we evaluate the system with real UWB data
in a realistic NLOS environment, focusing on accuracy,
complexity, and sample requirements.

The remainder of this paper is structured as follows: Section II
provides an overview of the related work, Section III presents
the system model, Section IV discusses the datasets, Section
V presents the proposed architectures, experimental results
are analyzed in SectionVI, followed by a conclusion in
Section VIIL

II. RELATED WORK

The related work for UWB fingerprinting is summarized in
Table 1. In [4], TWR and fingerprinting techniques are com-
bined, this has the downside that many packets are required



TABLE I: Related work for UWB fingerprinting showing the
differences in input data, outputs, and machine learning models

Time LOS NLOS
Paper | Input Output  Model Cal. Acc. Acc.
[4] Ranges 2D kNN 6-23 cm /
[5] CIR Room DNN 99% 99%
[6] CIR 2D DNN 100 cm 100cm
[71 CIR 2D CNN 209 cm  80.7cm
[8] CIR 2D CNN v 17 cm 29.2 cm
This CIR 2D TF v 3 cm 16cm

to estimate one 2D position, limiting scalability. The authors
of [5] use a deep neural network (DNN) to predict in which
room the user is present, instead of actual 2D positions, while
also requiring ranges and thus many transmissions. [6] was
one of the first scientific publications to perform CIR-based
UWRB fingerprinting with a Neural Network and can achieve
an MAE of around Im. At the time of writing this paper,
recent state-of-the-art UWB fingerprinting papers that use the
CIR directly all employ the CNN architecture. The authors of
[7] propose a UWB fingerprinting positioning method using
multiple CNNs trained on CIRs of anchor subset combinations
to handle cases where not all CIRs arrive at the anchors
(in NLOS situations). The method reaches a MAE of 21-87
cm but requires separate models for all anchor subsets, our
approach handles it by zero-padding in the fingerprint. Similar
to the work presented in this research, [8] uses CIRs for UWB
fingerprinting in a TDoA-based system to calibrate the CIRs
in the fingerprint. The research evaluates several different and
well-known CNN architectures and achieves a MAE of 12-
36 cm. None of the previous works have incorporated the TF
architecture for using raw CIR signals from UWB devices
to predict 2D positions. Transformer-based architectures have
been shown to excel in capturing long-range dependencies and
global context. Furthermore, they have been shown to perform
well in using CIR information for multipath component (MPC)
delay estimation [9]. These factors indicate that utilizing a TF-
based approach could improve the current state-of-the-art in
UWRB fingerprinting.
ITI. SYSTEM MODEL

A. Pure fingerprinting

A UWB fingerprinting system includes N fixed anchors a,,
forn € [1...N] and a mobile tag ¢. In a fingerprinting setup,
only one UWB packet is broadcasted from the tag and the
received CIRs are used to get a location estimate. This setup
has the most straightforward configuration, permitting the tag
to enter sleep mode immediately after sending the packet. This
localization technique is therefore excellent for low-power
devices with years of lifetime. However, the drawback is that

the approach loses timing information across the individual
CIRs collected at the anchors.

B. TDOA-based time calibration system

If the positioning system requires better accuracy and allows
for additional complexity then time synchronization can be
introduced in the fingerprints by using a TDOA setup where

each anchor a, additionally saves a timestamp of its first
path T and the index of the first path in the recorded CIR
ifP both estimated by a leading edge detection algorithm (a
threshold method) provided with the DW1000 UWB IC used
in this research [10]. The T;lp will be translated to a common
timeframe to compensate for clock drift errors between the
anchors. A predefined reference anchor a,.. ¢ periodically sends
a UWB packet containing its transmission time T;"ef M with j
being the time index of the packet, to all other anchors which
calculate their relative clock skew p:
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Where, tz indicates transmission and rx reception. This en-
ables an anchor a,, to synchronize its timestamps with @,
from the following expression:

m _ mref,rx n ef,rx
Typp = T; +p- (Tipp —T;5077). )

Finally, to compensate for the time the signal needs to
propagate between a,.y and a,, we determine A, which is
either calculated using an initial TWR protocol (if the anchor
positions are unknown) or is estimated using the ground truth
distance between them combined with the speed of light.

C. Channel Impulse Response (CIR)
The CIR can be defined as:

S
CIR,, (t) =Y o.d(t —75) + n(t). 3)
s=1

where ¢ is the time-step for each CIR sample, S is the number
of multipath components, o and 7 are the amplitude and time
delay of the sth multipath component, and n(t) is the channel’s
additive noise. The multipath and NLOS conditions can cause
large errors in estimated first paths and lead to severe errors
in TDOA positioning. In our solution, these timings are only
used for calibration.

IV. DATASETS

To evaluate the proposed method, a dataset was recorded in
an industrial environment, part of the IIoT testbed [11], with
metal racks as obstacles. Anchors were deployed both in open
and NLOS locations. The total size of this environment is
approximately 30m x 10m. The measurements were performed
with Wi-Pos devices [12], a platform developed for data
collection with a wireless sub-GHz backbone combined with
UWB based on the popular DW1000. The environment is
equipped with 18 Qualisys Miqus M3 Motion Capture (MO-
CAP) cameras with a quantified uncertainty in the millimeter
range at speeds up to 340 Hz, enabling accurate ground truth
determination. In addition, a mobile robotic platform was
used to drive repeatable trajectories through the lab. During
the data collection, 4 different trajectories were captured
with a mobile robot driving through the lab. The trajectories
are visualized in Figure 1. There are three datasets in LOS
conditions but the number of fingerprints for NLOS and LOS
is roughly the same. The details are described in Table II.



TABLE 1II: Details of the 4 collected datasets. The “Racks”
dataset has the most fingerprints, many being NLOS.

Name | # Anchors | # Fingerprints | Environment
Racks 16 15505 NLOS
Random 16 3268 LOS
Grid 8 6114 LOS
Tour 8 7697 LOS
® Racks Tour e Grid e Random
2N | N
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Fig. 1: The trajectories of the 4 different datasets (blue, orange,
red, and green lines) for UWB fingerprinting cover both LOS
and NLOS scenarios. The blue dots are anchors used in all
4 datasets, the red dots are only used in the “random” and
“racks” datasets.

A. Data preprocessing

First, we process the raw CIR data. The IQ-sampled array
in a complex form is converted to an amplitude array. Next,
the CIR is min-max normalized. For pure fingerprinting, the
CIR is now trimmed to 150 samples, 50 samples before and
100 samples after the first path i{f .

TDOA-based time calibration uses the higher resolution
of 15.65 ps of /P that is used internally in the DW1000.
But since the CIR uses a resolution of 1.0016 ns, we apply a
quadratic interpolation filter, thereby increasing the resolution
by 64, to match that of i/P. Each CIR is now trimmed by
selecting a time-calibrated window starting around T3, .1 =
(Tﬁfp — Tjmin + Ay), with T}, the lowest received
timestamp of all anchors, due to the time-synchronization in
this system this timestamp is common across all anchors. We
then position and trim each CIR to the correct length relative
to this. The time-calibrated window shifts the relative time
of the first path 77", to a common timing across all anchors.
Finally, the CIR,, (t) is down-sampled to get the 150 samples
at the original resolution.

CIRan (t) = CIRan [Tn,cal - 50 : Tn,cal + 100] . (4)

All processed CIRs are positioned in a N x 150 matrix to
get to the final fingerprint. Anchors with a failing UWB link
are padded with zeros. The difference between a calibrated
and uncalibrated fingerprint matrix is illustrated in Figure 2,
the estimated first path of all CIRs is aligned at x-position
50 and all timing is only relevant for each separate anchor.
Calibrating the CIRs means that the position of the first path
is related to the distance between the tag and the anchor.

V. METHODOLOGY

In this section, we first discuss the transformer concept and
then introduce the two proposed transformer architectures.

Uncalibrated

Toat Calibrated

Fig. 2: Illustration of the difference between a calibrated and
uncalibrated matrix of fingerprints (N anchors, 150 samples
per fingerprint)

A. Transformers and attention

TFs have emerged as an alternative to CNNs. While CNNs
effectively extract local features, TFs use a self-attention
mechanism to capture long-range dependencies and global
context within the input data. They allow the model to
focus on parts of the input dynamically. Attention layers
compute an attention score for each component of the result
to each input component without the locality constraints of
convolutional layers. An attention layer starts by generating
the Query (@), Key (K), and Value (V) with a linear layer
of the same dimension & as the input. The attention weights
A are the dot-product of ) and K followed by scaling and
softmax. In a sense, this is a similarity that can be seen as a
mask to be applied to V. By multiplying A and V, we get a
weighted representation which can be implemented as:

T
att(Q, K, V') = softmax (Qj{ﬁ ) V. 5)
S ——_

A

A multi-headed attention layer a the number of heads H. @,
K, and V are split into h parts each passing through the scaled
dot product attention independently. In this paper, we only use
the TFs encoder [13], the original architecture uses an encoder-
decoder structure. The decoder is used to construct an output
sequence, since we consider positioning (a regression task)
only the encoder is necessary and the decoder can be replaced
with a feed-forward network to determine the 2d position. The
encoder consists of a stack of identical layers, each composed
of a multi-headed self-attention mechanism and a multilayer
perceptron (MLP). Residual connections are added after each
sub-layer and layer normalization is applied at each sub-layer
output.

B. CIR-fingerprint TF architecture

Our first design is inspired by the original paper describing
a TF architecture [13] which first tokenizes and embeds the
input sequence. As CIR values are continuous, tokenization is
not needed. However, we employ learned embeddings using
a linear layer that produces a d-dimensional vector for each



(a) CIR-fingerprint TF (cir-TF)

(b) CIR-anchors cross-attention TF (cross-TF)

Fig. 3: The two proposed transformer architectures for CIR-based UWB fingerprinting: cir-TF and cross-TF.

CIR (row in the fingerprint) with d < 150. The embeddings
can capture the information of the CIR values in a continuous
vector space and reduce the number of parameters, to improve
computational efficiency. Next, a class (CLS) token row is
added, resulting in a (IV + 1) x d tensor. This row represents
the entire input sequence and after passing the complete input
through the encoder, the row can be used as the accumulated
representation. It contains all the information for the MLP to
determine the 2d position. This has the benefit of allowing
the encoder to learn a fixed size representation independent
of the number of anchors N, allowing compatibility if a
different number of anchors is used. Next, we add learnable
positional encoding, these learnable values are summed with
the values already present in the tensor. This provides the
model with information about the order of the values in the
CIR sequences, otherwise the relationship among the values is
lost. Now, the encoding is performed by a stack of L identical
encoder layers with multi-headed self-attention as discussed
in V-A. After the encoder layers, the CLS token row is
extracted from the output and passed through the MLP which
consists of two fully connected layers, the final one with
Tanh activation. This activation scales the output between
[-1,1], this value is then multiplied by 20,000 mm and 5,000
mm to scale the x and y values to the environment size.

C. CIR-anchors cross-attention TF architecture

Our second architecture design is an extension of the previ-
ous one. The CIR fingerprint is processed the same. Afterward,
an additional double TF encoder layer together with the anchor
positions that have first been embedded, adding a CLS token
row and positional encoding. This ensures that the anchor
position sequences have the same dimension. In the second
encoder, these sequences are processed using cross-attention.
Each sequence calculates its (), K, and V but the ) values
are exchanged. The ) from the anchor positions is compared
with the keys from the CIR fingerprint sequence resulting
in an attention score that is used to aggregate the values
from the CIR fingerprint sequence. The opposite happens
in the other encoder. This approach allows each encoder to
attend to different aspects of the input sequences and find
dependencies and relationships between different parts of the

input sequences. This allows the model to understand the
relationship between the received CIRs and the positions
where it was received enabling better geometric understanding,
which should be most helpful in generalization.

VI. ANALYSIS AND EXPERIMENTAL RESULTS

We analyze the proposed architectures using two different
train/test split tests: 1) a traditional approach to show the
influence of the calibration and 2) a custom split for better
analyzing the generalization of the proposed architectures.
Furthermore, the different architectures are compared based
on their performance relative to the number of parameters.
Finally, the performance based on the number of training
samples is analyzed. Unless otherwise specified, the following
parameters are used during the training of the architectures:
the embedding dimension d is 128, the number of encoders
for the CIR-specific TF is 4 (L and L1 in Figure 3) and 2
for the Cross-attention block (L2), the number of heads of all
multi-headed attention layers is 4 and GELU activation [14]
is used in the encoder layers. The Adam optimizer with a
learning rate of 0.001 and a training batch size of 64 is used
with mean squared error (MSE) loss.

A. Baselines and metrics

For performance evaluation, we will use two metrics (1) the
MAE (of the Euclidean distance) as it encapsulates the perfor-
mance in a single value and (2) the circular error probability
(CEP), defined as the radius of a circle, centered around the
ground truth, where 50%, or 95% for CEP95, of the estimated
positions are within. To get a baseline positioning performance
we use a TDOA-positioning algorithm using least-squares
optimization to estimate the tag’s position. As the baseline for
CNNSs, we use the GoogLeNet (G-Re-NoP) and Small-Net im-
plementations from [8]. The reason for selecting models from
this paper is that it uses large CNNs for fingerprinting in a sim-
ilar setup as we describe in this paper, the authors also define a
(similar to ours, but requiring additional hardware) calibration
of the CIRs. The G-Re-NoP model was selected as it is the
best-performing model from the paper. Small-Net was selected
to compare the performance of our architectures in terms of
the number of parameters with a smaller CNN that still shows



good performance. We have replicated these models and have
optimized their performance to the best of our capabilities.

B. Traditional Evaluation

As a first evaluation, we use the typical method of randomly
splitting the datasets into 80% training and 20% testing. We
refer to the TF architecture using only the CIR fingerprint
and the architecture using cross-attention with the anchor
positions as cir-tf and cross-tf respectively. The three datasets
in predominantly LOS conditions are grouped in the 'LOS’
environment, the ’Racks’ environment is the only "'NLOS’ en-
vironment. Table III contains the results of the standard evalua-
tion. Firstly, looking at the Calibrated MAE, it can be seen that
the cir-tf model has the highest accuracy (lowest MAE) for all
categories, followed by the cross-tf model. The CNN models
from prior publications show considerably higher MAE, these
results are in line with the results reported in [8]. Compared to
traditional TDOA positioning, all deep learning models vastly
improve the accuracy in the NLOS environment. In LOS situ-
ations only the TF-based have a distinct improvement in accu-
racy. The uncalibrated MAE column shows the results when
the input is not calibrated as discussed in IV-A. The results
show that calibration has a strong positive impact on accuracy.

TABLE III: Accuracy evaluation of our 2 proposed
transformer-based approaches (bold) compared to state-of-the-
art approaches. Calibration of the input increases is shown to
increase the fingerprinting performance of both our approach
and of previously proposed solutions.

LOS NLOS
Model Calibrated  Uncalibrated | Calibrated Uncalibrated
MAE (cm) MAE (cm) MAE (cm) MAE (cm)
TDOA 17.2 107.5
Small-Net 14.2 27.4 31.9 34.7.5
G-Re-NoP 12.2 34.4 34.9 50.8
Cir-tf 2.6 4.1 15.7 17.0
Cross-tf 5.6 7.9 18.0 21.5

C. Generalization evaluation

While randomly sampling training data is a popular strategy,
in this case, it does not provide adequate evidence of the
model’s generalization. This is illustrated in Figure 4a, many
data points are in similar positions because random sampling
spreads them out over the complete trajectory. This results in
many test samples being similar to training samples. We can
mitigate this effect by sampling random patches with many
consecutive samples in it, as shown in Figure 4b. The results
for this evaluation are given in Table IV. The errors for this
evaluation are higher showing that they were overfitting in the
standard evaluation. However, it paints a similar picture. The
TF-based models generally outperform the CNN models in
terms of MAE and CEP. Before, cir-tf was the best-performing
model but here it is cross-tf. It has lower MAE and CEP50
but slightly higher CEP9S5 indicating that the difference with
the cir-tf model is small. This could be the influence of
the additional geometric understanding due to the additional
anchor positions.

TABLE 1IV: Generalization evaluation of the proposed TF
approaches (bold) show better performance in LOS and NLOS
compared to CNNss.

LOS NLOS
Model MAE CEP50 CEP95 | MAE CEP50 CEP95
(cm) (cm) (cm) (cm) (cm) (cm)
Small-Net 29.2 24.3 67.6 71.5 45.1 231.5
G-Re-NoP 32.7 29.0 75.2 69.0 39.7 223.9
Cir-tf 17.5 13.0 38.8 46.0 26.1 138.1
Cross-tf 15.1 11.6 36.2 44.2 259 141.8

D. Model complexity analysis

Understanding the relationship between the number of
parameters in a model and its performance is valuable as it
shows the trade-off between complexity and accuracy. Based
on this, a model can be selected for a specific deployment.
Figure 5 contains the results for the NLOS evaluation, as
detailed before in the generalization section. However, for the
Cross-tf and Cir-tf models, a parameter sweep was performed,
including varying embedding dimension d € [16, 32, 64, 128]
and the number of encoder layers for the CIR-specific TF
L,L1 € [2,4,6,8]. The SmallNet and G-Re-NoP models
are represented as single points, as they were not part of
the sweep. Figure 5 shows that increasing d and L, L1
generally improves the performance. An exception to this
is for d = 128, here increasing L, L1 above 4, seems to
negatively impact the performance. This has multiple potential
causes: overfitting, increased training difficulty, regularization
problems, etc. The figure illustrates the differences between
the cir-tf and cross-tf models. When low computational
complexity is the highest priority the cir-tf model is the
best option as it provides relatively good performance for
the lowest number of parameters. When the generalization
performance is of the highest priority, the cross-tf model can
be used but at the cost of higher complexity. The G-Re-NoP
and SmallNet models provide baseline performance values
and show the improvement of going from CNNs to our
proposed TF-based models. The TF-based models have
higher accuracy for considerably fewer parameters and thus
complexity. Making them the better option in all scenarios.

E. Required number of training samples

A model that achieves high accuracy with fewer samples
can be deployed more quickly and at a lower cost. This allows
for better adaptability to new or changing environments, and
ultimately, more rapid realization of the model’s benefits. In
Figure 6, the achieved MAE in the number of randomly sam-
pled training samples is displayed. The two TF-based models
show the sharpest decrease in MAE for increasing samples, the
CNN models converge more slowly. The G-Re-NoP converges
slower than the SmallNet, probably because it is a larger model
and requires more samples to reach its optimal accuracy. These
results highlight that TF-based models not only achieve the
lowest MAE but also require fewer samples to perform well,
making them more practical for deployment.
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Fig. 6: The MAE in terms of the number of samples (4, 16,
64, 256, 1024, 2048, and 4096) shows that TFs outperform
CNNs while requiring fewer samples.

VII. CONCLUSION

This paper proposes using transformer networks for CIR-
based position estimation in a TDOA-based UWB system. A
detailed explanation of the preprocessing is included together
with an analysis showing the benefits of using a calibration

step to get higher localization accuracies. The performance and
efficiency of our approaches are shown in real-world environ-
ments highlighting the increased performance compared to a
state-of-the-art CNN approach. These results show that TFs are
well-suited for indoor localization and can provide accuracies
of up to 15.1 cm in LOS and 44.2 cm in complex NLOS
environments while requiring significantly fewer parameters
and training samples than CNNs.
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