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Abstract – In scholarly communication, alternative 
publication platforms are rising, offering services that 
are not tied to and function independently from 
traditional publishers. Decentralized and decoupled 
versions of value-adding services such as overlay 
journals, peer review and endorsement services are 
provided to the network. These alternatives address 
not only the massive monopolization of scholarly 
communication but also new demands for rapid 
distribution of scholarly artifacts in fields such as life 
sciences. They also accommodate for new publication 
formats such as data sets and source code that are 
beyond the traditional paper. Event Notifications 
provide an asynchronous point-to-point messaging 
protocol that acts as an interoperability layer between 
the nodes in such networks. Event Logs are a proposal 
to provide full transparency in the scholarly process by 
publishing public resources on each node containing 
lifecycle information pertaining to the scholarly 
artifacts in the network. Trust in Event Logs require 
some form of machine-verifiability because trust by 
reputation of each node is not scalable in large 
networks. This paper presents a pragmatic approach 
to building trust without relying on costly blockchain 
technologies, which lack sustainable long-term 
strategies. By using trusted archival nodes within 
Event Notification networks and Event Logs, we 
propose a decentralized, transparent, and trustworthy 
alternative to traditional scholarly communication 
systems. 
Keywords – Scholarly communication, decentralized 

web, digital repositories, digital preservation, network 
protocols, trust, transparency. 

I. INTRODUCTION  

The web-based scholarly communication 
landscape has seen noticeable changes in the recent 
past. For example, the COVID-19 pandemic has 
accelerated the adoption of preprints in domains 
such as the life sciences, where this rapid public 
distribution of manuscripts before undergoing peer 
review was not particularly common in the past [1,2]. 
In addition, scholarly artifacts, beyond the traditional 
paper in PDF format, such as datasets and source 
code are being published, in dedicated venues, and 
are slowly being considered in the context of 
institutions’ and scholars’ performance evaluations 
[3-6]. A third example of the evolution in the 
scholarly communication domain is the emergence 
of decentralized value-added services such as 
overlay journals, stand-alone peer review and 
endorsement services, and other entities that 
embrace the publish-review-curate (PRC) model, 
decoupled from traditional publishing services [7]. 

The community also has, for years now, observed 
the trend of significantly increasing numbers of 
publications [8]. The powers of artificial intelligence 
(AI), specifically generative AI models, which we are 
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merely beginning to comprehend, are further 
highlighting the reality that producing somewhat 
reasonable scholarly articles en masse is far from 
impossible. 

While most of these evolutionary aspects are 
generally considered rather positive, they also, in 
part, emphasize the ongoing crisis in scholarly 
communication. Specifically, we learn that traditional 
peer review models are unsuited for these new 
quantities and types of scholarly artifacts [9,10]. The 
resulting lack of quality validation leads in part to a 
replicability and reproducibility crisis and without the 
ability to validate, we lose trust in our scholarship. 

The remainder of this paper is structured as 
follows: In Section II we examine the current state of 
art to provide an alternative decentralized scholarly 
communication infrastructure, alongside identifying 
the prerequisites for exposing transparent and 
trustworthy artifact life cycle data. In Section III we 
introduce how transparency and trust regarding that 
life cycle data can be achieved by means of a 
pragmatic approach based on redundant web 
archiving. In Sections IV and V we sketch the 
interactions between an institutional repository that 
hosts a (scholarly) artifact and a peer review system 
that creates a peer review for this artifact and how 
these systems generate event logs containing life 
cycle data. We document the payloads of the 
asynchronous messaging system required in our 
network in Section VI. Section VII describes how web 
agents can verify the trustworthiness of artifact life 
cycle data. In Section VIII we offer a discussion of our 
results and possible routes for implementation. We 
offer conclusions and some aspects of future work in 
Section IX.    

II. BACKGROUND 

In previous work, we argued in favor of 
establishing novel levels of transparency regarding 
the scientific process that aim to increase trust and 
support reproducibility [11]. Technically, the 
approach enables an alternative, decentralized 
scholarly communication network that consists of 
interacting data nodes that host (research) artifacts 
and service nodes that add value to these artifacts. 
The “Event Notification in Value-Adding Networks” 

 
1 https://www.biorxiv.org 
2 https://www.medrxiv.org 
3 https://dataverse.org 

specification [12] provides interoperability 
affordances for the nodes in the network to 
communicate in an asynchronous and point-to-point 
way about life-cycle information pertaining to 
artifacts. The protocol inherently adopts an 
asynchronous design, necessitated by the 
unpredictable duration required for the provisioning 
of value-added services by service nodes. The time 
frame for providing such services can range 
anywhere from a few seconds (for instance, 
generating a trusted timestamp) to several months 
(notably in scenarios requiring a peer review). To 
accommodate this variability the protocol introduces 
Linked Data Notification (LDN) Inboxes, which are 
similar to mailboxes, as the communication point for 
data nodes and service nodes. In this communication 
channel, Event Notifications with ActivityStreams2 
(AS2) payloads, expressed as JSON-LD, are 
exchanged. This push-based protocol obviates 
continuous pulling for information about a value-
added service result. 

The Event Notification in Value-Adding Network 
protocol allows communities to create profiles for 
their specific use-cases. By far the most advanced 
implementer is the COAR Notify effort [7], 
generously funded by Arcadia, that focuses on 
providing peer-review services for a network of 
repositories. Pilot projects started in 2022 to 
implement the COAR Notify protocol and currently 
involve significant partners such as bioRxiv1, 
medRxiv2, Dataverse3, Zenodo4, PCI Peer Community 
In5 and Open Journal Systems6. Quite recently, in July 
2023, DSpace started to include support for the 
COAR Notify protocol in version 8 of the repository 
software [13]. 

In “Event Notifications and Event Logs: 
Transparent Sharing of Artifact Life Cycle Data” [14], 
we argue for additional transparency in the scholarly 
communication process by publishing Event Logs for 
each artifact that list all event notifications that were 
exchanged about it. These Event Logs could provide 
full transparency about the value-added service that 
were provided for an artifact including life cycle 
information about how an artifact is registered, 
reviewed, published, indexed, archived, etc. 

4 https://zenodo.org 
5 https://peercommunityin.org 
6 https://openjournalsystems.com 
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In the current scholarly communication system, 
the metadata for these value-added events are hard 
to find and can only be revealed by means of post-
factum heuristic-bound mining processes across 
many research corpora [15,16]. Event Logs are 
envisioned as decentralized web resources that 
provide near-real time information about the life 
cycle of contributions to the scholarly record. 

Also, in the current system, the core functions of 
scholarly communication (registration, certification, 
awareness, and archiving) are very much centralized 
inside publisher nodes. Trust in these nodes is 
provided by reputation. Trustworthy nodes should 
ensure only authentic value-added contributions are 
added to the scholarly record and preserved for the 
long-term in a tamper-proof way. Reputation can be 
gained, by a good track record of services, but also 
lost when fraudulent behavior is detected [17]. In a 
decentralized network, containing thousands of 
repository nodes and potentially millions of 
researcher homepages, trust can’t be expected to be 
derived from reputation alone and some form of 
machine-assisted verifiability is required. Although 
Event Logs are still a work in progress, and no 
specification is available yet, our aforementioned 
paper introduced some new aspects of verifiable 
trust that should be provided in decentralized 
networks. Three primary examples of trust involve: 
confidence in the Event Logs to accurately reflect 
veritable value-added events; the assurance that 
Event Logs are authentic, i.e. no fake value-added 
events were added; the assurance that Event Logs 
are local complete, i.e. append only, with no events 
being removed or edited; and an assurance that 
Event Logs are global complete, i.e. with no 
censorship of value-adding events by data and 
service nodes.  

III. PROPOSED APPROACH 

Digital signatures could provide a mechanism to 
prove that value-added events added to Event Logs 
are authentic, but verification of digital signatures 
requires the reliance on long-term secrets. The loss 
of secrets, or of the underlying infrastructure, 
prohibits long-term verification of the veracity of 
Event Logs. Block-chain technologies may mitigate 
some of these risks but come with high 
implementation costs [18] (not only monetary) or 
have thus far not demonstrated reliable long-term 
strategies. We argue for a pragmatic approach and 

explore solutions that do not rely on long-term 
secrets but rather generate redundancy of Event 
Logs in the network as a means to provide trust.  

Since Event Logs are regular web resources, in 
this paper, we focus on using publicly and openly 
available archiving infrastructure, such as web 
archives or resource versioning systems that operate 
under an archival regime, to distribute Event Logs to 
create redundant read-only copies. Given a public 
Event Log on a decentralized node, it should be 
possible to verify its authenticity by consulting the 
archived versions, and the authenticity of the entries 
by comparing Event Logs across data nodes and 
service nodes. 

The nodes that can keep read-only copies of 
Event Logs for the long-term are called archive 
services in this paper and are required: a) to be 
trustworthy, b) keep records in an immutable state, 
and c) implement the Event Notification and 
Memento protocol (RFC 7089)[19]. We believe that 
utilizing multiple such archives increases our 
chances for long-term availability of and access to 
these resources. We introduce a framework for pro-
actively archiving Event Logs and interlinking 
artifacts with their respective Event Logs and with the 
archived copies thereof (mementos) accessible via 
Memento TimeMaps. This effort results in an 
environment where a research artifact is linked to 
Event Logs describing all relevant changes the 
artifact has undergone, and the corresponding 
archival records. We believe that this setup 
significantly increases transparency - and therefore 
trust - and is backed by a decentralized archiving 
infrastructure, which comes with an increased 
guarantee of persistence. 

The next section introduces the actions of a peer 
review service that produces a review for a scholarly 
artifact URL-A that is hosted by a repository. To 
provide transparency in the life cycle of the scholarly 
artifact, information about the value-adding peer 
review service is published in a public Event log URL-
SN-E. Trust is provided for this Event Log by creating 
an authentic memento of this log in a trusted 
archive. 

In section V, a similar scenario is presented, now 
from the side of the repository that receives 
information about the new peer review. The 
repository also creates a public Event Log, URL-DN-E, 
containing life cycle information about the value-
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adding peer review for scholarly artifact URL-A. Also 
here, trust is provided for this Event Log by creating 
an authentic memento in trusted archives. But, in 
this scenario the repository chooses to use an 
external Choreographer service as a relay to contact 
many archives (a local implementation choice). 

All hosts in the network use the asynchronous 
messaging services provided by the Event 
Notifications protocol to update each other about 
value-adding events (such as peer review and 
archiving). An Event Notification 'Offer' notification is 
used to request a value-added service. An Event 
Notification 'Announce' notification is used to receive 
information about a value-added service result. 
Section VI provides the details of the actual Event 
Notification messages that are used in the network. 

IV. PEER REVIEW SERVICE ARCHIVING ITS EVENT LOG 

 
Figure 1. A peer review service sends an Event Notification 

message to a repository to announce the location of a new review 
for an artifact hosted on the repository. In parallel, the peer review 
service updates its Event Log and requests and receives a link to 
the synchronized memento for the updated Event Log from an 
archive service. 

In this scenario, a peer review service creates a 
review about a (scholarly) artifact at URL-A that is 
hosted by a repository. The peer review service 
maintains a public Event Log at URL-SN-E that 
includes the value-added service that was provided 
for URL-A. To make this Event Log more trustworthy, 
the peer review service uses the services of an 
archive service to create a synchronized memento 
(URL-M) of its Event Log. Figure 1 sketches a six-step 
process to inform the network about the availability 
of a new peer review. In the remainder of this 
section, we will provide a walk-through of this 
process.  

Step 1. The peer review service (the tilted square 
at the top of Fig. 1) creates a new service result: a 
review for artifact URL-A hosted at the repository 
(the square at the bottom left of Fig. 1). The peer 
review service updates the public Event Log URL-SN-
E to include the value-added service provided for 
artifact URL-A. The new Event Log entry expresses 
the fact that a peer review was created for the 
artifact URL-A. 

Step 2. The peer review service sends an 
Announce Event Notification message to the 
repository. This message informs the repository that 
a peer review is available for the artifact URL-A. 

Step 3. The repository uses the information in 
the Announce message for some internal 
bookkeeping (e.g., adding a link to the peer review in 
the landing page of the artifact) and to update the 
local Event Log of the artifact URL-A with a new entry 
pertaining to the peer review. See Section V, for more 
information about this process. 

Step 4. In parallel to step 2, the peer review 
service sends an Offer Event Notification to one or 
more archive services (the tilted square on the right 
for Fig. 1). The Offer notification requests archiving 
of the Event Log URL-SN-E pertaining to the review. 

Step 5. The archive service uses the information 
in the Offer Event Notification message to create a 
memento URL-M for the Event Log URL-SN-E. The 
creation of the memento could take some time. 
When the memento is available, the archive service 
sends an Announce Event Notification message back 
to the peer review service, containing information 
about the location of the TimeMap for the Event Log 
URL-SN-E. 

Step 6. The peer review service uses the 
information contained in the Announce Event 
Notification message to add a Link HTTP header to 
the Event Log URL-SN-E with the TimeMap location of 
the archive service (if no such link is already 
available). A TimeMap is defined by RFC7089 as the 
resource that lists the URIs or resources (mementos) 
that encapsulated prior states of the original 
resource (Event Logs in our case). By adding a 
TimeMap Link HTTP header to the Event Log, we 
provide web agents an affordance to access and 
verify versioned read-only copies of the Event Log at 
an archive service.  

An example of such a TimeMap Link HTTP header 
is provided below: 
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Link: <http://archive.node/map/URL-SN-E>; 
rel="timemap" 

 

As a result of these six steps, the following 
resources are created or updated, concerning the 
Event Log of the peer review service: 

● A new Event Log entry at URL-SN-E, 
containing information about a peer 
review provided for the artifact at URL-A. 

● An archived copy of URL-SN-E, the 
memento of the Event Log entry, at URL-
M, available in the TimeMap URL-TM. 

● A Link HTTP header added to the URL-SN-
E providing the location of the memento 
TimeMap of the archive service.  

V. REPOSITORY USING A CHOREOGRAPHER TO ARCHIVE THE 

EVENT LOG 

In this scenario, the repository hosts a scholarly 
artifact URL-A. We assume that the repository will 
outsource the creation of synchronized mementos 
of the Event Log to an external Choreographer.  

Figure 2 sketches a seven-step process to update 
the local Event Log of the repository and to create 
synchronized mementos at one or more archive 
services.  

Step 1. The peer review service (the tilted square 
at the top of Fig. 2) sends an Announce Event 
Notification to the repository. This message informs 
the repository about a new peer review that is 
available pertaining to an artifact URL-A. This step is 
equivalent to Step 2 in Section IV. We skipped the 
implicit Step 1 of Section IV to avoid repetition in this 
scenario. 

Step 2. The repository uses the information in 
the Announce message to create a new entry in a 
public Event Log URL-DN-E pertaining to artifact URL-
A. The entry provides a proof that a review is 
available for the artifact URL-A. Further internal 
processing can be imagined, such as the creation of 
a (bi-directional) link on the landing page of the 
scholarly artifact pointing to the peer review at the 
peer review service. 

 

 
7 https://www.lockss.org 

 
Figure 2.  A repository receives an Event Notification message 

from a peer review service which is used to update a local Event 
Log. The repository outsources the creation of synchronized 
mementos of the Event Log to Choreographer. The 
Choreographer contacts one or more archive services to create 
mementos for the Event Log. 

Step 3. The repository sends an Offer Event 
Notification message to the Choreographer with the 
location of the Event Log URL-DN-E. For the Event Log 
of the scholarly artifact a memento will be requested. 

Step 4. The Choreographer receives the Offer 
Event Notification containing the location of the 
Event Log URL-DN-E. The Choreographer consults an 
internal database containing archive services that 
are best suited for creating mementos of the Event 
Logs. For instance, the database could contain a 
collection of archive services such as web archives, 
LOCKSS7 networks, wikis, and git repositories. For 
each archive service, the Choreographer sends out 
an Offer Event Notification message to request the 
creation of a memento for the Event Log URL-DN-E. 

Step 5. Each of the archive services receive the 
Offer Event Notification message and create a      
memento of the Event Log at URL-M1, URL-M21, and 
URL-M3, respectively. Each archive service sends an 
Announce Event Notification message to the 
Choreographer about the availability of a TimeMap 
for URL-DN-E in their archive. 

Step 6. For each Announce message the 
Choreographer receives from archive services, a new 
Announce Event Notification message will be sent to 
the repository. These latter Announce messages 
inform the repository about new mementos that are 
available for the Event Log URL-DN-E. 
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Step 7. The repository uses the information in 
the incoming Announce Event Notification messages 
to set TimeMap links for the Event Log URL-DN-E  
Link HTTP header (if not yet available).  

As a result of these seven steps, the following 
resources are created or updated, concerning the 
Event Log of the repository: 

● A new Event Log entry at URL-DN-E 
containing information about a peer 
review value-adding service provided for 
the artifact at URL-A. 

● Archived copies, mementos, of the Event 
Log URL-DN-E at URL-M1, URL-M2 and 
URL-M3 that are part of TimeMaps URL-
TM1, URL-TM2 and URL-TM3. 

● Link HTTP headers for URL-DN-E 
providing the location of the memento 
TimeMap of the archives.  

VI.      EVENT NOTIFICATION PAYLOADS 

In this section we demonstrate the Event 
Notification messages required for a network 
containing: 

● A repository at URL http://data.node 
which hosts a scholarly artifact at 
http://data.node/artifact (URL-A) with an 
associated Event Log at 
http://data.node/artifact/log (URL-DN-E). 
The repository has an LDN Inbox at 
http://data.node/inbox/ to receive Event 
Notification messages pertaining to the 
Event Log (and the scholarly artifact). 

● A Choreographer at 
http://choreography.node with an LDN 
Inbox at 
http://choreography.node/inbox/ to 
receive Event Notification messages 
pertaining to the archiving value-added 
service it provides. 

● An archive service at http://archive.node 
with an LDN Inbox at 
http://archive.node/inbox/ to receive 
Event Notification messages pertaining 
to the archiving value-added services it 
provides. 

● A new memento for URL-DN-E at 
http://archive.node/memento/1 (URL-
M1). 

● A timemap for URL-DN-E at 
http://archive.node/map/http://data.nod
e/artifact/log 

 

Table 1 Overview of network nodes, resources and services used 
in Section III 

Network nodes 

Repository Choreographer Archive 
Service 

Network  
Role: 
Data node 

Network  
Role: 
Service node 

Network  
Role: 
Service node, 
TimeMap 

Resources: 
- Artifact  
  (URL-A) 
- Event Log  
  (URL-DN-E) 

Resources: 
(none) 

Resources: 
- Memento 
URL-M 
- TimeMap 
URL-TM 

Value-added 
Services: 
(none) 

Value-added 
Services: 
- Relaying archive 
service request 
to a network of 
archive services 

Value-Added 
Services: 
- Authentic 
memento 
versions of 
URL-DN-E 

 

Table 1 provides an overview of the nodes that 
are introduced in this section with the resources and 
value-added services that are in focus for the use 
case in Section V. 

The example Event Notification messages below 
follow the use case of Section V. The messages that 
are required for Section IV are similar.  

Our examples below have a particular emphasis 
on the Event Logs rather than the scholarly artifact 
for which similar interactions with Choreographer 
and archive service are applicable. 

 
From the repository to the choreography node 
 
Listing 1 shows the Offer Event Notification message 
that is sent in step 3 of Section V from the repository 
to the Choreographer. This message offers the Event 



7 of 7 

iPRES 2024: The 20th International Conference on Digital Preservation, Ghent & Flanders (Belgium) 
16-20 September 2024 

Log at http://data.node/artifact/log to be archived in 
a trusted archive service. 

Listing 1 Event Notification type “Offer” from the repository to 
the Choreographer. 

{  
   "@context": 
     "https://www.w3.org/ns/activitystreams", 
   "id": "urn:uuid:1", 
   "type": "Offer", 
   "actor": { 
      "id": "http://data.node", 
      "inbox": "http://data.node/inbox/", 
      "type": "Application" 
   }, 
   "object": { 
         "id": "http://data.node/artifact/log", 
         "type": "Document", 
   }, 
   "target": {      
      "id": "http://choreography.node", 
      "inbox": "http://choreography/inbox/", 
      "type": "Application" 
   } 
} 

 

From the Choreographer to the archive 
service 

Listing 2 shows the Offer Event Notification 
message that is sent in step 4 for Section V from the 
Choreographer to an archive service. The Event Log 
URL will be forwarded to the archive service as the 
subject of the new Offer message. 

Listing 2 Event Notification type “Offer” sent by a choreography 
node to an archive service. 

{  
   "@context":  
     "https://www.w3.org/ns/activitystreams", 
   "id": "urn:uuid:2", 
   "type": "Offer", 
   "actor": { 
       "id": "http://choreography.node/", 
      "inbox":  
             "https://choreography.node/inbox/", 
      "type": "Application" 
   }, 
   "object": { 
      "id": "http://data.node/artifact/log", 
      "type": "Document", 
   }, 
   "target": {      
      "id": "http://archive.node/", 
      "inbox": "http://archive.node/inbox/", 
      "type": "Application" 
   } 
} 

 

From the archive service to the 
Choreographer 

Listing 3 shows the Announce Event Notification 
message that is sent in step 5 of Section V from the 
archive service to the Choreographer. The message 

contains an object property which describes an 
update to the archive service’s TimeMap. The new 
TimeMap entry contains the memento at 
http://archive.node/memento/1 for the Event Log at 
http://data.node/artifact/log. The message also 
contains the required context and inReplyTo 
fields that help the Choreographer to reconstruct the 
context of the previously sent offer. 

Listing 3 Event Notification type “Announce” from an archive 
service to the Choreographer. 

{  
   "@context": [ 
     "https://www.w3.org/ns/activitystreams", 
     { "iana": "https://www.iana.org/" } 
   ], 
   "id": "urn:uuid:3", 
   "type": "Announce", 
   "actor": { 
      "id": "http://archive.node/", 
      "inbox": "http://archive.node/inbox/", 
      "type": "Application" 
   }, 
   "context": "http://data.node/artifact/log", 
   "inReplyTo": "urn:uuid:2", 
   "object": { 
          "id": "http://archive.node/map/ 
              http://data.node/artifact/log", 
      "type": "Document", 
      "iana:original": 
        "http://data.node/artifact/log", 
      "iana:memento": 
       "http://archive.node/memento/1" 
   }, 
   "target": {      
        "id": "http://choreography.node/", 
      "inbox":  
               "http://choreography.node/inbox/", 
      "type": "Application" 
   } 
} 

 

From the Choreographer node to the 
repository 

Listing 4 shows the Announce Event Notification 
message that is sent in step 6 of Section V from the 
archive service to the Choreographer. This message 
is almost a copy of the message in Table 3. The most 
important change is the inReplyTo field which 
contains the identifier of the original offer that was 
sent by the repository to the Choreographer. This 
information can be used by the repository to 
reconstruct the original context for which a service 
was requested. 

Listing 4 Event Notification type “Announce” sent by the 
choreography node to the repository. 

{  
   "@context": [ 
     "https://www.w3.org/ns/activitystreams", 
     { "iana": "https://www.iana.org/" } 
   ], 
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   "id": "urn:uuid:4", 
   "type": "Announce", 
   "actor": { 
       "id": "http://choreography.node/", 
      "inbox": 
         "https://choreographer.me/inbox/", 
      "type": "Application" 
   }, 
   "context": "http://data.node/artifact/log", 
   "inReplyTo": "urn:uuid:1", 
   "object": { 
          "id": "http://archive.node/map/ 
              http://data.node/artifact/log", 
      "type": "Document", 
      "iana:original": 
        "http://data.node/artifact/log", 
      "iana:memento": 
       "http://archive.node/memento/1" 
   }, 
   "target": {      
      "id": "http://data.node/", 
      "inbox": "http://data.node/inbox/", 
      "type": "Application" 
   } 
} 

 

VII.      TRUSTWORTHY EVENT LOGS 

     In our 2024 paper [14], we presented a 
proposal how the Event Log for a (scholarly) artifact 
URL-A could be discovered at the side of a data node 
(the repository) and at the side of a service node (the 
peer review service) by using Web Linking (RFC8288) 
[20].  

At the side of a data node, a web agent can find 
the Event Log for artifact URL-A by issuing a HTTP 
GET or HEAD request against URL-A and follow the 
proposed link relation type eventlog: 
HEAD http://data.node/artifact HTTP/1.1 
Host: example.org 
Accept: application/ld+json 
 
HTTP/1.1 200 OK 
Link: <http://data.node/artifact/log>; 
      rel="eventlog" 

At the side of a service node, a web agent can find 
the Event Log for the artifact URL-A by issuing a HTTP 
GET or HEAD request against the service node LDN 
Inbox which provides a Linked-Template HTTP 
header field [21]: 
HEAD http://service.node/inbox/ HTTP/1.1 
Host: example.org 
Accept: application/ld+json 
 
HTTP/1.1 200 OK 
Link-Template: "/events/{artifact}"; 
      rel="eventlog" 

The web agent uses the template and fills out URL-A 
for the {artifact} entry to get a link to a Event Log 
at the side of the service node containing value-
added events for URL-A. 

Using these two discovery techniques, the three 
subsections below sketch how the authenticity, the 
local completeness and global completeness of an 
Event Log can be verified. 

Verify the authenticity of the Event Log 

The process to verify the authenticity of the Event 
Log is sketched in figure 3 below. 

  

 
Figure 3 Process flow to verify the authenticity of Event Log 
entries. 

Step 1. A web agent contacts the repository to 
request value-added events available for artifact 
URL-A by issuing an HTTP HEAD request. 

 
Step 2. Using Web Linking, the repository points 

to the Event Log URL-DN-E. 
 
Step 3. The web agent retrieves the Event Log 

URL-DN-E and discovers a peer review event 
originating from the peer review service which can 
be contacted at a particular LDN Inbox URL. 

 
Step 4. Next, the web agent requests the location 

of an Event Log describing value-added events 
provided for URL-A from the peer review service. The 
web agent issues an HTTP HEAD request against the 
peer review service LDN Inbox. 

 
Step 5. The peer review service responds with a 

HTTP Linked-Template header to be filled out by the 
web agent to find for URL-A the Event Log URL-SN-E.  

 
Step 6. The web agent accesses the Event Log 

URL-SN-SE and compares the peer review entry with 
the peer review entry in URL-DN-E to verify the 
entry’s authenticity. For instance, the web agent can 
compare the Event Notification messages available 
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in the Event Log of the peer review services with the 
stored versions in the Event Log of the repository. 

 
Verify the local completeness of the Event Log 

 
The process to verify local completeness of the 

Event Log is sketched in figure 4 below. 
 

 
Figure 4 Process flow to verify the local completeness of Event Log 
entries. 

In this process flow a web agent inspects whether 
the Event Log is genuinely append-only, with no 
entries being removed or edited.  

 
Step 1. The web agent contacts the repository to 

request a trusted TimeMap for Event Log URL-DN-E 
by issuing an HTTP HEAD request against that URL. 

 
Step 2. The repository points to the TimeMap at 

an archive service by including a timemap HTTP Link 
relation in the response: 
 
HTTP/1.1 200 OK 
Link: <http://archive.node/map/ 
http://data.node/artifact/log> ; 
      rel="timemap" 

 
Step 3. Next, the web agent uses the TimeMap 

URL to request memento copies for URL-DN-E from 
the archive service. 

 
Step 4.  The archive service responds with a list 

of all mementos for the Event Log URL-DN-E. 
 
Step 5.  The web agent compares these copies 

against the URL-DN-E version for any missing or 
edited past versions. Depending on the serialization 
of Event Logs data comparison techniques such as 
edit distances, RDF canonicalization8 and checksums 
can be used to verify edits or deletions of past entries 
to the Event Logs. 

 
8 https://www.w3.org/TR/rdf-canon/ 

 
Verify the global completeness of the Event Log 
 
By utilizing the techniques above, one can verify 

the trustworthiness of the local version of an Event 
Log using a network of service providers. However, 
what remains unaddressed is the absence of data 
regarding value-added services that were not 
recorded in the Event Log but exist in the global 
network (e.g. due to some form of local censorship). 
Discovering censorship requires navigating the 
global web. Community efforts can be imagined 
decreasing the scope of this global search. For 
instance, national scholarly communities could 
mandate the use of trusted national archive services 
to ensure the authenticity of value-added services. 
Both Data nodes and service nodes will contribute to 
copies of archived information and inconsistencies 
can be discovered. 

VIII.      DISCUSSION 

Our requirements assume that archive services 
can create authentic mementos of Event Logs so that 
fixity information can be verified. Aturban et al. [24] 
show that in general cases, current web archives, 
such as the Internet Archive, routinely fail to offer 
authentic mementos to external applications when 
replaying archived web pages. The mementos that 
are presented to typical users of web archives are 
often not the raw data that was archived, but a 
processed version that presents the archive’s best 
effort to create human interpretable past versions of 
the web. These ‘replay’ considerations would make 
the use of web archives for use-cases involving 
building trust in web resources less applicable. That 
being said, Aturban’s concerns pertain to composite 
resources such HTML pages, for which the set of all 
resources required to recompose an archived page 
are not always available in the archive (not available 
for a particular timestamp), leading to temporal 
incoherence of the composite memento [25] or 
incomplete composite mementos [26]. However, 
since our scenarios only involve atomic textual 
resources, it is unlikely that replay issues will play any 
role when using web archives as archive services, 
especially not if the raw mementos of Event Logs are 
retrieved. 
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Web archives are also not the only option for 
providing archive services.  Public archives, serving 
authentic mementos, could be built on top of a 
variety of service providers such as git and wiki 
repositories that are memento-enabled using the 
Memento TimeGate software [22]. 

Our team is updating the Koreografeye software 
[23] to facilitate the services mentioned in this paper. 
We anticipate the timely completion of this effort to 
present a pilot demonstration to provide a tangible 
representation of our theoretical findings. 

As a first attempt to serialize Event Logs, a 
serialization format, using fragmentation techniques 
such as Linked Data Event Streams (LDES) [26], will 
be used. LDES provides a logging format for RDF 
messages, such as Event Notifications, with the 
capability to calculate fixity information (checksums) 
for each stable fragment.  To provide trust by a third 
party, each of these checksums can be compared at 
the side of the archive service by inspecting the 
checksum of the memento of the Event Log.  

IX.      CONCLUSION  

This article examines ways to enhance current 
decentralization initiatives, such as COAR Notify, to 
create an alternative scholarly communication 
system. It suggests that publishing public Event Logs 
can enhance transparency within the scholarly 
communication process. To provide a level of trust in 
such networks, we advocate for a network of trusted 
archive services that provide authentic mementos of 
Event Logs and in general for all scholarly artifacts. 
Our findings in this paper will provide a guide for 
standardization efforts for the Event Logs 
themselves, and implementations demonstrating 
trust in decentralized networks. We hope that the 
results of our project will bring a truly ,decentralized 
transparent, and trustworthy scholarly 
communication infrastructure closer to reality. 
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