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ON ALMOST-PRIME k-TUPLES

BIN CHEN

Abstract. Let τ denote the divisor function and H = {h1, ..., hk} be an admissible

set. We prove that there are infinitely many n for which the product
∏

k

i=1
(n + hi)

is square-free and
∑k

i=1
τ(n + hi) ≤ ⌊ρk⌋, where ρk is asymptotic to 2126

2853
k2. It

improves a previous result of M. Ram Murty and A. Vatwani, replacing 2126/2853
by 3/4. The main ingredients in our proof are the higher rank Selberg sieve and
Irving-Wu-Xi estimate for the divisor function in arithmetic progressions to smooth
moduli.

1. Introduction

We consider a set H = {h1, ..., hk} of distinct non-negative integers. We call such a
set is admissible if, for every prime p, the number of distinct residue classes modulo
p occupied by hi is less than p. The following conjecture is one of the greatest open
problems in prime number theory.

Conjecture 1.1 (Prime k-tuples conjecture). Given an admissible setH = {h1, ..., hk},
there are infinitely many integers n for which all n+ hi are prime.

The twin prime conjecture follows immediately from this by taking H = {0, 2}. Al-
though the prime k-tuples conjecture for k ≥ 2 is still wide open, many mathematicians
succeeded in making partial progress in various directions. One of these directions is
the existence of small gaps between primes. In 2013, Zhang [11] showed

lim inf
n→∞

(pn+1 − pn) < 7× 107

by a refinement of the GPY method. The main ingredient of his proof is a stronger
version of the Bombieri-Vinogradov theorem that is applicable when the moduli are
smooth numbers. After Zhang’s breakthrough, a new higher rank version of the Selberg
sieve was developed by Maynard [3] and Tao. This provided an alternative way of
proving bounded gaps between primes, but had several other consequences as well since
it was more flexible and could show the existence of clumps of many primes in intervals
of bounded length (cf. [3, Theorem 1.1]). It is worth mentioning that Zhang’s stronger
version of the Bombieri-Vinogradov theorem with smooth moduli can be combined with
the Maynard-Tao sieve to show there are clumps of primes in shorter intervals bounded
length (cf. [9, Theorem 4(vi)]). This means that a combination of both methods will
yield better results than using Maynard-Tao sieve alone. For a further discussion of
the progress in this direction, we refer the reader to [9].
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2 BIN CHEN

Another approximation to the prime k-tuples conjecture is to establish an upper
bound for the expression

k
∑

i=1

τ(n+ hi),

where τ stands for the divisor function. It is clear that the prime k-tuples conjecture
follows if one has the upper bound 2k for infinitely many n. For large k, the current
best result is

Theorem 1.2 (M. Ram Murty and A. Vatwani [1]). There exists ρk such that there

are ≫ x(log log x)−1(log x)−k integers n ≤ x for which the product
∏k

i=1(n + hi) is

square-free and
k
∑

i=1

τ(n + hi) ≤ ⌊ρk⌋.

For large k, we have ρk ∼ 3
4
k2.

We record previous results and methods. In 1997, Heath-Brown [6] obtained the
above result with ρk ∼ 3

2
k2 by using Selberg sieve. In 2006, Ho and Tsang [7] got

ρk ∼ k2 by modifying Heath-Brown’s sieve weights. In 2017, M. Ram Murty and
Akshaa Vatwani [1] developed a general higher rank Selberg sieve with an additive
twist to established Theorem 1.2. We next describe in more detail which aspects
determine the quality of their results.

When we use sieve methods to study the prime k-tuples conjecture, the primary
aspect affecting the result is the sieve method itself. Roughly speaking, if a more
general form of the sieve weights is used, there is more room to obtain better numerical
results. As can be seen, for example, in Maynard’s work [3]. Another key aspect is how
to deal with the error terms arising from the application of the sieve method. In order
to control these error terms, the above results all exploit the divisor function analogue
of the Bombieri-Vinogradov theorem. More precisely, let (a, q) = 1, and set

(1.1) E(x, q, a) =
∑

n≤x
n≡a (mod q)

τ(n)− 1

ϕ(q)

∑

n≤x
(n,q)=1

τ(n),

where ϕ is the Euler totient function. Then for any A > 0 and any θ < 2/3,

(1.2)
∑

q≤xθ

max
(a,q)=1

|E(x, q, a)| ≪A,θ
x

(log x)A
.

In fact, (1.2) can be deduced from the following result. For q < x2, we have for any
ǫ > 0, that

(1.3) |E(x, q, a)| ≪ǫ q
−1/4x1/2+ǫ.

This was proved independently by Selberg [10, pp. 234-237] as well as Hooley [8] and
Linnik; it is a consequence of the Weil bound for Kloosterman sums. The range of
θ in (1.2) determines the value of ρk in Theorem 1.2. Actually, the proof in [1] gives
ρk ∼ (2θ0)

−1k2 provided (1.2) holds for 0 < θ < θ0. We remark that the range θ < 2/3
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for (1.2) is still best known result although it is reasonable to expect that (1.2) should
hold for all θ < 1. In 2015, A. J. Irving broke thtough the barrier 2/3 under the
assumption that q only has small prime factors by using the q-analogue of van der
Corput’s method. More accurately, given ε > 0, Irving [5] (or see Lemma 4.2 below)
showed that,

(1.4) |E(x, q, a)| ≪ε q
−1x1−δ′

for q < x2/3+1/246−ε provided any prime factor of q does not exceed xη, where δ′ and η
are some positive constants depending on ε. Quite recently, Wu and Xi [12] developed a
theory of arithmetic exponent pairs and used it to improve Irving’s result by extending
the range of q to q < x2/3+55/12756−ε (see [12, Section 10] or Lemma 4.3 below). Note
that 55/12756 ≈ 1/231.92.

It is natural to ask whether we can combine the Irving-Wu-Xi estimate and the
higher rank Selberg sieve with additive twist to improve Theorem 1.2. This is the
main goal of the paper and we show

Theorem 1.3. There exists ρk such that there are ≫ x(log log x)−1(log x)−k integers

n ≤ x for which the product
∏k

i=1(n + hi) is square-free and

k
∑

i=1

τ(n + hi) ≤ ⌊ρk⌋.

For large k, we have ρk ∼ 2126
2853

k2.

Observe that 2126/2853 = 0.74518... < 3/4.

2. Notation

In this section, we recall the notation and terminology set up in [2]. For a more
detailed description, the reader is referred to [1] and [2].

A k-tuple of integers d := (d1, · · ·, dk) is said to be square-free if the product of its
components is square-free. For a real number R, the inequality d ≤ R means that
∏

i di ≤ R. The notation of divisibility among tuples is defined component-wise, that
is,

d|n ⇐⇒ di|ni for all 1 ≤ i ≤ k.

The notation of congruence among tuples, modulo a tuple, is also defined component-
wise. On the other hand, we say a scalar q divides the tuple d if q divides the product
∏

i di. When we explicitly write the congruence relation d ≡ e (mod q), we mean that
it holds for each component.

A vector function is said to be multiplicative if all its component functions are mul-
tiplicative. In this context, we define the function f(d) as the product of its component
(multiplicative) functions, that is,

f(d) :=

k
∏

i=1

fi(di).
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Similarly, a vector function v(d) is called additive if all its components vi are additive,
in which case, we define

v(d) =
k
∑

i=1

vi(di).

Some vector functions we will use are the Euler phi function, as well as the lcm and
gcd functions. For example,

[d, e] :=
k
∏

i=1

[di, ei].

When written as the argument of a vector function, [d, e] will denote the tuple whose
components are [di, ei]. The meaning of the use will be clear from the context.

We employ the following multi-index notation to denote mixed partial derivatives of
a function F (t) on k-tuples,

F (α)(t) :=
∂αF (t1, · · ·, tk)

(∂t1)α1 · · · (∂tk)αk
,

for any k-tuple α with α :=
∑k

j=1 αj .

Given smooth functions G and H with compact support on R
k, we define

C(G,H)(a) :=

∫ ∞

0

· · ·
∫ ∞

0

(

k
∏

j=1

t
aj−1
j

(aj − 1)!

)

G(t)(a)H(t)(a) dt

and

C(G,H)(a,b,c) := (−1)a+b

∫ ∞

0

· · ·
∫ ∞

0

(

k
∏

j=1

t
cj−1
j

(cj − 1)!

)

G(t)(a)H(t)(b) dt.

τk(n) represents the generalised divisor function, that is, the number of ways of
writing n as the product of k positive integers. The number γ denotes the Euler’s
constant. We use ≪ to denote Vinogradov’s notation. We also use the convention
n ∼ N to denote N < n ≤ 2N . Alternatively, f(x) ∼ g(x) may also denote that

limx→∞
f(x)
g(x)

= 1. The meaning will be clear from the context. The greatest integer less

than or equal to x is denoted as ⌊x⌋. The dash over the sum means that we sum over
k-tuples d and e with [d, e] square-free and co-prime to W . Throughout this paper, δ
denotes a positive quantity which can be made as small as needed.

3. Some hypotheses

In this section,we review some of the salient features of the higher rank Selberg sieve
discussed in [1] and [2].

Given a set S of k-tuples, S = {n = (n1, · · ·nk)}, we seek to estimate sums of the
form

∑

n∈S
ωn

(

∑

d|n
λd

)2

,(3.1)
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where ωn is a ‘weight’ attached to the tuples n and λd are parameters to be chosen.
Throughout this section, the condition n ∈ S is understood to hold without being
explicity stated. We impose the following hypotheses on this sum:

H1. If a prime p divides a tuple n such that p divides ni and nj, with i 6= j, then p
must lie in some fixed finite set of primes P0.

This hypothesis allows us to perform what is called the ‘W trick’. That is, we set
W =

∏

p<D0
p, with D0 depending on S, such that p ∈ P0 implies that p | W . We then

fix some tuple of residue classes b (modW ) with (bi,W ) = 1 for all i and restrict n to
be congruent to b in the sum we are concerned with.

H2’. With W, b as in H1, the function ωn satisfies

∑

d|n
n≡b (mod W )

ωn =
X

f(d)
+

X∗

f∗(d)
v(d) + rd

for some real numbers X and X∗ depending on the set S, where f and f∗ are multi-
plicative and v is additive.

H3. With f as in H2’, the components of f satisfy

fj(p) =
p

αj
+O(pt), with t < 1,

for each prime p and some fixed αj ∈ N, αj independent of X, k.

We denote the tuple (α1, · · ·, αk) as α and the sum of the components Σk
j=1αj as α.

H4’. There exists ̟ > 0, η0 > 0 such that
∑

[d,e]≤X2/3+̟−ǫ

di,ei≤Xη0 ∀i

|r[d,e]| ≪
X

(logX)A
,

for any A > 0, ǫ > 0, as X → ∞. The implied constant may depend on A and ǫ.

H5. Let v be as in H2’. For each j, there exists βj , such that

∑

p

vj(p)

p1+δ
=

βj

δ
+O(1),

∑

p

|vj(p)|
p1+δ

≪ 1

δ

as δ → 0.
We shall choose λd in terms of a fixed symmetric function F : [0,∞)k → R, supported

on the truncated simplex

∆
[κ]
k (1) := {(t1, · · ·, tk) ∈ [0, κ]k : t1 + · · ·+ tk ≤ 1}, for some κ > 0,

as

λd = µ(d)F

(

log d

logR

)

:= µ(d1) · · · µ(dk)F
(

log d1
logR

, · · ·, log dk
logR

)

,(3.2)

where R is some fixed power of X . If κ = 1, we write ∆k(1) = ∆
[1]
k (1) for brevity.

Henceforth, we assume D0 (and hence W ) → ∞ as X → ∞.



6 BIN CHEN

4. Lemmas

In this section we introduce some prerequisite results, some of which are quoted from
the literature directly. These lemmas play an important role in the proof of our main
theorem in section 5.

Throughout this section, the big oh and little oh notation is understood to be with
respect to X → ∞. Moreover, the implied constants may depend on those parameters
which are independent of X (such as the function f , parameters A, αj, βj , etc.) but
not on those quantities which do depend on X (such as D0,W,R).

First recall the main result in [1] which can used to deal with the main term arising
from the application of the higher rank Selberg sieve with additive twist.

Lemma 4.1 (M. Ram Murty and A. Vatwani [1, Lemma 4.2]). Set R to be some fixed

power of X and let D0 = o(log logR). Let f be a multiplicative vector function and v
be an additive vector function satisfying H3 and H5 respectively. Let G,H be smooth

functions with compact support. We denote

G

(

log d

logR

)

:= G

(

log d1
logR

, · · ·, log dk
logR

)

and similarly for H. Then

∑′

d,e

µ(d)µ(e)

f([d, e])
v([d, e])G

(

log d

logR

)

H

(

log e

logR

)

is obtained by (as R → ∞)

(1 + o(1))
c(W )

(logR)α−1

k
∑

j=1

βjαjC
∗
j (G,H)(α) +O

(

c(W ) logD0

(logR)α

)

,

where,

C∗
j (G,H)(α) = C(G,H)(α,α,α+ej) − C(G,H)(α−ej ,α,α) − C(G,H)(α,α−ej ,α),

c(W ) :=
W α

ϕ(W )α
,

and the tuple α± ej is (α1, · · ·, αj ± 1, · · ·, αk).

Lemma 4.2 (A. J. Irving [5, Theorem 1.2]). Let E(x, q, a) be as in (1.1). Suppose

that ̟, η > 0 satisfy

246̟ + 18η < 1.

There exists δ
′
> 0, depending on ̟ and η, such that for any xη-smooth, square-free

q ≤ x2/3+̟ and any (a, q) = 1 we have

E(x, q, a) ≪̟,η q
−1x1−δ

′
.

Lemma 4.3 (J. Wu and P. Xi [12, Theorem 1.2]). Let E(x, q, a) be defined as in (1.1).
Suppose that ε > 0. There exist positive real numbers δ

′
= δ

′
(ε) and η = η(ε), such

that for any qη-smooth, square-free q ≤ x2/3+55/12756−ε and any (a, q) = 1 we have

E(x, q, a) ≪ε q
−1x1−δ

′
.
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Remark 4.4. The formulation is slightly different from [12, Theorem 1.2], but it
follows readily from a careful analysis of its proof [12, Section 10].

The following lemma is the analogue of [1, Theorem 4.3] and it can be viewed as a
smoothed version of the higher rank Selberg sieve with additive twist. Here a smoothed
version means that the sieve weights λd are supported on the d such that the product
∏

i di only has prime factors less than Rκ.

Lemma 4.5. Let λd be as in (3.2). Suppose hypotheses H1, H2’, H4’ and H5. We

also assume that both functions, f and f∗ arising from H2’ satisfy H3 with αj and α∗
j

respectively. Let R = X
1
2
( 2
3
+̟)−δ, κ = 2η0

2/3+̟
and D0 = o(log logR). Then,

∑

n≡b (mod W )

ωn





∑

d|n
λd





2

=(1 + o(1))
c(W )X

(logR)α
C(F, F )(α)

+ (1 + o(1))
c∗(W )X∗

(logR)α∗−1

k
∑

j=1

βjα
∗
jC

∗
j (F, F )(α

∗)

where C∗
j (F, F )(α

∗) denotes the quantity

C(F, F )(α
∗,α∗,α∗+ej) − C(F, F )(α

∗−ej ,α
∗,α∗) − C(F, F )(α

∗,α∗−ej ,α
∗),

and

α∗ =

k
∑

j=1

α∗
j , c(W ) =

W α

ϕ(W )α
, c∗(W ) =

W α∗

ϕ(W )α∗ ,

the tuple α∗ ± ej is (α∗
1, · · ·, α∗

j ± 1, · · ·, α∗
k).

Proof. Our proof follows the argument of [2, Theorem 3.6]. We expand the square,
interchanging the order of summation, applying the W -trick and finally using H2′. We
obtain

X
∑′

d,e<R
di,ei≤Rκ ∀i

λdλe

f([d, e])
+X∗

∑′

d,e<R
di,ei≤Rκ ∀i

λdλe

f∗([d, e])
v([d, e]) +O









∑′

d,e<R
di,ei≤Rκ ∀i

|λd||λe||r[d,e]|









.

We have to analyze the two main terms. By the given choice of λd, the first term can
be treated as in Theorem 3.6 of [2] to be

(1 + o(1))
c(W )X

(logR)α
C(F, F )(α).

The second term yields

X∗
∑′

d,e<R

µ(d)µ(e)

f∗([d, e])
v([d, e])F

( log d

logR

)

F
( log e

logR

)

.
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By Lemma 4.1, this is given by

(1 + o(1))
c∗(W )X∗

(logR)α∗−1

k
∑

j=1

βjα
∗
jC

∗
j (F, F )(α

∗).

To complete the proof, we note that the choices of R and κ along with H4′ ensure that
the error term is negligible. �

5. Application to almost prime k-tuples

We recall the definition of an admissible set.

Definition 5.1. A set H = {h1, ..., hk} of distinct non-negative integers is said to
be admissible if, for every prime p, there is a residue class bp (mod p) such that bp /∈
H (mod p).

Throughout this section, we work with a fixed admissible set of size k,H = {h1, ..., hk},
where k is a sufficiently large integer. First we use the W -trick. Set W =

∏

p<D0
p, by

the Chinese remainder theorem, we can find an integer b, such that b+ hi is co-prime
to W for each hi. We restrict n to be in this fixed residue class b modulo W . One can
choose D0 = log log logN , so that W ∼ (log logN)1+o(1) by an application of the prime
number theorem. We then consider the expressions,

S1 =
∑

n∼N
n≡b (mod W )





∑

dj |n+hj∀j
λd





2

,(5.1)

S2 =
∑

n∼N
n≡b (mod W )

(

k
∑

j=1

τ(n + hj)

)





∑

dj |n+hj∀j
λd





2

.(5.2)

For ρ positive, we denote by S(N, ρ) the quantity

ρS1 − S2.

The key point of our argument is to show, with an appropriate choice of λd, that

S(N, ρ) > 0

for all large N . This implies, there are infinitely many integers n such that

k
∑

j=1

τ(n+ hj) ≤ ⌊ρ⌋,

where ⌊ρ⌋ denotes the greatest integer less than or equal to ρ.
The asymptotic formula for S1 was already derived in [2, Lemma 4.2]. We proceed

to derive an asymptotic formula for S2.
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5.1. An asymptotic formula for S2.

We write

S2 =
k
∑

m=1

S
(m)
2 , S

(m)
2 =

∑

n∼N
n≡b (mod W )

τ(n + hm)





∑

dj |n+hj∀j
λd





2

In this subsection we obtain an asymptotic formula for S
(m)
2 .

Lemma 5.2. Assume 0 < ̟ < 55
12756

. Let ε = 55
12756

− ̟, η = η(ε) be defined as in

Lemma 4.3, η0 = η/2, κ = 2η0
2/3+̟

. With λd chosen as in (3.2) and R = N
1
2
( 2
3
+̟)−δ, we

have as N → ∞,

S
(m)
2 :=

∑

n∼N
n≡b (mod W )

τ(n + hm)





∑

dj |n+hj∀j
λd





2

=(1 + o(1))
W k−1

ϕ(W )k
N

(logR)k

(

logN

logR
α(m) − β

(m)
1 − 4β

(m)
2

)

,

with

α(m) =

∫

∆k(1)

tm

(

F (1+em)(t)
)2

dt,

β
(m)
1 =

∫

∆k(1)

t2m

(

F (1+em)(t)
)2

dt,

and

β
(m)
2 =

∫

∆k(1)

tmF
(1+em)(t)F (1)(t) dt.

Proof. Following the same argument as in [1, Lemma 5.10], we can show that H1, H2’,
H3 and H5 holds. The variables in H2’ satisfy

X =
ϕ(W )

W 2
N



logN + 2γ − 1 +
∑

p|W

2 log p

p− 1



 , X∗ = −ϕ(W )

W 2
N,

f(d) = f∗(d) =
ϕ(dm)

dmτ(dm)

∏

p|dm

(

2p

2p− 1

) k
∏

j=1

d2j
ϕ(dj)

,

v(d) = log dm −
∑

p|dm

log p

2p− 1
−
∑

j 6=m

∑

p|dj

2 log p

p− 1
,

rd = E ′(N, q, a) +O(d1/2m qǫ−1
√
N),

where

q = W

k
∏

j=1

dj,
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E ′(N, q, a) = τ(δ)
∑

d|δ

µ(d)

τ(d)
E(N/δd, q′, ad),(5.3)

with δ = (a, q), q′ = q/δ, ad ≡ aδd (mod q′). Here δd is the inverse of δd modulo q′ and
a is some integer depending on b, m, d, and W .

H3 holds for f and f∗ with

(5.4) αj = α∗
j =

{

1 if j = 1, · · ·, k, j 6= m,
2 if j = m.

H5 holds for the additive function v with βj, given by

vj(p) = −2 log p

p− 1
for j 6= m, vm(p) = log p− log p

2p− 1
,

and

(5.5) βj =

{

0 if j = 1, · · ·, k, j 6= m,
1 if j = m.

We give details to verify H4’. In fact, it suffices to show that for any A > 0, ǫ > 0,

∑′

[d,e]≤N2/3+̟−ǫ

dj ,ej≤Nη0 ∀j

|E ′(N, q, a)|+O









∑′

[d,e]≤N2/3+̟−ǫ

dj ,ej≤Nη0 ∀j

[dm, em]
1/2qǫ−1

√
N









≪ N

(logN)A
,(5.6)

where q = W
∏

j [dj, ej]. Denoting
∏

j 6=m[dj , ej] as [d, e]m, we have

∑′

[d,e]≤N2/3+̟−ǫ

di,ei≤Nη0 ∀j

[dm, em]
1/2qǫ−1 ≪

∑′

[d,e]≤N2/3+̟

[dm, em]
1/2qǫ−1

≪ W ǫ−1
∑

[dm,em]≤N2/3+̟

[dm, em]
ǫ−1/2

∑

[d,e]m≤N2/3+̟

[d,e]m square-free

([d, e]m)
ǫ−1.

Using [2, Proposition 3.1] and partial summation along with the fact that the average
order of τ3(n) is (log n)

2, we get
∑

[dm,em]≤N2/3+̟

[dm, em]
ǫ−1/2 ≪

∑

r≤N2/3+̟

rǫ−1/2τ3(r) ≪ (N2/3+̟)ǫ+1/2(logN)2.

Similarly,
∑

[d,e]m≤N2/3+̟

[d,e]m square-free

([d, e]m)
ǫ−1 ≪

∑

r≤N2/3+̟

rǫ−1τ3(k−1)(r) ≪ (N2/3+̟)ǫ(logN)3k.



ON ALMOST-PRIME k-TUPLES 11

As ǫ can be arbitrarily small and W ≪ (log logN)2, we obtain,

∑′

[d,e]≤N2/3+̟−ǫ

dj ,ej≤Nη0 ∀j

[dm, em]
1/2qǫ−1

√
N ≪ N ǫ′+(2/3+̟)/2

√
N,

for any ǫ′ > 0. As 2/3 + ̟ < 1, this term is indeed of the order of N(logN)−A for
any A > 0 as required. We now only need to consider the first term of (5.6). It can be
bounded by

∑

q≤WN2/3+̟−ǫ

q |
∏

p≤Nη0

p

τ3k(q) max
a (mod q)

|E ′(N, q, a)|

≪















∑

q≤N2/3−ǫ

+
∑

N2/3−ǫ<q≤N2/3+̟−ǫ

q |
∏

p≤Nη0

p















µ(q)2τ3k(q) max
a (mod q)

|E ′(N, q, a)|(5.7)

We first deal with the first term of (5.7). Note that (5.3) gives

E ′(N, q, a) = τ(δ)
∑

d|δ

µ(d)

τ(d)
E

(

N

δd
,
q

δ
, ad

)

,

where δ = (a, q).

If
(

N
δd

)2
> q

δ
, we find by (1.3)

∣

∣

∣

∣

E

(

N

δd
,
q

δ
, ad

)∣

∣

∣

∣

≪
(q

δ

)− 1
4

(

N

dδ

) 1
2
+ ǫ

4

≪ q−
1
4N

1
2
+ ǫ

4 ≪ N

q
,

provided q < N
2
3
− ǫ

3 .

If
(

N
δd

)2 ≤ q
δ
, we use the trivial bound to obtain

∣

∣

∣

∣

E

(

N

δd
,
q

δ
, ad

)∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

∣

∣

∣

∣

∑

n≤N
δd

n≡ad (mod qδ−1)

τ(n)

∣

∣

∣

∣

∣

∣

∣

∣

∣

+
1

ϕ(qδ−1)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∑

n≤N
δd

(n,qδ−1)=1

τ(n)

∣

∣

∣

∣

∣

∣

∣

∣

∣

≤ N ǫ +
N

δd
logN

log qδ−1

qδ−1
≪ N log2N

q
,

where we used the estimate 1
ϕ(n)

≪ logn
n

. Therefore, we obtain

|E ′ (N, q, a)| ≪ τ(δ)2
N log2N

q
≪ τ(q)2

N log2N

q
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for q ≤ N2/3−ǫ.
On the other hand, [1, Theorem 5.9] gives

∑

q≤Nθ

µ(q)2max
y≤N

max
a (mod q)

|E ′(y, q, a)| ≪ N

(logN)A′

for any A′ > 0 and θ < 2/3. Hence, by Cauchy-Schwarz, the first term of (5.7) is
bounded by

∑

q≤N2/3−ǫ

µ(q)2τ3k(q) max
a (mod q)

|E ′(N, q, a)|

≪





∑

q≤N2/3−ǫ

µ(q)2τ3k(q)
2τ(q)2

N log2N

q





1
2




∑

q≤N2/3−ǫ

µ(q)2 max
a (mod q)

|E ′(N, q, a)|





1
2

≪ N

(logN)A

(5.8)

for any A > 0, as N → ∞.
We now turn to the second term of (5.7). In order to estimate E ′(N, q, a) forN2/3−ǫ <

q ≤ N2/3+̟−ǫ, q |∏p≤Nη0 p, we consider three cases.

If d ≥ N ǫ/2, the crude bound gives

∣

∣

∣

∣

E

(

N

δd
,
q

δ
, ad

)∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

∣

∣

∣

∣

∑

n≤N
δd

n≡ad (mod qδ−1)

τ(n)

∣

∣

∣

∣

∣

∣

∣

∣

∣

+
1

ϕ(qδ−1)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∑

n≤N
δd

(n,qδ−1)=1

τ(n)

∣

∣

∣

∣

∣

∣

∣

∣

∣

≪ N
ǫ
4

(

N

δd
· δ
q
+ 1

)

+
δ

q
· N
δd

·N ǫ
4

≪ N1− ǫ
4

q
.(5.9)

If d < N ǫ/2, δ > N4̟, we obtain by (1.3),

∣

∣

∣

∣

E

(

N

δd
,
q

δ
, ad

)∣

∣

∣

∣

≪
(q

δ

)− 1
4

(

N

δd

)
1
2
+ǫ

≪
(q

δ

)− 1
4

(

N

δ

)
1
2
+ǫ

≪ q−
1
4N

1
2
−̟−4̟ǫ+ǫ.(5.10)

Finally, if d < N ǫ/2, δ ≤ N4̟, we have

q

δ
≤ N

2
3
+̟−ǫ

δ
≤
(

N

δd

)
2
3
+̟

=

(

N

δd

)
2
3
+ 55

12756
−ε

,

and

Nη0 = N
η
2 ≤

(

N
2
3
−ǫ

N4̟

)η

≤
(q

δ

)η

.
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As ǫ can be made arbitrarily small. We obtain by Lemma 4.3,

∣

∣

∣

∣

E

(

N

δd
,
q

δ
, ad

)∣

∣

∣

∣

≪̟

(

N

δd

)1−δ′
δ

q
≪ N1−δ′δδ

′

q
≪ N1−δ′+4̟δ′

q
,(5.11)

where δ′ is some positive number depending on ̟.
Hence, it follows by (5.3), (5.9), (5.10), and (5.11) that

∑

N2/3−ǫ<q≤N2/3+̟−ǫ/2

q |
∏

p≤Nη0

p

τ3k(q) max
a (mod q)

|E ′(N, q, a)|

≪
∑

N2/3−ǫ<q≤N2/3+̟−ǫ/2

τ3k(q)τ(δ)
2

(

N1− ǫ
4

q
+ q−

1
4N

1
2
−̟−4̟ǫ+ǫ +

N1−δ′+4̟δ′

q

)

≪ N

(logN)A
(5.12)

for any A > 0, as N → ∞.
This concludes the verification of H4’.

As the choice of D0 gives

logD0

logR
= o(1),

we are now in a position to apply Lemma 4.5. The remaining argument is the same as
[1, Lemma 5.10]. This completes the proof. �

Noting that our choice of λd satisfies the conditions of [2, Lemma 4.2], we combine
the above lemma with the asymptotic formula for S1 obtained in [2, Lemma 4.2].

Lemma 5.3. Assume 0 < ̟ < 55
12756

. Let ε = 55
12756

− ̟, η = η(ε) be defined as in

Lemma 4.3, η0 = η/2, κ = 2η0
2/3+̟

. With λd chosen as in (3.2) and R = N
1
2
( 2
3
+̟)−δ, we

have as N → ∞,

S(N, ρ) := ρS1−
k
∑

m=1

S
(m)
2 = (1+o(1))

W k−1

ϕ(W )k
N

(logR)k

(

ρI(F )− α∗

(1
2
(2
3
+̟)− δ)

+β∗
1+4β∗

2

)

,

with

α∗ =

k
∑

i=1

α(m) = kα(k), β∗
1 =

k
∑

i=1

β
(m)
1 = kβ

(k)
1 , β∗

2 =

k
∑

i=1

β
(m)
2 = kβ

(k)
2 ,

and

I(F ) =

∫

∆k(1)

(F (1)(t))2 dt.
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5.2. The choice of the test function.

Now, we adopt some ideas from [3] and [4] to choose a suitable smooth function F .

Let T = k
log log k

. Define the function g : [0,∞) → R by

(5.13) g(t) :=

{

e−
t
2

(

1− t
T

)

, if t ≤ T,
0, if t > T,

and the simplex set

∆k(r) := {(t1, · · ·, tk) ∈ [0,∞)k : t1 + · · ·+ tk ≤ r}.
Let h1(t1, · · ·, tk) : [0,∞)k → R be a smooth function with |h1(t1, · · ·, tk)| ≤ 1 such that

(5.14) h1(t1, · · ·, tk) =
{

1, if (t1, · · ·, tk) ∈ ∆k(1− δ1),
0, if (t1, · · ·, tk) /∈ ∆k(1),

where δ1 > 0 is a small constant to be chosen soon.
Furthermore, we may assume that

∣

∣

∣

∣

∂h1

∂tj
(t1, · · ·, tk)

∣

∣

∣

∣

≤ 1

δ1
+ 1(5.15)

for each (t1, · · ·, tk) ∈ ∆k(1) \∆k(1− δ1) and 1 ≤ j ≤ k.
Let h2(t) : [0,∞) → R be a smooth function with |h2(t)| ≤ 1 such that

(5.16) h2(t) =

{

1, if 0 ≤ t ≤ T − δ2,
0, if t > T,

where δ2 < 1 is a small positive constant to be chosen later. We may also assume that

|h′
2(t)| ≤

1

δ2
+ 1(5.17)

for each T − δ2 ≤ t ≤ T .
Finally, we define the function F : [0,∞)k → R by

F (t) = (−1)k
∫ ∞

t1

· · ·
∫ ∞

tk

h1(t)

k
∏

j=1

h2(ktj)g(ktj) dt, for t ∈ [0,∞)k.(5.18)

As h1(t)
∏k

j=1 h2(ktj)g(ktj) is a smooth function supported on ∆
[T
k
]

k (1), we obtain that

F (t) is also a smooth function supported on ∆
[T
k
]

k (1) and

(5.19) F (1)(t) = h1(t)
k
∏

j=1

h2(ktj)g(ktj).

In view of Lemma 5.3, our main goal for the remainder of this section becomes to

estimate α(k), β
(k)
1 , β

(k)
2 and I(F ).

Remark 5.4. The idea of choosing the derivative of the test function F to be of the
form (5.19) is due to Maynard [3, Section 7]. Our introduction of smooth functions h1

and h2 here is inspired by the work of H. Li and H. Pan [4].
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Before proceeding further, we mention some numerical results for integrals related
to the function g.

(5.20)

∫ T

0

g(t)2 dt = 1− 2(T + e−T − 1)T−2,

(5.21)

∫ T

0

tg′(t)2 dt =
1

4
− Te−T + e−T − 1

2T 2
,

(5.22)

∫ T

0

tg(t)2 dt = 1 + (6− 4T − 2Te−T − 6e−T )T−2.

5.3. An upper bound for α(k).

Throughout the remainder of this article, any constants implied by the notion O or ≪
are absolute.
We have

F (1+ek)(t) =
∂F (1)

∂tk
(t)

=
∂h1

∂tk
(t)

k
∏

j=1

h2(ktj)g(ktj) + kh1(t)h
′
2(ktk)g(ktk)

k−1
∏

j=1

h2(ktj)g(ktj)

+ kh1(t)h2(ktk)g
′(ktj)

k−1
∏

j=1

h2(ktj)g(ktj)

=:I1 + I2 + I3.(5.23)

By the definition of h1, we find

∫

∆k(1)

I21 tkdt =

∫

∆k(1)\∆k(1−δ1)

tk

(

∂h1

∂tk
(t)

)2 k
∏

j=1

e−ktj

(

1− ktj
T

)2

h2(ktj)
2 dt

≤
(

1 +
1

δ1

)2 ∫

∆k(1)\∆k(1−δ1)

tke
−ktk

(

1− ktk
T

)2

h2(ktk)
2
k−1
∏

j=1

h2(ktj)
2g(ktj)

2 dt

≤ 1

ke

(

1 +
1

δ1

)2 ∫

∆k(1)\∆k(1−δ1)

k−1
∏

j=1

h2(ktj)
2g(ktj)

2 dt.(5.24)

In the last step we used maxu≥0 ue
−ku = 1

ke
. Let r = t1 + · · ·+ tk, it follows

∫

∆k(1)\∆k(1−δ1)

k−1
∏

j=1

h2
2(ktj)g

2(ktj) dt ≤
∫

∆k−1(1)

(
∫ 1

1−δ1

dr

) k−1
∏

j=1

g(ktj)
2h2(ktj)

2 dt1 · · · dtk−1

≤δ1Υ
k−1

kk−1
,(5.25)
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where Υ =
∫ T

0
g(t)2 dt.

We conclude that
∫

∆k(1)

I21 tk dt ≪
1

kδ1
· Υ

k−1

kk−1
.(5.26)

from (5.24) and (5.25).
Regarding the upper bound for

∫

∆k(1)
I22 tk dt, we find

∫

∆k(1)

I22 tk dt ≤
(

1 +
1

δ2

)2 ∫

∆k−1(1)

(

k−1
∏

j=1

g(ktj)
2h2(ktj)

2

)

·
(

∫ T/k

(T−δ2)/k

tkk
2e−ktk

(

1− ktk
T

)2

dtk

)

dt1 · · · dtk−1

≤
(

1 +
1

δ2

)2 ∫

∆k−1(1)

(

k−1
∏

j=1

g(ktj)
2h2(ktj)

2

)

· δ2
k

· T
k
· k2e−(T−δ2)

(

δ2
T

)2

dt1 · · · dtk−1

≪ δ2
TeT

· Υ
k−1

kk−1
.(5.27)

In the second inequality, we used the trivial bound for the second integral.
We now estimate

∫

∆k(1)
I23 tk dt.

∫

∆k(1)

I23 tk dt =

∫

∆k(1)

tkk
2h1(t)

2h2(ktk)
2g′(ktk)

2
k−1
∏

j=1

h2(ktj)
2g(ktj)

2 dt

≤k2

∫ ∞

0

tkh2(ktk)
2g′(ktk)

2 dtk

k−1
∏

j=1

∫ ∞

0

h2(ktj)
2g(ktj)

2 dtj

≤k2

∫ T
k

0

tkg
′(ktk)

2 dtk

k−1
∏

j=1

∫ T
k

0

g(ktj)
2 dtj

=
Υk−1

kk−1

∫ T

0

tg′(t)2dt.(5.28)

From the Cauchy-Schwarz inequality, (5.26), (5.27), (5.28), and (5.21) we deduce

α(k) =

∫

(I1 + I2 + I3)
2tk dt

=

∫

(I21 + I22 + I23 + 2I1I2 + 2I1I3 + 2I2I3)tk dt

≤
∫

I21 tkdt+

∫

I22 tk dt+

∫

I23 tk dt + 2

(
∫

I21 tk dt

)
1
2
(
∫

I22 tk dt

)
1
2
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+ 2

(
∫

I21 tk dt

)
1
2
(
∫

I23 tk dt

)
1
2

+ 2

(
∫

I22 tk dt

)
1
2
(
∫

I23 tk dt

)
1
2

≤Υk−1

kk−1

∫ T

0

tg′(t)2 dt +O

((

1

kδ1
+

√

δ2
kδ1TeT

+
1√
kδ1

+

√

δ2
TeT

)

Υk−1

kk−1

)

.(5.29)

Now, selecting δ1 =
√
log k
k

and observing that T = k
log log k

and δ2 < 1 gives that

α(k) ≤ Υk−1

kk−1

∫ T

0

tg′(t)2 dt +O

(

1

(log k)
1
4

· Υ
k−1

kk−1

)

.(5.30)

5.4. An upper bound for β
(k)
1 and β

(k)
2 .

Recall

β
(k)
1 =

∫

∆k(1)

t2k(F
(1+ek)(t))2 dt =

∫

∆k(1)

t2k(I1 + I2 + I3)
2 dt.(5.31)

By an analogous argument as in the estimation of α(k), it is not hard to see the main
contribution of right hand side of (5.31) comes from

∫

∆k(1)
I23 t

2
k dt. Hence,

β
(k)
1 ≪

∫

∆k(1)

I23 t
2
k dt

=

∫

∆k(1)

t2kk
2h1(t)

2h2(ktk)
2g′(ktk)

2
k−1
∏

j=1

h2(ktj)
2g(ktj)

2 dt

≤Υk−1

kk

∫ T

0

t2g′(t)2 dt ≪ Υk−1

kk
.(5.32)

In the last step we used the fact
∫ T

0
t2g′(t)2 dt = O(1), as k → ∞. This can be readily

seen by noting that the integrand is an exponentially decreasing function.
Similarly, we have

β
(k)
2 =

∫

∆k(1)

tkF
(1+ek)(t)F (1)(t) dt =

∫

∆k(1)

tk(I1 + I2 + I3)F
(1)(t) dt.(5.33)

The main contribution of the right hand side of (5.33) comes from
∫

∆k(1)
tkI3F

(1)(t) dt.

Therefore,

β
(k)
2 ≪

∫

∆k(1)

tkI3F
(1)(t) dt

=

∫

∆k(1)

tkkh
2
1(t)h2(ktk)

2g′(ktk)g(ktk)

k−1
∏

j=1

h2(ktj)
2g(ktj)

2 dt

≤Υk−1

kk

∫ T

0

tg′(t)g(t) dt ≪ Υk−1

kk
.(5.34)
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5.5. Lower bound for I(F ).

In this subsection we derive a lower bound for I(F ). Our argument is inspired by [3,
Section 7].

Proposition 5.5. For every ǫ > 0, there exists δ2 = δ2(ǫ) > 0, such that

I(F ) >
Υk−1

kk

(

1− T

k(1− T/k − µ)2

)
∫ ∞

0

g(u)2 du− ǫ

+O

(

e
√
log k(log k)

9
2

√
k − 1

Υk−1

kk

)

,(5.35)

where

µ =

∫∞
0

ug(u)2 du
∫∞
0

g(u)2 du
and Υ =

∫ T

0

g(t)2 dt.

Proof. Recall the definition of I(F ) and our test function F , we have

I(F ) =

∫

∆k(1)

(F (1)(t))2 dt =

∫

∆k(1)

h1(t)
2

k
∏

j=1

h2(ktj)
2g(ktj)

2 dt.

In view of Lebesgue’s dominated convergence theorem, for every ǫ > 0, we can take
δ2 = δ2(ǫ) sufficiently small, such that

(5.36) I(F ) >

∫

∆k(1)

h1(t)
2

k
∏

j=1

g(ktj)
2 dt− ǫ.

By the definition of h1(t), it follows that

I(F ) >

∫

∆k(1)

k
∏

j=1

g(ktj)
2 dt−

∫

∆k(1)\∆k(1−δ1)

k
∏

j=1

g(ktj)
2 dt− ǫ.(5.37)

Thus, to prove (5.35), it suffices to establish

∫

∆k(1)

k
∏

j=1

g(ktj)
2 dt ≥ Υk−1

kk

(

1− T

k(1− T/k − µ)2

)
∫ ∞

0

g(u)2 du,(5.38)

and
∫

∆k(1)\∆k(1−δ1)

k
∏

j=1

g(ktj)
2 dt ≪ e

√
log k(log k)

9
2

√
k − 1

Υk−1

kk
.(5.39)

We begin with (5.39). It is clear that

∫

∆k(1)\∆k(1−δ1)

k
∏

j=1

g(ktj)
2 dt =

∫

∆k(1)\∆k(1−δ1)

t∈[0,T/k]k

k
∏

j=1

e−ktj
(

1− ktj
T

)2

dt

≤
∫

∆k(1)\∆k(1−δ1)

e−k(
∑k

j=1 tj) dt
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≤e−k(1−δ1)

∫

∆k(1)\∆k(1−δ1)

1 dt

≤e−k(1−δ1)

∫

∆k−1(1)

∫ 1

1−δ1

dr dt1 · · · dtk−1

=
e−k(1−δ1)δ1
(k − 1)!

.(5.40)

In the penultimate step, we changed the variable by r = t1 + · · ·+ tk.
Combining Stirling’s formula with (5.40), we obtain

(5.41)

∫

∆k(1)\∆k(1−δ1)

k
∏

j=1

g(ktj)
2 dt ≪ ekδ1δ1√

k − 1(k − 1)k−1
.

From (5.20), we find

Υ =

∫ T

0

g(t)2 dt ≥ 1− 2

T
.(5.42)

As T = k
log log k

, one has

Υk−1 ≥
(

1− 2 log log k

k

)k−1

= e(k−1) log(1− 2 log log k
k ) ≥ e(k−1)−4 log log k

k ≥ 1

(log k)4
.(5.43)

Combining (5.41) with (5.43) then gives, as δ1 =
√
log k
k

,

kk

Υk−1

∫

∆k(1)\∆k(1−δ1)

k
∏

j=1

g(ktj)
2 dt ≪ ekδ1δ1k

k(log k)4√
k − 1(k − 1)k−1

≪ e
√
log k(log k)

9
2

√
k − 1

,(5.44)

and the claim (5.35) follows.
Now we show (5.38). Since squares are nonnegative, we restrict the outer integral

to
∑k

j=2 tj ≤ 1− T/k,

∫

∆k(1)

k
∏

j=1

g(ktj)
2 dt ≥

∫

· · ·
∫

t2,··· ,tk≥0
∑k

j=2 tj≤1−T/k

∫ T/k

0

k
∏

j=1

g(ktj)
2 dt1 dt2 · · · dtk

=I ′ − E,(5.45)

where

I ′ =

∫

· · ·
∫

t2,··· ,tk≥0

∫ T/k

0

k
∏

j=1

g(ktj)
2 dt1 dt2 · · · dtk =

(
∫ ∞

0

g(kt)2 dt

)k

=
Υk

kk
,(5.46)

E =

∫

· · ·
∫

t2,··· ,tk≥0
∑k

j=2 tj>1−T/k

∫ T/k

0

k
∏

j=1

g(ktj)
2 dt1 dt2 · · · dtk
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=k−k

(
∫ ∞

0

g(u)2 du

)
∫

· · ·
∫

u2,··· ,uk≥0
∑k

j=2 uj>k−T

k
∏

j=2

g(uj)
2 du2 · · · duk.(5.47)

We can check the choice of g satisfies

µ =

∫∞
0

ug(u)2 du
∫∞
0

g(u)2 du
< 1− T

k
.(5.48)

Actually, from (5.20) and (5.22), we have

µ =

∫∞
0

ug(u)2 du
∫∞
0

g(u)2 du
=

1 + (6− 4T − 2Te−T − 6e−T )T−2

1− 2(T + e−T − 1)T−2

=1− 2T + 2Te−T + 4e−T − 4

1− 2(T + e−T − 1)T−2
.(5.49)

Since T = k
log log k

, it follows

1− µ− T

k
=

2T + 2Te−T + 4e−T − 4

1− 2(T + e−T − 1)T−2
− T

k
≫ 1.(5.50)

Let Θ = (k− T )/(k− 1)−µ > 0. If
∑k

j=2 uj > k− T , then
∑k

j=2 uj > (k− 1)(µ+Θ),
and so we have

1 ≤ Θ−2

(

1

k − 1

k
∑

j=2

uj − µ

)2

.(5.51)

Since the right hand side of (5.51) is nonnegative for all uj, we can obtain an upper

bound for E if we multiply the integrand by Θ−2
(

∑k
j=2 uj/(k − 1)− µ

)2

and then

drop the requirement that
∑k

j=2 uj > k − T . We find

E ≤ Θ−2k−k

(
∫ ∞

0

g(u)2 du

)
∫ ∞

0

· · ·
∫ ∞

0

(

∑k
j=2 uj

k − 1
− µ

)2( k
∏

j=2

g(uj)
2

)

du2 · · · duk.

(5.52)

Expanding out the inner square and calculating all the terms which are not of the form
u2
j gives

∫ ∞

0

· · ·
∫ ∞

0

(

2
∑

2≤i<j≤k uiuj

(k − 1)2
−

2µ
∑k

j=2 uj

k − 1
+ µ2

)(

k
∏

j=2

g(uj)
2

)

du2 · · · duk

=
k − 2

k − 1
µ2Υk−1 − 2µ2Υk−1 + µ2Υk−1

=
−µ2Υk−1

k − 1
.(5.53)
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For the u2
j terms, we see that u2

jg(uj)
2 ≤ Tujg(uj)

2 in view of the support of g. Hence,

∫ ∞

0

· · ·
∫ ∞

0

u2
j

(

k
∏

i=2

g(ui)
2

)

du2 · · · duk ≤ TΥk−2

∫ ∞

0

ujg(uj)
2 duj = µTΥk−1.

(5.54)

It follows from (5.52), (5.53), and (5.54) that

E ≤ Θ−2k−k

(
∫ ∞

0

g(u)2 du

)(

µTΥk−1

k − 1
− µ2Υk−1

k − 1

)

≤
(

Θ−2µTk−kΥk−1

k − 1

)(
∫ ∞

0

g(u)2 du

)

.(5.55)

Since (k − 1)Θ2 ≥ k(1− T/k − µ)2 and µ ≤ 1, from (5.55) we obtain

E ≤
(

Tk−k−1Υk−1

(1− T/k − µ)2

)(
∫ ∞

0

g(u)2 du

)

.(5.56)

From (5.45), (5.46), (5.56) we conclude (5.38). The proof of the proposition is now
complete. �

5.6. Completion of the proof of Theorem 1.3.

Proof. Recall that supp F (t) ⊂ ∆
[T
k
]

k (1) and T/k = 1/ log log k. We can find a sequence
{̟k}∞k=0 ⊂ (0, 55/12756) with limk ̟k = 55/12756 and a real number K, such that

η(εk)

2/3 +̟k
≥ 1

log log k
,(5.57)

for k > K, where εk = 55/12756 − ̟k and the function η(·) is defined as in Lemma
4.3. Applying Lemma 5.3 with ̟ = ̟k, we get S(N, ρ) > 0 for all large N , provided

ρ >
kα(k)

(1
2
(2
3
+̟k)− δ)I(F )

− kβ
(k)
1

I(F )
− 4kβ

(k)
2

I(F )
,(5.58)

Plugging the estimates for α(k), β
(k)
1 , β

(k)
2 and I(F ) (see (5.30), (5.32), (5.34), and

Proposition 5.5) into the right hand side of (5.58) yields

kα(k)

(1
2
(2
3
+̟k)− δ)I(F )

− kβ
(k)
1

I(F )
− 4kβ

(k)
2

I(F )

≤
(1
2
(2
3
+̟k)− δ)−1 Υk−1

kk−2

∫ T

0
tg′(t)2 dt+O

(

1

(log k)
1
4

· Υk−1

kk−2

)

Υk−1

kk

(

1− T
k(1−T/k−µ)2

)

∫ T

0
g(t)2 dt− ǫ+O

(

e
√

log k(log k)
9
2√

k−1
Υk−1

kk

) .(5.59)
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We choose δ2 > 0 sufficiently small such that this estimate becomes

≤
(1
2
(2
3
+̟k)− δ)−1 Υk−1

kk−2

∫ T

0
tg′(t)2 dt +O

(

1

(log k)
1
4

· Υk−1

kk−2

)

Υk−1

kk

(

1− T
k(1−T/k−µ)2

)

∫ T

0
g(t)2 dt +O

(

e
√

log k(log k)
9
2√

k−1
Υk−1

kk

) .(5.60)

Since (5.50) and T/k = 1/ log log k, we have

T

k(1− T/k − µ)2
= o(1), as k → ∞.(5.61)

It follows from (5.20) and (5.21) that
∫ T

0
tg′(t)2 dt

∫ T

0
g(t)2 dt

→ 1

4
, as k → ∞.(5.62)

Combining (5.60), (5.61), (5.62), and limk ̟k = 55/12756, gives that

kα(k)

(1
2
(2
3
+̟k)− δ)I(F )

− kβ
(k)
1

I(F )
− 4kβ

(k)
2

I(F )
≤

∫ T

0
tg′(t)2 dt

(1
2
(2
3
+̟k)− δ)

∫ T

0
g(t)2 dt

k2 + o(k2)

=
1

4
3
+ 2̟k − 2δ

k2 + o(k2)

=
1

4
3
+ 2 · 55

12756
− 2δ

k2 + o(k2), as k → ∞.(5.63)

Since δ can be made arbitrarily small, we can take

ρk =
1

4
3
+ 2 · 55

12756

k2 + o(k2) =
2126

2853
k2 + o(k2).(5.64)

Finally, we remark that the number of integers ≤ x that satisfy the requirements of this
theorem is ≫ x(log log x)−1(log x)−k. It can be deduced by using the same argument
as in [1, Theorem 5.13]. The proof of Theorem 1.3 is now complete. �
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