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Abstract—Time-Sensitive Networking (TSN) and Deterministic
Networking (DetNet) provide standardized solutions for reliable
real-time communication over respectively L2 and L3 networks.
Interconnecting heterogeneous TSN segments and L3 DetNet
segments is one of the main open challenges to enable wide
area DetNet applications. It requires mapping diverse latency
guarantee models, as well as adequate interaction between the
control systems of different segments. Current state-of-the-art
solutions typically focus on a single network segment, or they
don’t consider the complex interworking between heterogeneous
deterministic network segments. This paper proposes an archi-
tecture for routing and signaling end-to-end traffic flows in het-
erogeneous multi-segment deterministic networks. The proposed
East-Westbound interaction architecture between the control sys-
tems of DetNet network segments enables a divide-and-conquer
strategy that significantly reduces the inherent complexity of
provisioning end-to-end routes in these networks. The potential
of the architecture is validated through a proof-of-concept in an
emulated multi-segment network. Notably, interactions contained
within a segment retain constant overhead, while the overhead
of actions spanning multiple segments tends to increase when the
number of involved segments rises.

Index Terms—Time-Sensitive Networking (TSN), Determinis-
tic Networking (DetNet), routing, Software-Defined Networking
(SDN), multi-segment deterministic networks, east-westbound

I. INTRODUCTION

Driven by the industry demand for reliable real-time com-
munication, the IEEE802.1 Time-Sensitive Networking (TSN)
standards emerged to provide Ethernet-based solutions for de-
terministic L2 LANs [1]. TSN provides reliable data transmis-
sion through mechanisms such as Time-Aware Shaping (TAS)
and Cyclic Queueing and Forwarding (CQF) [2]. Relying
heavily on time synchronization, TAS and CQF are traffic
shapers in support of achieving low-latency, low-jitter, and
zero packet loss for periodic traffic flows. The goal of the
IETF Deterministic Networking (DetNet) Working Group is
to extend the TSN standards to larger-scale L3 networks.
One of the main challenges of DetNet is the integration
between TSN network segments and L3 network segments
[3] [4]. This is necessary for real-time L3 applications (using
e.g., RTP [5]), and to stitch TSN islands together. Example
applications for such scenarios include professional audio
and video (ProAV), industrial machine-to-machine (IM2M),
and electrical utilities [3]. A specific industrial use case for
interconnected TSN islands is given in [6]. While both TSN
and DetNet share the same goal of providing deterministic
transmission, there are significant differences between them.
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For example, DetNet networks are not bound to Ethernet, and
they typically are deployed in wide area environments involv-
ing multiple L2 and L3 network segments with potentially a
high number of routers/switches. Different network segments
likely involve different data plane and control technologies,
such that achieving high time synchronization accuracy is hard
[4]. This limitation makes TAS and CQF infeasible in DetNet.
Therefore, several new packet scheduling techniques have been
proposed within DetNet, such as tagged Cyclic Queueing
and Forwarding (tCQF) [7]. These disparities pose significant
challenges. Firstly, the heterogeneity of technologies across
different segments requires mapping diverse latency guarantee
models, complicating the provisioning of end-to-end routes.
Moreover, different control mechanisms and protocols add
additional complexities, requiring sophisticated coordination
and translation mechanisms. Lastly, the unavailability of end-
to-end time synchronization across segments and the wide
range of involved delays, stemming from e.g., longer links
and varying transmission mediums, introduce additional chal-
lenges in ensuring determinism across the network. While the
interworking between TSN and DetNet is an integral part of
the DetNet architecture [8], no control plane solutions are
proposed as of yet at IETF. This paper proposes a solution
for routing traffic flows over heterogeneous multi-segment
deterministic networks to address these challenges. Here, every
network segment (e.g., a TAS-based TSN) is managed by a
Centralized Network Controller (CNC). An East-Westbound
(EW) architecture enables a divide-and-conquer approach that
significantly reduces the end-to-end routing complexity by
hiding internal details. This also enables plug-and-play be-
tween various technologies, as opposed to a complex one-
fits-all solution. While focusing on the combination of L3
DetNet segments using strict priority queueing (SPQ) and
TAS-based TSN segments, the solution can be extended to
other combinations as well. This paper focuses on the control
aspects, but also provides a short overview on network calculus
(NC) principles for interconnecting traffic flows.

II. RELATED WORK

A. Single-domain/segment solutions

Within TSN, TAS and CQF are the main drivers for deter-
ministic transmission of periodic traffic. Relying heavily on
time synchronization, TAS and CQF operate on a fixed traffic
schedule in cycles, therefore eliminating non-determinism.
Gate Control Lists (GCLs) determine which queues are open
for transmission at which time during a cycle. Plenty of GCL
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synthesis algorithms exist for computing GCLs in a single-
domain TSN network [9]. The routing solutions in [10], [11]
exploit SPQ to bound queueing delays using NC. They do not
require time synchronization and can be deployed in a wide-
area network. However, it is hard to provide jitter guarantees
as the experienced queueing delays can vary greatly depending
on other traffic in the network, as opposed to TAS and CQF.

B. Multi-domain/segment solutions

In [12], a distributed SDN control plane was proposed for
heterogeneous time-sensitive networks, but it left out routing
and configuring multi-domain flows. An idea for a CNC to
CNC Protocol based on the Link Registration Protocol (LRP)
was proposed in [13]. A controller for mixed wired and
wireless TSN networks was introduced in [14], where domains
refer to wireless and wired domains that are both handled
by the controller. Domain Management Functions (DMFs)
for domain discovery and multi-domain stream configuration
were proposed in [15], but no details on the communication
between DMFs were given. The work in [16] presents a GCL
synthesis algorithm for TSN networks with heterogeneous
end stations (i.e., without TSN capabilities). A hierarchical
SDN framework for TSN that enables transmission across
non-TSN domains is given in [17]. A path selection method
with QoS support in multi-domain and hierarchical SDN
networks was presented in [18]. The authors of [19] propose a
hierarchical approach for provisioning end-to-end routes over
a multi-domain TSN network, where a top-level controller
communicates with all domain controllers to build a full view
of the network. Using this full view, the top-level controller
employs a global GCL synthesis algorithm that computes
GCLs in all domains. Although it exploits parallel signaling,
the top-level controller is a single point of failure, and the
complexity increases per added domain, resulting in high
runtimes. An EW protocol for dynamic inter-domain stream
configuration in multi-domain TAS-based TSN networks was
proposed in [20]. This EW protocol allows communication
between neighboring domain controllers, resulting in a peer-
to-peer architecture. The domains exchange abstracted views
of their local topology to build an abstracted multi-domain
topology, which is used to determine a multi-domain path.
The abstracted views only contain reachability information
of neighboring domains and end stations. As the end-to-end
stream configuration is distributed over each domain, every
involved domain configures an internal stream such that the
end-to-end delay needs to be divided among the domains.
A simple heuristic approach is used, splitting the maximum
end-to-end delay equally among the remaining domains. This
work focuses on the mechanisms and interfaces to setup inter-
domain streams, but does not consider multi-domain routing
algorithms or advanced delay splitting strategies.

C. Proposed solution

This paper proposes an SDN-based solution focusing on
routing traffic flows in heterogeneous multi-segment determin-

istic networks, building on topology abstraction and end-to-
end delay budget division. It has the following features:

• Local topology discovery using the Link-Layer Discovery
Protocol (LLDP) [21].

• A topology abstraction technique for representing com-
plex and heterogeneous deterministic network segments.

• An EW manager for multi-segment topology discovery
and coordination of end-to-end traffic flows across mul-
tiple segments.

• A multi-segment routing algorithm that takes network
capabilities into account.

• A diameter-based delay budget division technique for
efficient and flexible intra-segment routing.

Note that this paper considers multi-segment deterministic
networks, and not multi-domain networks, meaning that all
network segments are assumed to be under the same ad-
ministrative control. Therefore, specific privacy or security
constraints regarding this are not considered. The remainder
of this paper is organized as follows. Sec. III provides an
in-depth overview of the control plane mechanisms. Sec. IV
gives a brief overview of NC principles for TSN and DetNet
interworking. Then, Sec. V discusses the experimental setup
and results. Finally, this paper is concluded in Sec. VI.

III. CONTROL PLANE MECHANISMS

This section describes the control plane mechanisms for
configuring network nodes, discovering the local topology,
neighboring segments and the multi-segment topology, and
the provisioning and signaling of end-to-end routes. In the
proposed architecture, every CNC is responsible for a specific
network segment, e.g., a TAS-based TSN segment. At the core
of every CNC lies the EW Manager, which is responsible for
communicating with neighboring CNCs to discover the multi-
segment topology and to provision end-to-end routes. A high-
level overview of the control plane mechanisms is depicted in
Fig. 1. The following high-level interactions (shown as labeled
arrows), which will be detailed later on, are present:

1) Node (agent) and CNC communication. This includes
the configuration of the node by the CNC and the node
providing event notifications, such as neighbor changes.

2) Local topology discovery (interaction 2a) and neighbor
discovery (interaction 2b) using LLDP.

3) Propagation of neighbor changes coming from the net-
work nodes to update the local topology (interaction 3a).
A change to the local topology is also notified to the EW
manager (interaction 3b).

4) Neighboring EW managers communicate with each
other to obtain information about other segments and
to coordinate provisioning end-to-end flows.

5) The EW manager can start the routing/scheduling of
an internal traffic flow (interaction 5a). Once a new
path/schedule is computed, network nodes are config-
ured via the southbound interface (SBI) (interaction 5b).

The following subsections provide detailed information about
the various mechanisms.
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Fig. 1: Control plane mechanisms and interactions for multi-segment heterogeneous deterministic networks
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Fig. 2: East-Westbound manager interactions

A. Node discovery and configuration

Every node (including end stations) runs an agent that
handles the communication with the CNC. Every CNC is
preconfigured with a unique ID, and upon a new node
connection, the CNC provides the node with IP and LLDP
configuration, and assigns a globally unique agent ID to the
node by concatenating the CNC ID with a locally unique ID.
Locally unique IDs are managed by the CNC, and they can
be implemented using a simple counter.

B. LLDP-based local topology discovery

LLDP [21] is an Ethernet-based protocol to detect neigh-
boring devices, such as routers, switches, and end stations. As-
suming all network nodes (including end stations) run LLDP,
every agent can detect neighboring devices from both the same
segment and from neighboring segments by incorporating the
agent ID within the LLDP update frames. Since the CNC
ID is incorporated into the global agent ID, neighbors from
other segments can be detected easily. Neighbor updates are
communicated to the CNC.

C. Intra-segment routing & scheduling

The proposed solution is agnostic to the routing/scheduling
of a flow within the same segment. For TAS-based TSN
networks, any existing solution can be used [9]. For L3 DetNet

segments employing SPQ, approaches based on NC can be
used [10] [11]. However, a mapping between the traffic models
used by the algorithms is required (cf. Sec. IV).

D. East-westbound (EW) manager

The main goal of the EW manager is to coordinate the
provisioning of end-to-end paths spanning multiple segments
by breaking down the end-to-end flow into multiple internal
flows, one per involved segment. The key idea here is that the
multi-segment route is computed using an abstracted multi-
segment topology, which hides complex internal details such
as internal links, GCL configurations, reserved resources at
every link, etc. Then, the provisioning of each internal flow
can be offloaded to the particular segment. The result is a
’glued’ end-to-end path over multiple segments. The different
components and detailed interactions (labeled arrows) of the
EW manager are depicted in Fig. 2. Notice the similarities
with the high-level interactions in Fig. 1.

1) Topology abstractions: Topology abstractions are the
building blocks for constructing an abstracted multi-segment
topology. Importantly, they hide internal details as much as
possible, but provide enough information to construct a suit-
able multi-segment path. The EW manager therefore maintains
an abstracted view of the local topology. Changes to the local
topology, such as new neighbor from another segment, are
notified to the EW manager, which updates the abstraction
accordingly (interaction 3b). Topology abstractions in the
current solution contain the following information:

• The ID of the network segment.
• Reachable end stations within this network segment.
• The IDs of neighboring segments and border

router/switch information.
• Network segment diameter (using e.g., Floyd Warshall).
• Network segment capabilities (cf. next subsection).

It could be that an update to the local topology does not affect
the abstracted representation (internal detail). However, when
it does (e.g., when a new neighboring segment is discovered),
the updated abstraction is distributed to neighboring EW
managers (interaction 4a). Every EW manager maintains a
database of the latest topology abstractions that it received



from other CNCs. When receiving an updated abstraction
(interaction 4b), the EW manager forwards this abstraction
to its other neighbors (interaction 4c), such that every EW
manager’s database will eventually be up-to-date. The database
containing all received abstractions and the local topology
abstraction suffice to build the multi-segment topology (in-
teraction 6). An example of a multi-segment topology based
on topology abstractions is shown in Fig. 3. Note that the
abstracted multi-segment topology hides internal links, but
maintains reachability information about the end stations.
Border information is included such that the start and end
points of an internal flow can be decided.

2) Multi-segment routing: Upon receiving a flow request
spanning multiple segments, the multi-segment routing com-
ponent performs two steps. First, it computes a multi-segment
path for the multi-segment flow. The result is a list of ’glued’
internal flows, one per involved segment. Then, a delay budget
division technique assigns a portion of the end-to-end delay
requirement to each internal flow. Both of these steps allow to
provision an end-to-end path that spans multiple segments and
that respects the total end-to-end delay requirements, assuming
that each internal flow respects its given delay budget.

This paper proposes a simple multi-segment routing algo-
rithm based on Dijkstra’s shortest-path algorithm, meaning that
the resulting multi-segment path utilizes a minimal number of
segments. This algorithm takes the multi-segment topology as
input (interaction 7). However, network segments can differ
greatly. For example, a TAS-based TSN segment can provide
bounded delay and jitter within its segment, similar to an L3
DetNet segment using e.g., tCQF. However, when using SPQ,
this might be impossible. If this is not taken into account, a
traffic flow with strong jitter requirements could be forced to
be routed over a segment that can never meet these require-
ments, introducing costly additional signaling and rerouting.
To counter this, the basic algorithm is extended to consider
the capabilities of the segments. These capabilities, which are
present in the topology abstractions (and therefore in the multi-
segment topology), refer to which type of traffic these network
segments can handle (e.g., periodic, asynchronous) and what
guarantees they can give. For example, if a flow needs to
be established with strong jitter guarantees, then network
segments that cannot provide this are first removed from the
multi-segment topology. This ensures that the resulting multi-
segment path can meet all requirements.

Given the possible differences between the network seg-
ments both in number as hops and geographical scale, the
end-to-end delay needs to be divided carefully among the
internal flows such that each segment can provide an internal
route and simultaneously has enough flexibility to do this
when resources are scarce. Therefore, it makes sense to take
network segment characteristics into account. A split based
on network diameter is proposed here. In this case, network
segments with a larger diameter receive a proportionally higher
delay budget compared to segments with a lower diameter.
The rationale behind this method is that in bigger segments,
the internal flow will typically cross a larger number of hops.

This means that more queueing delay can be accumulated
in those networks, and therefore they need a larger budget.
As an example, consider the network in Fig. 3 and a flow
between the end stations of S1 and S4 with end-to-end delay
requirement of 24ms. Say the multi-domain routing algorithm
has decided to route this flow over S1, S5, and S4, with
diameters of respectively 2, 1, and 2. To account for single-
node segments with a diameter of 0, the network diameters
are increased with 1. The sum of these adjusted diameters is
now 8. S1 has an adjusted diameter of 3, and contributes 3

8
to this sum. Therefore, this domain receives a delay budget of
3
8 × 24ms= 9ms. Similarly, S5 and S4 receive a delay budget
of respectively 6ms and 9ms.

3) Path provisioning and signaling: Once the multi-
segment routing component has determined the internal flows
for a multi-segment flow, the internal flows need to be provi-
sioned at every involved segment. A split multi-segment flow
request contains both the traffic model and internal flows.
First, the source CNC initiates the local routing/scheduling
algorithm for its own internal flow (interaction 5a). If a suitable
route is found, the EW manager proceeds to translate the
traffic model parameters for the subsequent segment (cf. Sec.
IV). Then, the split multi-segment flow request travels along
the involved CNCs through the EW managers (interaction
4d). Upon reception of the request (interaction 4d), the lo-
cal routing/scheduling algorithm is invoked again (interaction
5a), after which the traffic model is again translated and
the request is forwarded. This process continues until the
destination segment is reached. Success is signaled back from
the destination segment to the source segment, confirming the
establishment of the requested end-to-end flow. However, in
case of intermediate failures, due to e.g., insufficient resources
within a segment, a failure signal is signaled back to the
previous segment until the source segment is reached. Upon
receiving a failure signal, all previously allocated resources
associated with the failed route are freed.

IV. TSN AND DETNET INTERWORKING

While the proposed solution takes advantage of a divide-
and-conquer approach, the routing and scheduling algorithms
(based on their delay guarantee model) can differ greatly per
segment. An important aspect here is the traffic flow model.
An L3 solution based on SPQ and NC such as [10] or [11]
models traffic flows by an arrival curve, which differs from the
periodic traffic flows in TAS-based TSN networks. Therefore,
when routing traffic coming from the L3 segment to the TAS-
based TSN network and vice versa, traffic models must be
translated from one segment to the other in order to be routable
within each segment. The NC models in [22] prove the co-
existence of SPQ and TAS in TSN by deriving service curves
for TAS queues. This can serve as foundation for integrating
asynchronous traffic coming from the L3 segment into a TAS-
based TSN. Furthermore, arrival curves have been derived for
periodic traffic flows [23], which can be used to route flows
coming from a TSN segment through the L3 DetNet segment.
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V. EXPERIMENTATION

A. Experimental setup
A total of 5 scenarios were evaluated w.r.t. topology dis-

covery time, control overhead and path signaling time. The
complex scenario (denoted as ’5-complex’) uses the topology
as shown in Fig. 3a. The other 4 scenarios have a topology with
respectively 2, 3, 4 and 5 segments which are interconnected
in a linear way (using segments S1, S2, S3, etc.). Note that
in the 5-linear scenario, all segments are used, but the links
between S1 and S5 are disabled. All scenarios were conducted
on an emulated multi-segment network deployed on the Virtual
Wall of the local ilab.t testbed 1 consisting of Linux machines
using Ubuntu 22.04, with an Intel® Core™ i5-9500 CPU, and
disposing of 64GB RAM memory. The link delays in this
network average 65µs, which means the segments span tens
of kilometers. All experiments were repeated 10 times.

B. Topology discovery time
This experiment measures the time it takes for each CNC

to discover both their local topology and the multi-segment
topology once this local topology is obtained. The local
topology dicovery time includes the network nodes connecting
with their CNC, receiving configuration, and neighbor discov-
ery using LLDP. The multi-segment topology discovery time
refers to the time it takes to distribute the network abstractions
via the EW manager, such that every CNC can build the multi-
segment topology. As presented in Fig. 4a, the local topology
discovery time is typically in the order of seconds. This result
is largely attributed to the LLDP update frequency, which
is configured to 1s. Moreover, the local topology discovery
time remains approximately constant in all scenarios. This
is because the local topology discovery requires only LLDP
interactions with local nodes and direct neighbors. The multi-
segment topology discovery time increases in a linear fashion
when more segments are added. This trend can be attributed to
the distribution of topology abstractions over more segments.

1https://doc.ilabt.imec.be/ilabt/virtualwall/

C. Control overhead

The control overhead for discovering both the local topol-
ogy and the multi-segment topology is depicted in Fig. 4b.
It’s observed that the average bandwidth on the CNC-Agent
links remains approximately constant in all scenarios. This is
because the data that is exchanged between the agent and the
CNC typically contains local information only. On the other
hand, the bandwidth used by control traffic on the CNC-CNC
links increases when the number of interconnected segments
increase. This is due to the fact that more network segments
introduce additional abstraction flooding, and every abstraction
will contain more information (e.g, more neighbors). Still, the
control overhead remains small in absolute terms.

D. Path signaling time

The path signaling time is defined as the time that it takes for
a path to be successfully established over multiple segments.
This includes computing the multi-segment route at the source
segment, and forwarding the multi-segment request along the
route and signaling back a confirmation via the EW manager.
Note that the internal routing is not considered here. As
depicted in Fig. 4c, the path signaling time increases linearly
when the path spans an increasing number of segments. This
can be explained by the fact that the multi-segment flow
request needs to travel over more links to setup the end-to-
end path when the multi-segment path becomes longer.

VI. CONCLUSION

This paper introduced an East-Westbound control archi-
tecture enabling interaction between heterogeneous DetNet
segments to set up multi-segment paths with guaranteed delay.
By abstracting each individual network segment, the protocol
provides a divide-and-conquer approach that significantly sim-
plifies provisioning end-to-end paths spanning multiple het-
erogeneous deterministic network segments. The experiments
highlight that interactions contained within a segment retain
constant overhead, while the overhead of actions spanning
multiple segments tends to increase when the number of

https://doc.ilabt.imec.be/ilabt/virtualwall/
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Fig. 4: Experimental results

involved segments rises. However, the overhead is quite small
in absolute terms. The work presented in this paper also opens
many doors to interesting future research directions, such
as advanced and dynamic delay splitting algorithms, multi-
segment routing algorithms, and extensive evaluations.
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