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ABSTRACT
The increasing demand for high-quality video streaming, coupled
with the necessity for low-latency delivery, presents significant
challenges in today’s multimedia landscape. In response to these
challenges, this research explores the optimization of adaptive video
streaming by integrating 5G terrestrial broadcasting with over-the-
top (OTT) streaming methods. A comprehensive integration of for-
ward error correction (FEC), temporal layer injection (TLI), and
broadcast techniques enhance the robustness and efficiency of con-
tent delivery over broadcast networks and reduce unicast band-
width to zero in low loss environments. Multiple strategies are
compared through an extensive emulation setup for reducing la-
tency in the end-to-end video delivery chain to sub 3-second live la-
tency, demonstrating the effectiveness of a hybrid unicast-broadcast
approach in achieving low-latency while maintaining high-quality
video streaming performancewith significantly reduced bandwidth.
For 62.99% of viewers, unicast bandwidth can be reduced to as low
as zero when broadcasting the top 3 TV channels.

CCS CONCEPTS
• Networks→ Network experimentation; • Information sys-
tems →Multimedia streaming.
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1 INTRODUCTION
Live multimedia content delivery is transitioning from traditional
broadcast television to the dominance ofmobile over-the-top (OTT)
streaming, straining existing internet infrastructure, and necessi-
tating the development of novel adaptive video streaming approaches.
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The current evolution of telecommunications technologies, partic-
ularly the advent of 5G and 6G, has enabled newpossibilities. Promis-
ing advances facilitated by 5G are the utilization of High-Power
High-Tower (HPHT) networks [13] and 5G-enabled satellites [11]
for efficient video streaming to a large audience across vast ge-
ographical areas. By integrating with existing public mobile net-
works, intelligent automatic offloading of high-demand video con-
tent to 5G broadcast networks promises enhanced spectrum uti-
lization and alleviated congestion on public mobile networks.

This paper addresses the critical challenge of enabling broadcast
networks for adaptive and reliable video delivery, with a particular
focus on mitigating packet loss and reducing latency. Traditional
approaches to video streaming, relying on hypertext transfer pro-
tocol (HTTP) [15]/transmission control protocol (TCP) [14], face
limitations, especially during high-demand events such as major
sports broadcasts where millions of viewers are concurrently en-
gaged [27]. In such scenarios, leveraging broadcast technologies
can significantly reduce network bandwidth consumption while
ensuring seamless video delivery to amassive audience. Challenges
persist in ensuring reliability and minimizing latency, particularly
for interactive use cases, where low-latency data transmission is es-
sential. To address these challenges, a hybrid adaptive streaming
approach is introduced that combines the efficiency of broadcast
networks with the flexibility of traditional unicast connections. By
offloading popular video streams to broadcast networks and en-
abling the recovery of lost packets using HTTP protocols, the ap-
proach aims to optimize network resources and enhance the over-
all quality of video delivery. To achieve low-latency, innovative
techniques are used, such as the commonmedia application format
(CMAF) [18] with chunked transfer encoding (CTE). Moreover, the
use of temporal layer injection (TLI) [24] as a new adaptivity tech-
nique further enhances the delivered video quality. This approach
improves upon other works and contributes by resolving loss prob-
lems with a combined forward error correction (FEC) [31] and uni-
cast repair, while aiming for a low-latency solution and still en-
hancing the adaptivity.

The paper discusses related research in Section 2, explores the
system architecture in Section 3, presents experiment overviews
and results in Section 4, and concludes the findings and discussions
in Section 5.

2 BACKGROUND AND RELATEDWORK
Today, most content providers employ an HTTP/TCP-based video
streaming approach, with HTTP adaptive streaming (HAS) as the
standard method. Segment durations typically range from two to
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ten seconds [10], resulting in end-to-end delays of several seconds.
While existing literature explores optimizing parameters in both
HTTP Live Streaming (HLS) andDynamicAdaptive Streaming over
HTTP (DASH) to mitigate latency [19, 29, 36], the focus often ne-
glects a hybrid streaming approach inclusive of recovery mecha-
nisms [6]. Alternatives such as HTTP/2 push-based methods aim
to optimize network utilization and decrease latency but may not
achieve bandwidth efficiency comparable to traditional broadcast-
ing methods [21]. Additionally, leveraging features of HTTP/3 can
sometimes lead to compromises in theQuality of Experience (QoE)
[7, 8]. Arunruangsirilert et al. demonstrated the feasibility of deliv-
ering low-latency video segments over 5G networks [5]. Shurdi
et al. [33] continues by carrying out a broad, but not in-depth,
overview of a system for realizing linear content using 5G broad-
cast. Several studies based on the 5G-MAG reference tools provide
insights into seamless switching between broadband and broadcast
[16, 34, 35, 37]. However, these works lack detailed bandwidth and
latency metrics that may be necessary for a comprehensive evalua-
tion. Papers testing the feasibility of low-latency implementations
[22, 23] do not demonstrate the potential effects on bandwidth.
Others focus on broad use case testing [25] but lack bandwidth and
latency metrics from live stream experiments. Despite the lack of
research that includes bandwidth and latency measurements from
hybrid livestream experiments, frameworks formeasuring theQoE
and Quality of Service (QoS) do exist [38, 39]. The approach pro-
vided in this paper bridges the gap to give a comprehensive un-
derstanding of how these solutions work together and show the
effects on bandwidth, latency, and adaptability. OTT streaming,
characterized by the delivery of video content directly over the
internet to users, bypassing traditional distribution channels like
cable or satellite, is central to the modern multimedia content de-
livery landscape and enables flexibility and on-demand access.

For broadcasting, File Delivery over Unidirectional Transport
(FLUTE) and Real-Time Object Delivery over Unidirectional Trans-
port (ROUTE), are the primary protocols for efficient and reliable
file delivery over broadcast networks [28, 43].These protocols, along
with standards such as DVB-I over 5G [17], enable a hybrid ap-
proach. Moreover, error correction techniques such as FEC using
Raptor codes [32] are essential for enhancing error resilience, de-
spite introducing complexity and potential latency [20].This paper
studies broadcast with FEC, unicast repair, and low-latency tech-
niques such as CMAF-CTE in detail.

3 SYSTEM ARCHITECTURE
The architecture, shown in Figure 1, consists of three main com-
ponents. A server, one or more proxies and one or more clients.
The server is able to serve files over unicast (UC), but also trans-
mit these over broadcast/multicast (MC). The system incorporates
a file-caching proxy at the receiver end to enhance robustness and
bandwidth efficiency.This proxy can be situatedwithin a 5G-capable
home gateway, the client device, or similar infrastructure and acts
as a buffer for received files. In scenarios where a file fails to ar-
rive at the proxy over broadcast/MC, the file can still be retrieved
through traditional UC methods, thereby ensuring uninterrupted
content delivery. The client functions as a DASH viewer, responsi-
ble for playing back multimedia content provided by the server.

Figure 1: The system architecture. Multicast is used for em-
ulating a broadcast network.

3.1 Streaming and file caching workflow
The proxy manages content delivery by combining caching and
HTTP communication. When a client requests a live stream, it ob-
tains the Media Presentation Description (MPD) [42], which holds
the stream information, from the server. Upon receiving the MPD,
the client initiates playback. As the client streams and sequentially
requests new content, the proxy checks if a requested segment is in
the cache; if not, it fetches the segment file from the server, caches
it, and delivers it to the client. If the file is already in the cache,
then it can be delivered immediately to the client.

3.2 Broadcast workflow
The broadcast workflow, displayed in Figure 2 outlines the process
of broadcasting for a single file, such as a segment of a live stream
using the FLUTE protocol. Initially, the file undergoes some prepa-
rations, including loading into memory and potentially applying
FEC encoding. The file is segmented into blocks, with optionally
Raptor FEC encoding and decoding performed at the block level,
allowing for partial decoding before the complete file is received.
These blocks are further divided into symbols, each sized to fit
within a maximum transmission unit (MTU) [30] along with ac-
companying identification data. The server then sends a file deliv-
ery table (FDT) over broadcast to the proxy, containing vital meta-
data about the file. The reception of this metadata is required to
inform the receiver on how to handle later incoming packets. Fol-
lowing the transmission of the FDT, the server sends the actual
file by transmitting symbols over broadcast, encapsulated within
asynchronous layered coding (ALC) [41] packets. On the receiving
end, the proxy creates the necessary file objects in memory upon
receipt of the FDT and awaits the arrival of symbols for each file.

A novel recovery protocol is introduced in this paper, which is
that if some symbols are lost during transmission, a repair mecha-
nism is activated that requests missing symbols over UC from the
server. This mechanism, called packet recovery (PR), is triggered
by a deadline, which is based on when the file should have been
transmitted. Once all symbols are retrieved, the file is deemed com-
plete, and FEC decoding is attempted before storing it in the file
cache of the proxy.

3.3 Extensions to the FLUTE workflow
The FLUTE workflow has been extended to encompass various
enhancements aimed at optimizing file delivery and addressing
potential challenges. Firstly, to increase the chance of arrival of
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Figure 2: Workflow for broadcasting a file.

FDTs in lossy environments, periodic FDT retransmissions are im-
plemented, increasing the likelihood of reception. This is impor-
tant because without FDTs, the receiver can not recognise incom-
ing symbols. In cases where a proxy receives unrecognised sym-
bols, these symbols are stored in a separate buffer until the ar-
rival of the FDT that holds the necessary metadata. Upon FDT ar-
rival, the symbols in this buffer are processed. Next, a simple FDT
UC recovery mechanism has been implemented, allowing the re-
ceiver (proxy) to request the most recent FDT over UC in case the
buffer grows too large. Figure 3 illustrates the core concept of us-
ing broadcast/multicast, highlighting a specific window for broad-
casting and receiving a video segment, termed the broadcast time
frame. Within this time frame, the server broadcasts the segment,
while the proxy receives and processes symbols for timely play-
back. Factors such as FEC and PR reduce the transmission window.
The recovery deadline marks the trigger for PR, typically set as the
difference between itself and the start of the buffering and play-
back (BP) phase. In cases of insufficient bandwidth, extending the
time frame becomes necessary to prevent delays in PR, ensuring
that symbol processing concludes within the designated window
without interfering with the broadcast transmission time.

4 EVALUATION
This section starts with a brief initial theoretical evaluation, then
an explanation of the setup, followed by bandwidth-centric use
cases, and concludes with latency experiments.

4.1 Theoretical evaluation
4.1.1 Content distribution. AZipf-like distribution [9] is employed
based on a dataset on viewing behavior [1], modeling 25 TV chan-
nels with clients uniformly clustered, each cluster featuring a sin-
gle proxy. The probability corresponds closely to 𝑓 (𝑥) =
1/(𝑥𝛼 ∑𝑛

𝑖=1 𝑖
−𝛼 ), 𝑥 = 1, 2, , 𝑛, with 𝛼 = 1.265 and 𝑛 TV channels.

4.1.2 Impact of number of clients, proxies, and broadcasted TV chan-
nels. In the case of hybrid broadcast/unicast, the primary interest
is in reducing unicast traffic between the server and the proxy.

Figure 3: Deadlines for the broadcast approach with DASH.
The last line uses LL-DASH throughCMAF-CTE. EachCMAF
chunk is sent individually.

When no TV channels are available through broadcast, the rela-
tive number of unicast streams decreases with an increased num-
ber of clients through file caching only. When the 𝑚 most popu-
lar channels are provided through broadcast, an additional reduc-
tion can be achieved. This reduction is most significant for a lower
number of clients: as the number of clients increases, the num-
ber of unicast streams per client converges to 0. Providing𝑚 = 3
TV channels through a broadcast results in a relative reduction
of 63%, 57%, 52% and 42% for 1, 3, 5 and 10 clients, respectively.
Increasing this number further to 𝑚 = 8 results in respective re-
ductions of 83%, 79%, 76% and 71%. Naturally, broadcasting all con-
sidered channels without packet loss results in no unicast traffic.
Thus, broadcasting TV channels can significantly reduce the need
for unicast traffic, with more significant gains for a lower number
of clients clustered together behind a proxy at the home gateway.
Reductions are most significant when a single client is considered,
corresponding to the case where every consumer has access to a
dedicated 5G broadcast receiver. In this case, broadcasting 8 chan-
nels can reduce unicast traffic by 83%.

4.2 Experimental setup
A setup was made in an on-premise large-scale generic network-
ing environment [2]. The setup is shown in Figure 4. Each blue box
represents a node, a bare-metal machine. There is one server node,
two nodes acting as switches, and 0 < 𝑛𝑝𝑟𝑜𝑥𝑖𝑒𝑠 ≤ 5 proxy-client
nodes. The switches enable unique bandwidth traces and loss set-
tings on a per-proxy basis.

Each node in this setup is equipped with 24 GB of RAM, a 1
GBit NIC (Intel Corporation 82576 Gigabit Network Connection
(rev 01)), a 250 GB HDD, and an Intel® Xeon® Processor E5645
(2.4 GHz). Note that this processor has no support for AVX2, which
is used by the FEC library for hardware acceleration.
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Figure 4: Experimental setup, hosted on a large-scale generic
networking environment.

Table 1: Bitrate ladder for the selected video.

Id TLI CRF Bitrate 1s (Mb/s) Bitrate 4s (Mb/s)
5 No 20 7.1 6.6
4 Yes Mixed 4.7 4.2
3 No 30 2.2 2.1
2 Yes Mixed 1.4 1.2
1 No 51 0.4 0.4

Figure 5: The principle of temporal layer injection.

A single video serves as the focal point, with the flexibility to
duplicate it when multiple videos are necessary. The chosen video
is ”Avatar: The Way of Water | Official Teaser Trailer” [4], capped
at a length of 96 seconds for the bandwidth experiments. From this
video, five quality layers are encoded, and each layer is available
in either 1 or 4-second segments. An overview of the bitrate ladder
is given in Table 1. Quality representations 2 and 4, encoded using
TLI, utilize frames from other representations, as shown in Figure
5. Both representations use the following rule: B-frames come from
one id lower, while I- and P-frames come from one id higher. For
instance, if the proxy cache contains quality representation 1, it
only need to fetch I- and P-frames from representation 3 or 2 to
generate representation 2. Similarly, if representation 4 is cached,
the proxy only fetches B-frames from quality representation 5 to
obtain representation 5.

4.3 Bandwidth-reducing use cases
In all experiments, the bandwidth is measured on the interfaces
rather than within the application. This approach aims to provide
a more accurate representation of real-life bandwidth utilization.

Figure 6: Impact of packet loss on the required unicast band-
width. The first number in the legend stands for 𝑛𝑝𝑟𝑜𝑥𝑖𝑒𝑠 ,
while the second number stands for 𝑛𝑐𝑙𝑖𝑒𝑛𝑡𝑠𝑝𝑒𝑟𝑝𝑟𝑜𝑥𝑦 .

4.3.1 Use case 1: OTT unicast only vs 5G broadcast + PR. The first
use case compares a unicast-only approach with a broadcast-only
approach. Only the highest quality level of 4-second segments is
available in this scenario. Next, losses are introduced on the mul-
ticast link to display the system’s ability to recover using PR over
unicast while maintaining optimal video quality. Generally the uni-
cast traffic is expected to adhere to the following linear function:
𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑈𝐶 = 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑀𝐶 × 𝐿𝑜𝑠𝑠 × 𝑛𝑝𝑟𝑜𝑥𝑖𝑒𝑠 . When multiple
clients watch the same video behind a proxy, no major increase of
bandwidth is to be expected. Minor deviations are possible due to
themeasuring on the interfaces, but Figure 6 shows that the results
from the experiments align with the linear function as expected.

4.3.2 Use case 2: 5G broadcast + PR + FEC. The effect of applying
15% Raptor FEC overhead is displayed in Figure 6 as well. Under
10% loss, FEC can recover almost all cases. Between 10% and 15%,
the chances of decoding failure increase drastically. Above 15%,
not enough symbols will arrive to be able to decode content of the
buffer, thus all the missing symbols need to be requested. Conse-
quently, the unicast bandwidth trajectory now mirrors the linear
function observed previously, with 15% higher multicast and uni-
cast bandwidth. Future work could implement better FEC schemes,
such as RaptorQ [26], to improve coding efficiency and drastically
reduce the UC bandwidth overhead.With RaptorQ, one only needs
to recover 𝐾𝑚𝑎𝑥 + 2 symbols for a 99.9999% chance of decode suc-
cess [3], with 𝐾𝑚𝑎𝑥 the maximum number of symbols per block.

4.3.3 Use case 3: 5G broadcast + PR + FEC + OTT unicast offload-
ing. This use case advances from the second scenario and delves
into the dynamic integration of hybrid 5G terrestrial broadcasting
with existing mobile OTT streaming. It considers ten generated
popularity distributions ofmultiple channels based on the Zipf-like
probabilities from before, offering insights for creating a dynamic,
adaptive streaming platform that balances bandwidth usage based
on stream popularity and availability. Here, a proxy only handles
the channels that are being watched by its clients. It will not in-
troduce PR bandwidth for channels that are not of interest to its
clients. The choice of proxy placement at the home gateway simu-
lates a common real-world scenario and enhances the view of how
a situation with a greater number of proxies with fewer clients per
proxy would work. For these evaluations, a theoretical multicast
bandwidth cap of 25 Mb/s is established, and 3 distinct strategies
are tested.

First, the 3 most popular channels are selected and broadcast at
the highest quality (representation 5). The remaining 22 channels
are made available only through unicast, maintaining a restriction
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Figure 7: Required unicast bandwidth as a function of packet
loss, for different broadcasting strategies with 5 proxies and
5 clients per proxy. Dashed lines are with FEC enabled.

to the highest quality as well.This approach aims to serve the high-
est quality to 62.99% of all viewers.

Second, extend the broadcasting coverage to include the 8 most
popular channels, delivering them all at medium quality (represen-
tation 3). The 17 other channels are accessible solely through uni-
cast, with all channels restricted to medium quality. This approach
aims to serve the medium quality to 82.51% of all viewers.

Third, broadcast all 25 streams at the lowest quality. All 25 chan-
nels are broadcast, and users can access them at the lowest quality
level (representation 1). This approach aims to serve the lowest
quality to all viewers.

Figure 7 illustrates the results of implementing these strategies
based on the generated distributions, with a 95%-confidence inter-
val shaped by the number of proxies, clients, and distributions. De-
spite the small number of proxies used, the findings underscore
the validity of each strategy. Adopting a strategy of broadcasting
the top 3 channels proves practical in scenarios where most users
opt for the highest quality, providing viewers with uninterrupted
access to high-quality content. Here, the unicast bandwidth went
from 78.8 Mb/s to 58.2 Mb/s. Similarly, streaming the top 8 chan-
nels at medium quality results in notable efficiency gains. In the
absence of multicast, the unicast bandwidth requirement is mea-
sured at 24.6 Mb/s. Introducing broadcast reduces the bandwidth
to 19.6 Mb/s. Broadcasting all 25 channels at their lowest quality
ensures basic quality accessibility for all users, particularly benefi-
cial in environments with limited unicast bandwidth.

Combining multicast strategies can provide a nuanced solution.
By allocating specific multicast channels to top-performing video
streams at higher quality levels, followed by the next set of streams
at medium quality, and filling the remaining multicast bandwidth
with less popular streams at the lowest quality, a well-rounded
approach is achieved. This strategy ensures that a significant por-
tion of viewers, approximately 62.99%, receive their stream at the
highest quality, while 24.56% receive medium quality streams, and
12.45% receive streams at the lowest quality.

4.3.4 Use Case 4: 5G broadcast + PR + FEC + TLI. Building on use
case 2, this scenario introduces TLI to enhance the adaptability of
the system. TLI enables the broadcasting of a certain quality and
allows clients/proxies to improve the quality by requesting better
frames over unicast if sufficient bandwidth is available. Initially,
the livestream is distributed to five proxies, each with five clients
watching at quality level 4, while multicasting is conducted at qual-
ity level 3. The results in Figure 8 illustrate that with multicast
enabled, proxies only need to request I- and P-frames of quality

Figure 8: Required unicast bandwidth as a function of packet
loss, with orwithout TLI. Dashed lines arewith FECenabled.

Figure 9: Required unicast bandwidth as a function of packet
loss, using 4G/LTE bandwidth traces. Dashed lines are with
FEC enabled.

level 5 to obtain quality level 4, as B-frames can be obtained from
segments of the mutlicasted quality level 3. Consequently, the uni-
cast bandwidth is reduced from 18.4 Mb/s to 15.9 Mb/s, when no
multicast loss occurs. Another test focuses on only a single proxy
serving clients at a higher quality, reducing the unicast bandwidth
from 4.556 Mb/s to 3.19 Mb/s, a significant 30% decrease, showcas-
ing the efficiency gains achievedwith TLI. Finally, real-world band-
width traces [40] are applied to the interfaces of the unicast switch
with 5 proxies. Here, the clients can choose to watch at quality 3
or 4. The results in Figure 9 demonstrate a consistent trend despite
variations in bandwidth. All clients attempt to watch at quality 4,
proving the feasibility of TLI.

4.4 Latency-reducing experiments
4.4.1 Impact of video parameters. The impact of video resolution,
segment duration, and CMAF-CTE on resulting video bitrates is
investigated using the ffmpeg command line [12] with the x264
codec.The bitrates of the avatar trailer at 1920x816 resolution com-
pressed at CRF 18, for a 4-second segment without CMAF-CTE,
1-second segment without CMAF-CTE, and a 4-second segment
with CMAF-CTE are 6.66 Mb/s, 6.99 Mb/s and 6.66 Mb/s respec-
tively. Additionally, Table 2 shows the bitrates for different chunk
durations. These results show that lower segment durations lead
to higher bitrates due to the inclusion of additional IDR-frames.
However, when CMAF-CTE is used, the increase in bitrate is not
significant, Additionally, lowering the chunk durations results in
a limited increase in bitrate.

First, a live stream with 4-second segments was multicast, aim-
ing for minimal live latency.The average achieved live latency was
5.6 seconds. A deadline for package recovery is sought in this use
case as well. When properly configured, FEC does not increase live
latency for 4-second segments. Figure 10 shows the time required
to complete multicast reception handling after requesting missing
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Table 2: Observed bitrates for CMAF-CTE encoded segments
at a resolution of 1920x816 and a CRF of 18, for different
chunk durations.

Segment (s) Chunk (s)
0.5 1 s 2 s 4 s

1 6.99 6.99
2 6.76 6.76 6.76
4 6.66 6.65 6.65 6.65

Figure 10: Time measured to complete multicast reception
after PR triggerswith 20 % loss. Bigger file sizes requiremore
time. Enabling FEC (dashed lines) significantly increases the
required time.

symbols over unicast. This metric includes server preparation time
for recovery. To reduce preparation time, retaining processed files
briefly in memory after multicast transmission could be beneficial,
particularly with FEC, as it would skip the encoding step.

Figure 11 illustrates that encoding and decoding time increases
with file size. Specifically, it shows the time taken for segment re-
covery for 4-second durations under varying loss scenarios. Recov-
ery time escalates with increased loss but is mostly influenced by
total file size rather than loss extent.

Based on observed results, it is recommended, for this specific
scenario, to set the recovery trigger 200 ms before the end of the
time frame for 4-second segments without FEC, and 900 ms before
with FEC, to optimize the recovery process and ensure timely play-
back under up to 20% loss. For higher loss rates, adjusting the trig-
gers accordingly is advised, such as setting them to 400 ms without
FEC and 1 second with FEC for 80% loss.

In the next experiment the system streams segments with a du-
ration of 1 second, resulting in increased key frames and higher
bandwidth requirements. Consequently, more throughput is de-
manded from the server within a smaller time frame. An average
live latency of 2.5 seconds is achieved with this approach. The re-
covery trigger is ideally set at least 400 ms before the end of the
time frame, as depicted in Figure 7. However, this setup leaves only
600ms formulticast completion, whichmay be insufficient in some
cases. Increasing live latency could mitigate potential issues, as dis-
cussed in Section 4.4.1. Additionally, the measured buffer length
indicates a significant reduction compared to the previous test due
to lower latency. However, a smaller buffer makes the livestream
less stable, with instances where the buffer reaches zero, causing
brief pauses in playback.

For the last experiment, CMAF-CTE is implemented on 4-second
segments, each containing 8 chunks of 0.5 seconds each. Using this
configuration as the multicast time frame, a live latency of 2.52

Figure 11: Time measured to complete multicast reception
after recovery for different network loss rates. Dashed lines
are with FEC enabled.

seconds is achieved, similar to the previous test. However, a no-
table difference can be observed: the buffer never runs empty, and
therefore, the playback rate remains consistent. This finding sug-
gests that reducing the buffer to achieve a lower live latency, would
introduce the issues encountered in the previous test. A recovery
trigger set 250 ms before the end of the time frame is effective for
this test. However, this setting leaves only half of the time frame
for the multicasting process, and thus requires more bandwidth.

5 CONCLUSIONS
The hybrid adaptive streaming approach, which integrates 5G ter-
restrial broadcasting with FEC and package recovery, presents a
robust and scalable solution for reducing unicast traffic while opti-
mizing resource utilization. Seamlessly incorporating package re-
covery mechanisms ensures continuous streaming in lossy envi-
ronments, while reducing unicast bandwidth to effectively 0 Mb/s
in lossless scenarios without FEC and even 0 Mb/s in low loss sce-
narios with FEC. Real-world emulations demonstrate the effective-
ness of prioritizing popular content, balancing quality and band-
width efficiency, and ensuring basic availability for all viewers.
The introduction of temporal layer injection further enhances re-
source utilization, offering dynamic adjustments to streaming qual-
ity with less significant bandwidth increases. Next, this approach
also achieves sub 3-second live latency, meeting the evolving de-
mands of multimedia content delivery with improved user satis-
faction and efficiency in streaming services. Future work could
expand on this approach by integrating the ROUTE protocol. Ad-
ditionaly, exploring FEC schemes such as RaptorQ could further
improve the bandwidth and latency aspect. And finally, adapting
the system for volumetric media would extend the applicability to
emerging immersive content formats.
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