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INTRODUCTION 

With the deployment of 5G New Radio (NR), new challenges arise to measure radiofrequency 

electromagnetic field (RF-EMF) exposure. The use of beamforming to steer the base station signals 

towards connected users will result in high spatio-temporal variations of the RF-EMF. This leads to 

higher measurement uncertainties for personal exposure measurements. Additionally, in a 5G NR 

network, the RF-EMF exposure will depend much more on the amount of data usage for 5G NR, an 

additional component to take into account to assess personal exposure [1, 2]. This study focused on 

auto-induced UL exposure, caused by one’s own mobile phone usage, which is part of the total personal 

exposure [2]. 

Personal exposure measurements are usually done using personal exposimeters (PEM) [1]. They are 

easy to carry around, but also have their limitations. Body-shielding, added noise due to larger channel 

bandwidths, lack of synchronization with the 5G NR time division duplexing (TDD) scheme, and the 

unknown sources of exposure all add up to the measurement uncertainty of the PEM [1]. To be able to 

more accurately assess the exposure, this uncertainty needs to be reduced, e.g., by using additional 

measurement data. Previously, uplink (UL) powers in 4G and 5G telecom networks were determined 

experimentally in [4, 5]. In this study, a protocol for microenvironmental exposure measurements was 

considered with three measurement devices gathering data simultaneously: (1) a mobile phone equipped 

with a commercial drive test application, (2) an RF-EMF sensor attached to the phone and (3) a PEM.  

The goal of this study is to assess the uplink (UL) power of 4G and 5G telecom signals using three 

different devices during two usage scenarios (max. UL exposure and non-user) in an urban environment. 

This work can be used for evaluating a measurement protocol in a real environment (e.g. the protocol 

proposed in [6]). It is part of the GOLIAT (5G expOsure, causaL effects and rIsk perception through 

citizen engAgemenT) project in which total RF-EMF exposure is investigated using measurements with 

different devices in different countries and microenvironments. 

METHODS 

Measurement configuration 

Measurements were performed in 13 microenvironments (MEs) in the city of Ghent, Belgium, in 

December 2022. In four MEs (two residential areas: central and outskirt; one non-central public park; 

and one industrial area), walking routes were defined, and nine MEs consisted of public transport routes 

(two train rides, three tram rides, and four bus rides). A trained researcher performed a predefined walk 

of approximately 15 minutes in each microenvironment or went on the public transport with a 

measurement backpack containing three measurement devices. In all microenvironments, both 4G and 

(non-standalone) 5G were present, except during one bus ride. 

Two usage scenarios were considered: non-user and max. UL exposure. For the non-user scenario, the 

phone was put on airplane mode and thus only environmental exposure was measured. For the max. UL 

exposure scenario, the phone uploaded a file of 500 MB repeatedly to an FTP server set up by Ghent 

University. A third scenario, max. DL exposure (which is also part of the GOLIAT measurement 

protocol, [6]), was used only for the in-situ calibration (Fig. 1b) and consisted of the phone uploading 

a file of 1 GB repeatedly to the same FTP server. 

Measurement devices 

The measurement backpack contained 3 measurement devices: in the top pocket, a mobile phone 

(OnePlus 9 Pro) that was equipped with QualiPoc (QP) (i.e., a commercial drive test application by 

Rohde & Schwarz) and an add-on device (AO) attached to the phone (i.e., the RF-EMF sensor proposed 

in [7]); in the bottom of the backpack, approximately 30 cm away, a PEM (ExpoM-RF 3, made by 

Fields At Work) was placed.  



From the mobile phone with QualiPoc, network parameters such as uplink throughput, number of 

resource blocks and power of the physical uplink shared channel (PUSCH Tx power) [dBm] were 

obtained. These were values reported by the chipset of the mobile phone. The AO measured over a large 

frequency band, from 1 MHz to 8 GHz, and reported the average, minimum, maximum, and median 

values of the power [dBm] received per second [7]. It was assumed that (during the max. UL scenario) 

it measured mainly UL signals due to the proximity to the mobile phone or user equipment (UE). 

Finally, the PEM measured 16 frequency bands, among which the 4G mobile telecommunication bands 

at 800 MHz (band 20) and 1.8 GHz (band 3), as well as band 42 (3.5 GHz) which covers part of the 5G 

NR n78 band. The latter is currently the main 5G band in use in Europe. Samples of the instantaneous 

electric field level [V/m] were collected by the device every 3 seconds. There was no communication 

or synchronization between the three measurement devices. The synchronization was performed in a 

post-processing step, which added uncertainty to the measurement. Synchronisation was obtained by 

manually writing down the exact timestamp (precise to the second) when the measurement devices 

started measuring. 

Data processing 

To compare the devices with each other, different post-processing steps were required per measurement 

device. The average power per second 𝑃𝑎𝑣𝑔,𝑄𝑃 [W] was obtained from QP as follows,  

𝑃𝑎𝑣𝑔,𝑄𝑃 = 𝐷𝐶4𝐺 ∙ 𝑃𝑃𝑈𝑆𝐶𝐻,4𝐺,𝑄𝑃 + 𝐷𝐶5𝐺 ∙ 𝑃𝑃𝑈𝑆𝐶𝐻,5𝐺,𝑄𝑃   (1) 

with 𝑃𝑃𝑈𝑆𝐶𝐻,𝑄𝑃 the physical uplink shared channel transmit power (PUSCH Tx power) [W] averaged 

over one second and 𝐷𝐶 the duty cycle of the specified mobile technology. 𝑃𝑃𝑈𝑆𝐶𝐻,𝑄𝑃 originates from 

user data being send by the UE (i.e., in the PUSCH). Other uplink signals, e.g. for network control, 

were ignored. The duty cycle (DC) is defined as the percentage of active UL transport blocks in a 

transmission interval and was computed for 4G and 5G separately using equation (2), with 𝑇ℎ𝑟𝑝𝑡𝑃𝑈𝑆𝐶𝐻 

the 1s-average PUSCH throughput [bit/s], 𝑇𝐵𝑆𝑎𝑣𝑔 the 1s-average transport block size [bit] and 𝑇𝑇𝐼 the 

minimal transmission time interval equal to 1 ms for 4G and 62.5 µs for 5G. 

𝐷𝐶 =
𝑇ℎ𝑟𝑝𝑡𝑃𝑈𝑆𝐶𝐻

𝑇𝐵𝑆𝑎𝑣𝑔
  𝑇𝑇𝐼     (2) 

This post-processing step was needed since the reported PUSCH Tx power is the “current transmitting 

power on physical uplink shared channel (PUSCH)”, not a measurement with a specific sampling time. 

Therefore, the 1-s average 𝑃𝑃𝑈𝑆𝐶𝐻,𝑥𝐺,𝑄𝑃 is an extrapolation of the active resource blocks (i.e., the 

resource blocks used to transmit data) to all resource blocks within that second, which may constitute a 

significant overestimation. Therefore, these overestimated powers were rescaled to realistic averages 

by multiplication with the average percentage of active uplink transport blocks within that second, 

called the duty cycle. From the add-on device, the average power per second 𝑃𝑎𝑣𝑔,𝐴𝑂 [mW] was 

obtained by taking the 1-s average over the same interval as 𝑃𝑎𝑣𝑔,𝑄𝑃. Furthermore, the instantaneous 

electric field measured by the PEM (sampled every 3s) was converted to power density [mW/m2] and 

denoted as 𝑆𝑃𝐸𝑀. 

Finally, an in-situ calibration to minimize the difference between QP and AO power data was 

performed. The power distributions of both devices were assessed for the two scenarios and their 95th 

percentiles were discussed. The power densities of the PEM were assessed for 4G and 5G separately as 

well as their sum  𝑆𝑃𝐸𝑀,𝑡𝑜𝑡, referred to as the total power density. 

RESULTS 

Comparison between QP and AO for in-situ calibration 

Fig. 1a shows 𝑃𝑃𝑈𝑆𝐶𝐻,4𝐺,𝑄𝑃 and 𝑃𝑃𝑈𝑆𝐶𝐻,5𝐺,𝑄𝑃 together with 𝑃𝑎𝑣𝑔,𝑄𝑃 for the max. UL exposure scenario 

during the first 160 s of a 15-minute walking path in a central residential area of Ghent. Also, 𝑃𝑎𝑣𝑔,𝐴𝑂 



after applying a calibration factor specific to the situation is shown. The 1-s average total powers 

measured with QP and AO, 𝑃𝑎𝑣𝑔,𝑄𝑃 (blue dots in Fig 1a) and 𝑃𝑎𝑣𝑔,𝐴𝑂 (orange crosses in Fig 1a), agree 

well, with averages in the ME equal to 80.14 mW and 79.40 mW, respectively, and standard deviations 

of 20.10 mW and 16.79 mW. To show the need for taking into account the DC (post-processing steps 

of equation (1) and (2)), the reported 4G and 5G PUSCH Tx powers 𝑃𝑃𝑈𝑆𝐶𝐻,4𝐺,𝑄𝑃 and 𝑃𝑃𝑈𝑆𝐶𝐻,5𝐺,𝑄𝑃 are 

also shown in Fig. 1a (green diamonds and red crosses, respectively). The averages were 104.82 mW 

and 75.74 mW, respectively, and standard deviations of 21.79 mW and 12.94 mW. Since the add-on 

device is measuring very close to the mobile phone, it measures mainly the uplink signals coming from 

the mobile phone. Therefore, the uplink Tx powers reported by QualiPoc follow closely the average Rx 

powers measured by the add-on. 

Figure 1: 1s-average 4G-5G PUSCH Tx powers reported by QualiPoc (QP) and measured by the add-on (AO). (a) as a 

function of time during the max. UL scenario along a walking path in a central residential area of Ghent after applying a 

specific calibration faxtor to the AO data and (b) per second for the max. UL and max. DL scenario in all microenvironments 

in Ghent after data cleaning together with the linear calibration function. 

Fig. 1b shows the 1-second averages 𝑃𝑎𝑣𝑔,𝑄𝑃 compared to 𝑃𝑎𝑣𝑔,𝐴𝑂 used for the calibration of the AO 

measurements. The lower limits were set to 0 dBm for QP powers and -40 dBm for AO powers. Outliers, 

namely samples with a squared error between the average powers of both devices outside the 95th and 

the 5th percentile of this error, were removed to account for the uncertainties described below. A linear 

fit of these remaining data points generated the linear calibration function of equation (3). 

𝑃𝑄𝑃[𝑑𝐵𝑚] = 0.557 𝑃𝐴𝑂[𝑑𝐵𝑚] + 22.246    (3) 

The add-on can measure the uplink Tx power of the mobile phone with a root-mean-square error of 

3.17 dB. In the ideal case, all add-on Rx powers are linearly proportional to the Tx powers of the mobile 

phone. In practice, there are several reasons why this would not be the case. The add-on may capture 

signals in the environment other than those of the transmitting mobile phone, near-field coupling 

between the antennas of the add-on and the mobile phone may change the actual radiated power, there 

may be an error on the synchronization between the two devices, etc. These factors have a lower impact 

for high uplink powers because then other signals are dominated by the signal of the mobile phone 

where the add-on is attached to. In the following, the calibration function of equation (3) is applied to 

the add-on data. 

Power distributions of QP and AO over all microenvironments 

Fig. 2a shows the 1s-average power distributions reported by QualiPoc (QP) and the add-on (AO) for 

the max. UL and non-user scenarios over all microenvironments measured in Ghent. The distributions 

of QP and AO coincide very well for the max. UL scenario, except for the low powers. This is in line 

with the calibration between those two devices. The 95th percentiles are equal to 21.89 dBm and 21.50 

dBm for QP and AO powers respectively. Median values are 18.59 dBm and 18.10 dBm. For the non-

user scenario, the 95th percentile is equal to 6.19 dBm for the 1s-average AO power and the median is 

-3.83 dBm. No QP data is available for Fig. 2b since the mobile phone is in airplane mode. The received 

AO powers are generally low because they are all originating from far-field sources. Power values of 

the max. UL scenario (Fig. 2a) are of course clearly higher than those of the non-user scenario (Fig. 

2b). Duty cycles during 5G uplink transmission varied between 0.0% and 49.9% with an average of 

21.0% and 4G uplink duty cycles varied between 0.5% and 99.6% with an average of 66.5%. This is in 

line with [4] where 5G uplink duty cycles between 20% and 25% were found and [5] that reports 4G 

uplink duty cycles up to 73.7%. It shows that 5G uses less resources than 4G, which was taken into 

account by the post-processing step of equation (1). 

Figure 2: Distributions of the average power [dBm] of QualiPoc (QP) and the add-on (AO) over all measurements for (a) the 

max. uplink exposure scenario and (b) the non-user scenario (no QP data available). 



Power density distributions of PEM over all microenvironments 

Fig. 3 shows the cumulative distribution function (cdf) of 4G and 5G UL power densities measured by 

the PEM for all microenvironments measured in Ghent. For the max. UL scenario, the 95th percentiles 

are equal to 21.93 mW/m2, 1.08 10-1  mW/m2, and 22.06 mW/m2 for the 4G, 5G and total PEM UL 

power density, respectively. Median values are 3.20 mW/m2, 1.91 10-3 mW/m2, and  3.21 mW/m2. For 

the non-user scenario, the 95th percentiles are equal to 2.12 10-2 mW/m2, 1.03 10-3 mW/m2, and 2.15 10-

2 mW/m2 for the 4G, 5G and total PEM UL power density, respectively. Median values are 1.93 10-3 

mW/m2, 7.90 10-5 mW/m2, and 2.19 10-3 mW/m2. In general, 4G UL power densities are much higher 

than 5G UL power densities for both scenarios. This is due to the higher duty cycles as explained above 

and in line with [4, 5]. The shape of the distributions of Fig. 2 and Fig. 3 are similar. Differences can 

be attributed to the difference in sampling speed and the separation between the UE and the PEM. 

Figure 3: Distributions of the 4G, 5G, and total uplink power density [dBm/m2] of the PEM over all measurements for the 

max. Uplink (UL) exposure (a) and non-user (b) scenarios. 

CONCLUSIONS 

In this study, the RF-EMF exposure from 4G and 5G UL signals was measured with different devices: 

a mobile phone equipped with the drive test application QualiPoc and an add-on device attached to the 

phone. Also, simultaneously, power densities were measured with a PEM. Two usage scenarios were 

considered: non-user and max. UL exposure. The add-on device was calibrated in-situ with QualiPoc 

and good agreement was obtained with a root-mean-square error of 3.17 dBm. Measurements in 

different microenvironments within the urban environment of the city of Ghent provide 95th percentiles 

of 21.89 dBm and 21.50 dBm for QP and AO UL powers respectively, during the max. UL scenario. 

Using the personal exposimeter, 95th percentiles of 21.93 mW/m2, 1.08 10-1 mW/m2, and 22.06 mW/m2 

were found for 4G, 5G and total power densities respectively. Future work will consist of performing 

measurements with the different devices in different countries and microenvironments to assess 

exposure over usage as part of the GOLIAT project. 
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